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Models for non-unitary quantum dynamics, such as quantum circuits that include projective
measurements, have recently been shown to exhibit rich quantum critical behavior. There are
many complementary perspectives on this behavior. For example, there is a known correspondence
between d-dimensional local non-unitary quantum circuits and tensor networks on a D = (d + 1)-
dimensional lattice. Here, we show that in the case of systems of non-interacting fermions, there
is furthermore a full correspondence between non-unitary circuits in d spatial dimensions and uni-
tary non-interacting fermion problems with static Hermitian Hamiltonians in D = (d + 1) spatial
dimensions. This provides a powerful new perspective for understanding entanglement phases and
critical behavior exhibited by non-interacting circuits. Classifying the symmetries of the correspond-
ing non-interacting Hamiltonian, we show that a large class of random circuits, including the most
generic circuits with randomness in space and time, are in correspondence with Hamiltonians with
static spatial disorder in the ten Altland-Zirnbauer symmetry classes. We find the criticality that is
known to occur in all of these classes to be the origin of the critical entanglement properties of the
corresponding random non-unitary circuit. To exemplify this, we numerically study the quantum
states at the boundary of Haar-random Gaussian fermionic tensor networks of dimension D = 2
and D = 3. We show that the most general such tensor network ensemble corresponds to a unitary
problem of non-interacting fermions with static disorder in Altland-Zirnbauer symmetry class DIII,
which for both D = 2 and D = 3 is known to exhibit a stable critical metallic phase. Tensor
networks and corresponding random non-unitary circuits in the other nine Altland-Zirnbauer sym-
metry classes can be obtained from the DIII case by implementing Clifford algebra extensions for

classifying spaces.

I. INTRODUCTION

Inspired by the fundamental question of how equilib-
rium statistical mechanics emerges in closed quantum
systems [1] and in which case such an equilibrium may
not occur [2—4], the last decade has seen an explosion
of research on the dynamics of quantum many-body sys-
tems far from equilibrium. In many cases, it has turned
out that many-body entanglement is a useful way of char-
acterizing the behavior of the system [5].

Fruitful settings to study the dynamics of quantum
entanglement include the evolution following a quantum
quench [6-9], the dynamics under random unitary evolu-
tion [10-12], and, starting with Refs. 13 and 14, the evo-
lution under non-unitary circuits [15-24]. The latter have
been found to exhibit rich phenomenology, including en-
tanglement transitions — quantum phase transitions that
are primarily characterized by a change in entanglement
structure. In particular, Refs. 13 and 14 have shown that
the states that emerge at late times from unitary circuits
interspersed with projective measurement can exhibit a
phase transition between volume and area law entangle-
ment.

A closely related family of models are tensor net-
works [25]. Indeed, any quantum circuit can, for a given
set of measurement outcomes, be interpreted as the con-
traction of a tensor network; conversely, using the po-

lar decomposition, the many-body transfer matrix de-
scribing the contraction of a tensor network can be re-
interpreted as a quantum circuit consisting of unitary
and non-unitary evolution. The universal behaviors ex-
hibited in non-unitary circuits and tensor networks are
therefore closely related to each other, and entanglement
transitions similar to those in random measurement cir-
cuits have been observed in tensor networks [26].

As we will show in this paper, this correspondence be-
tween tensor networks in D = (d+1) dimensions and non-
unitary quantum circuits acting on quantum systems in
d dimensions can be extended further when considering
the case of non-interacting fermions. In this setting, not
only is there a correspondence between tensor networks
in D = (d+ 1) dimensions and non-unitary quantum cir-
cuits acting on quantum systems in d dimensions, but
there is a further correspondence with static Hermitian
Hamiltonian problems (and thus unitary time evolutions)
in D = (d + 1) spatial dimensions (see Fig. 1). This will
allow us to relate critical phenomena that we numerically
observe in random tensor networks for non-interacting
fermions to critical behavior in random non-unitary cir-
cuits and random Hamiltonian systems. In the following,
we will refer to quantum circuits acting on d-dimensional
quantum systems as d-dimensional quantum circuits.

The class of tensor networks that forms part of this
correspondence are Gaussian fermionic tensor networks
(GTNs) [27-36]. Such Gaussian fermionic tensor net-
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FIG. 1. A diagram showing the correspondences among non-
unitary quantum circuits of non-interacting fermions in d di-
mensions, Gaussian tensor networks in D = d + 1 dimensions
and static Hermitian Hamiltonian systems of non-interacting
fermions in D = d + 1 spatial dimensions.

works are constructed from Gaussian fermionic states,
which are the most general class of states that obey
Wick’s theorem, i.e. all their equal-time correlation func-
tions are completely characterized by the equal-time two-
point correlation function [37]. Slater-determinant states
form a subset of Gaussian states. Gaussian fermionic
tensor networks share many properties with conventional
tensor networks, but the Gaussian structure leads to an
exponential improvement in the scaling with entangle-
ment entropy of both memory and computation time.
In addition to their numerical usefulness [36], they thus
serve as a natural playground to explore the physics of
random tensor networks in a more tractable setting. The
quantum circuits that correspond to such Gaussian ten-
sor networks are non-unitary quantum circuits of non-
interacting fermions. For brevity, we will refer to these
as non-unitary Gaussian circuits (NGCs). Given the cor-
respondence between such NGCs and GTNs, we will of-
ten use these terms together. When we further consider
Gaussian fermionic tensor networks consisting of random
tensors, the corresponding quantum circuits will be sub-
ject to space-time disorder. We emphasize that the class
of GTN/NGCs is a very broad class and encompasses all
non-unitary dynamics of non-interacting fermions [37].
As such, it includes models previously discussed in the
literature, such as those of Refs. 19, 23, and 38, as well as
discrete-time variants of those in Refs. 39 and 40. We em-
phasize, and explain in detail below (cf end of Sec. VC1),
that the class of models considered in this work are more
general than the loop-model-based circuits considered by
other authors and can have manifestly different behavior
of physical observables (such as, e.g., of disorder-averaged
moments of correlation functions).

The correspondence between GTN/NGCs and non-
interacting fermions undergoing a unitary time-evolution
in the presence of static (quenched) disorder is an im-

portant result of this work. This correspondence relies
on two important ingredients. The first ingredient is
to construct a transfer matrix that captures the single-
particle action of the NGC in an enlarged Hilbert space
where the density matrix that the NGC acts on is treated
as a vector (incorporating both, bra and ket). Such a
single-particle transfer matrix, evolving the density ma-
trix by one time step, exists for each disorder realiza-
tion of the NGC and preserves the locality of the circuit.
The second, complementary, ingredient is to express the
unitary disordered fermion problem, at fixed energy, in
discrete space as a general Chalker-Coddington network
model [41]. This Chalker-Coddington network model also
admits a transfer matrix description for each disorder re-
alization. The desired correspondence between random
GTN/NGCs and disordered unitary fermion problems is
then established by identifying the transfer matrix de-
scription of the NGC in the enlarged Hilbert space rep-
resenting the density matrix with that of the Chalker-
Coddington network model. The spacetime randomness
in the d-dimensional NGC corresponds to the spatial
quenched disorder in the D = (d+1)-dimensional unitary
fermion problem. As will be shown later (see in particular
Sec. V), enlarging the Hilbert space for the NGC so that
its transfer matrix acts on the density matrix is crucial
to ensure that the mapping between GTNs/NGCs and
non-interacting unitary fermion problems exists in both
directions. The enlarged Hilbert space leads to the D-
dimensional unitary fermion problems in the correspon-
dence having more symmetries than those apparent in
the corresponding GTN, and this is crucial for the cor-
rect understanding of the underlying physics.

With this correspondence and the appropriate sym-
metry identification in hand, important results for dis-
ordered non-interacting fermions such as the ten-fold
Altland-Zirnbauer symmetry classification [42, 43] as
well as the well-studied phase diagrams and the well-
developed understanding of their critical behavior can
be directly reinterpreted in the language of quantum cir-
cuits. In particular, our results imply that the critical
phases and critical points that emerge at late times in
the evolution under non-unitary Gaussian circuits (and
correspondingly GTNs) exhibit conformal symmetry and
share properties such as multifractality, possible logarith-
mic corrections etc., with well-known models of disor-
dered fermions. Furthermore, the existence of topolog-
ically distinct gapped phases in random non-interacting
fermion systems implies the existence of distinct area law
phases in GTN/NGCs, with critical points separating
these phases. It is also worth noting that we find no ro-
bust volume-law phases (in line with Ref. 44), except for
rather fine-tuned choices of GTNs/NGCs such as those
corresponding to unitary circuits.



Overview of main results

The present work begins by elucidating the relation
between quantum circuits with measurements, circuits
with non-unitarity arising from other mechanisms, and
tensor networks. We then proceed to introduce Gaussian
fermionic tensor networks. Our random tensor network
construction proceeds analogously to Ref. 26. One typi-
cal example of the systems we consider is given by Gaus-
sian tensor networks on the square lattice, where each
tensor is chosen i.i.d. from an orthogonal Haar-random
ensemble. This turns out to be the most generic ensem-
ble possible, and the related quantum circuits preserve
no quantum numbers except fermion parity. We numer-
ically observe that the contraction of these tensors gives
rise to a state exhibiting many features of quantum crit-
icality, including power-law decay of correlations (with a
particular form of logarithmic corrections which we spec-
ify, arising from marginally irrelevant corrections to scal-
ing), a logarithmic growth of all Renyi entanglement en-
tropies with (sub)system size, and scaling of the mutual
information between two intervals with the cross-ratio, a
hallmark feature of underlying conformal symmetry.

This GTN model in D = d + 1 dimensions admits a
single-particle transfer matrix formalism where the trans-
fer matrix can also be understood as the lst-quantized
description of the corresponding NGC. In particular, this
transfer matrix captures the NGC-generated evolution of
density matrices in d spatial dimensions (i.e. it acts on a
space that has twice the dimension of the space of “ket”-
vectors on which the circuit itself acts). Interestingly,
we show that, despite the absence of symmetries other
than fermion parity in the GTN/NGC itself, the transfer
matrices of the GTN/NGC can be identified with those
of the Chalker-Coddington network model in D spatial
dimensions in Altland-Zirnbauer symmetry class DIII,
which is characterized [45, 46] by a time-reversal sym-
metry that squares to —1, a particle-hole symmetry that
squares to +1, and chiral symmetry. The origin of these
symmetries is related to the fact that the NGC-generated
evolution of density matrices in d spatial dimensions
maintains the purity and the Hermiticity of the density
matrices. This symmetry class DIII is known [47][48] to
exhibit a disordered metallic phase in spatial dimension
D = d+ 1 = 2 which the aforementioned numerically-
observed entanglement criticality naturally corresponds
to. The stability of the disordered metallic phase im-
plies that the numerically-observed critical entanglement
properties should be those of an entire critical entan-
glement phase. We also show that there is a transition
from the critical entanglement phase into an area law
phase when sufficiently strong dimerization/staggering is
turned on. In the language of Chalker-Coddington net-
work models, this transition is known as a metal-insulator
transition into one of two gapped phases (one of them
topological). This transition is known to be continuous,
and driven by proliferation of topological defects in the
theory describing the metal [49].

We can repeat our construction for all the other nine
Altland-Zirnbauer symmetry classes using the tools of
Clifford algebra extensions [50] in any dimension D. Any
criticality known in all these cases for unitary evolution
with static disorder is the origin of critical entanglement
properties of the corresponding GTN/NGC. For exam-
ple, symmetry class AIIl emerges from DIII by imposing
a global U(1) conservation law [45, 51-53] for the circuit
evolution, which in D = 2 leads to continuously varying
critical behavior associated with a line of fixed points of
the random quantum circuit [54-58] [59]. Interestingly,
we also show that symmetry class BDI can emerge from
symmetry class AIIIl by imposing a further constraint on
the GTN/NGC. For details, see Sec. VIA 1. Symmetry
class BDI is also known to exhibit a line of critical fixed
points [56, 58]. It turns out that the circuit in Ref. 38
is in symmetry class BDI with corresponding universal
properties.

Finally, we numerically consider the case of Gaussian
fermionic tensor networks in D = 3 dimensions, and ob-
serve a logarithmic violation of the area law in a critical
entanglement phase. This behavior is a reflection of the
known [47] stable metallic phase of the corresponding
Hamiltonian problem in symmetry class DIII with static
disorder in D = 3 spatial dimensions. A similar area
law violation was found for non-unitary Clifford circuits
in the same spatial dimension in Ref. 60. We note that
metallic phases are known [47] to occur in all symmetry
classes of disordered non-interacting fermions for D > 3,
and thus such entanglement phases with logarithmic area
law violations will occur generically in those cases.

The remainder of this paper is structured as follows: In
Sec. II, we introduce tensor networks in more detail and
discuss the relation between them and non-unitary quan-
tum circuits. We also discuss the relation between non-
unitary quantum circuits and quantum systems whose
non-unitarity arises from measurements. In Sec. III,
we introduce Gaussian fermionic tensor networks. In
Sec. IV, we introduce the Haar-random Gaussian fermion
tensor network, the numerical setup, and the various sig-
natures of criticality that we observe. In Sec. V, we
introduce the transfer matrix formalism, establish the
mapping between GTNs/NGCs and Chalker-Coddington
network models, and provide an analytical understanding
of the numerically observed entanglement criticality via
the theory describing the metallic phase of disordered
fermions in Altland-Zirnbauer symmetry class DIII. In
Sec. VI, we discuss the construction of models in all ten
Altland-Zirnbauer symmetry classes. In Sec. VII, we dis-
cuss the case of GTNs in D = 3 dimensions. Finally, in
Sec. VIII we provide an outlook for future directions.
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FIG. 2. (a) A generic tensor network on the square lattice is
depicted. The horizontal and vertical directions of the tensor
network are labeled as w and v. (b) The graphical representa-
tion of the four-leg tensor T;;k; is shown. (c) The contraction
between two tensors 7™ and T? is graphically represented
by connecting the contracted legs.

II. TENSOR NETWORKS AND QUANTUM
CIRCUITS

A. General tensor network on the square lattice

A general tensor network on a square lattice is depicted
in Fig. 2 (a). Each individual four-leg tensor T € (CM4,
shown in Fig. 2 (b), defines a state in a M?-dimensional
Hilbert space:

|T) = ZTijkl lijkl), (1)

ijkl

where each of the indices i, 7, k,l = 1,2, 3, ..., M labels the
states within the M-dimensional Hilbert space associated
with a given leg of the tensor T. Here, M is the bond
dimension of each leg of the tensor T'. The contraction
of two tensors T} 2, as shown in Fig. 2 (¢), yields a new
tensor

M
Z Jkl,izT(l) 72 (2)

i1j1k1l1 " i2j2kala”

Equivalently, we can think of this tensor as being defined
by P2 (|T(1)>®|T(2)))7 where P is a projection operator
that acts on the tensor product of the Hilbert spaces as-
sociated with two contracted legs, and projects onto the
maximally entangled state ﬁ D kyiy Okin K1) ®li2) [61].
Similarly, all the contractions in the tensor network
shown in Fig. 2 (a) can be viewed as the projections onto
maximally entangled states on the contracted legs.
When we rotate the square lattice tensor network
(counter-clockwise) by 45°, we can view it as a quantum
circuit that acts on a qudit chain with each qudit carry-
ing an M-dimensional local Hilbert space (see Fig. 3 (a)).
Each tensor can be viewed as an operator acting on two
neighboring qudits. The matrix elements of the opera-
tor associated with the tensor T' (as shown in Fig. 3 (b))
are given by Tj;;,, where the pair of tensor indices ¢ and
j are viewed as the column indices of the matrix, and
the pair [ and k as the row indices. When T is viewed

l k
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FIG. 3. (a) We can rotate the square-lattice tensor network
shown in Fig. 2 (a) by 45° and view it as a quantum circuit
acting on a one-dimensional qudit chain along the z-direction.
The t-direction is viewed as the physical time direction of the
quantum circuit. (b) Each four-leg tensor can be viewed as a
(non-unitary) quantum gate acting on two neighboring sites
on the one-dimensional qudit chain. By the polar decompo-
sition, this quantum gate can be factored into the product of
a unitary operator U and the positive-semidefinite Hermitian
operator K.

as an operator, it has a polar decomposition T" = UK
(graphically represented in Fig. 3 (b)) where U is a uni-
tary operator and K is a positive-semidefinite Hermitian
operator. Physically, we can view U as the real-time
evolution operator under some Hermitian Hamiltonian
and K as the imaginary-time evolution operator under
some other Hermitian Hamiltonian [62]. With this op-
erator interpretation of each four-leg tensor, the whole
tensor network shown in Fig. 3 (a) can be interpreted
as a non-unitary quantum circuit that evolves the qudit-
chain quantum states with Hermitian Hamiltonians but
in a mixture of real and imaginary time (or simply as a
non-unitary quantum circuit that evolves the qudit-chain
quantum states only in real time but using non-Hermitian
Hamiltonians). In the remainder of this paper, unless
specified otherwise, Hermiticity is always implicitly as-
sumed when we talk about the Hamiltonian of a system.

It is conceptually straightforward to generalize the con-
struction above to fermionic tensor networks, where each
tensor represents a state in a fermionic Hilbert space.
For general overviews of how to take into account the
fermionic exchange sign in contractions, see Refs. 27, 63—
65. In Sec. III, we will specialize to the case of Gaussian
fermionic tensor networks and discuss the technical issues
arising from their fermionic nature.

B. Relation to quantum systems undergoing
unitary evolution and generalized measurements

A particularly interesting physical scenario where non-
unitary circuits and non-unitary evolutions arise is given
by a quantum system that undergoes both unitary evo-
lution and projective measurements [13, 15]. In the pres-
ence of measurements, the evolution of the quantum sys-
tem is characterized by an ensemble of quantum trajecto-
ries with each quantum trajectory labeled by a different



set of measurement outcomes. In the following, we first
briefly introduce our notion of quantum trajectory before
we discuss the connection to tensor networks. A more de-
tailed description of quantum trajectories can be found,
for example, in Ref. 66.

For our purposes, a single measurement is described by
a set of Kraus operators C,,,, where m labels the different
measurement outcomes. Given some input density ma-
trix p, Born’s rule gives the probability of the m’th mea-
surement outcome as p,, = Tr(Cp,pC} ); normalization
of probability requires . C! C,, =1, i.e. the operators
CI,C,y, form a positive operator-valued measure [66]. For
the m’th measurement outcome, the density matrix af-
ter the measurement is given by p’ = C,,pCl /ppm; if the
input density matrix represents a pure state, p = |1)(¢|,
so does the density matrix C,|¢)(¥|CJ, /pm after mea-
surement. In the case of a conventional projective mea-
surement, the C,, are projectors, i.e. C2% = C,,. We
emphasize that we are free to interpret any set of oper-
ators {Cy,,} that satisfies the condition >, CI C,, =1
as a generalized measurement within this formalism, and
any such measurement can be physically implemented
(See, e.g., Ref. 67.).

It is clear that we can interpret a circuit composed
of unitary evolution and projective measurements within
this formalism. Given a set of measurement outcomes 17
(each entry corresponding to the outcome of one projec-
tive measurement), we can define an operator Cy; as the
product (over time steps) of the unitary evolution oper-
ators followed by the projection operators corresponding
to the measurement outcomes in each step (noting that
the succession of a measurement with N and one with M
outcomes can be thought of as a measurement with N - M
outcomes). While the set of measurement outcomes will
grow exponentially with the volume of the circuit and the
Born-rule probability ps of a given set of outcomes m
becomes exponentially small, the entire set of operators
{Cy} will still satisfy the conditions above, in particular
the C’:ﬁ Cy also form a positive operator-valued measure.

As explained in the previous section, a generic tensor
network can be viewed as a non-unitary quantum circuit
comprised of real-time and imaginary-time evolution. In
this work, we will not focus on individual tensor networks
but rather the average behavior in certain random ensem-
bles of tensor networks with each realization of the tensor
network taking an equal weight in the average. Each such
ensemble of tensor networks provides an ensemble of non-
unitary circuits {C,,}. If the condition Y. CJ Cp, =1
is satisfied, the corresponding ensemble of tensor net-
works can describe a physical quantum system undergo-
ing both unitary evolution and generalized measurement.
However, an important yet subtle distinction arises due
to the Born-rule probability p,, = Tr(C,,pC],) of the
system choosing a particular trajectory in the case of
measurements, which depends on the initial density ma-
trix p. To establish a precise correspondence between
non-unitary circuits where the non-unitarity arises due
to measurements and those where non-unitarity arises

from some other mechanism, the ensemble in the latter
case may have to be reweighed according to the Born-rule
probability [68].

It appears possible that certain universal behavior ex-
hibited in these two situations is closely related. Ref. 69
speculated about potential differences in circuits with
Haar random evolution. As we will see below, certain
classes of tensor networks are amenable to a rather com-
plete numerical and analytical treatment, and as such
provide valuable insights into the non-unitary dynamics
of quantum many-body systems. Therefore, for the pur-
pose of this paper, we employ the language of tensor net-
works; however, as discussed in App. E, our tensor net-
work construction could be adapted as a measurement
circuit. Comparison between the universal behavior in
the tensor-network ensemble and the Born-rule ensemble
will be reserved for future investigations.

III. FERMIONIC GAUSSIAN TENSOR
NETWORK

A. Definition

In this work, we focus on random ensembles of Gaus-
sian fermionic tensor networks (GTNs) [27-36], which
are a special type of fermionic tensor networks that de-
scribe Gaussian states. In a GTN on the square lattice,
each four-leg tensor defines a fermionic Gaussian state
in a Hilbert space associated to 4x Majorana fermion
modes. The 4y Majorana fermion modes are divided into
4 groups of xy Majorana fermion modes each, with each
group residing on one of the legs of the four-leg tensor.
We refer to the number of Majorana modes x on each leg
of the tensors as the Majorana bond number of the GTN;
it is related to the bond dimension M introduced previ-
ously via M = \/QX, i.e. GTNs are an exponentially more
compact representation. In particular, for conventional
tensor networks, the maximal amount of entanglement
that can be captured is O(log M) (and the computational
effort thus exponential in the amount of entanglement),
whereas here it is O(x) (and the computational effort
thus polynomial in the amount of entanglement).

In a GTN, each tensor is itself a fermionic Gaussian
state. Such a state is completely determined by its two-
point fermion correlation functions. To be more precise,
let us denote the Majorana modes associated to a four-
leg tensor with Majorana bond number x for each leg
as ¥i=1,2,....4y- Lhe fermionic Gaussian state associated
to the four-leg tensor is completely determined by the
4x x 4x covariance matrix [37]

Ly = <%[‘ﬁﬁj]> = (1%:;) — 1035, (3)

where the expectation value is taken in the fermionic
Gaussian state. Multi-point fermion correlation func-
tions in the fermionic Gaussian state can be constructed
from T';; via Wick’s theorem [70]. Hence, we can use the



covariance matrices I';; to represent the four-leg tensors
in the GTN. However, we emphasize that the meaning of
indices of the covariance matrix I';; which labels the Ma-
jorana fermion operators associated with a given tensor
is different from the meaning of the indices of the four-
leg tensor T;jx; which labels the states in a (sub-)Hilbert
space. The covariance matrix I';; for a pure Gaussian
state satisfies

[T=-T, T*=T,

The first two conditions are simply derived from the prop-
erties of Majorana fermion modes while the third condi-
tion is the consequence of a pure Gaussian state. The
fermion parity of the pure Gaussian state is given by the
Pfaffian Pf(T') = £1 of the covariance matrix I'. The
space of all 4y x 4x covariance matrices I' satisfying the

conditions in Eq. (4) is given by the symmetric space
O(4x)

The space of ' further restricted to the sector

U2x) "
with a fixed fermion parity Pf(T") is given by the sym-
metric space S&(;)(X)). In particular, the four-leg tensor

that can be interpreted as a quantum gate that conserves
the fermion parity are the ones with a fixed fermion par-
ity Pf(I") = 1. In principle, one can also consider mixed
Gaussian states, which can also be fully specified by their
covariance matrix. The covariance matrices of a mixed
Gaussian states still satisfy the first two conditions in
Eq. (4), but the third condition is relaxed to I'? = —1,
meaning that no eigenvalues of the Hermitian matrix I'?
are smaller than —1. This work will mostly focus on the
square-lattice GTNs where every four-leg tensor is asso-
ciated with a pure fermionic Gaussian state. We refer to
this type of tensor network as the pure-state GTN. We
also impose an extra requirement that each tensor in the
pure-state square-lattice GTN has a fixed fermion par-
ity +1 so that when the pure-state square-lattice GTN
is interpreted as a quantum circuit, each quantum gate
in the circuit respects the fermion parity and, hence, can
be viewed as a bosonic operator (in the sense that it does
not change the fermion parity of the state it acts on).

The pure Gaussian state |T') that is associated [71]

with a four-leg tensor, with each leg having Majorana
bond number x, and which has a 4y x 4x covariance
matrix I';;, can be determined via the equation

=iy Tyy; | Iy =0, i=1,2..4x. (5
J

When we view 4 as a 4x-component column vector of
Majorana operators, the equation above can be conve-
niently written as (¥ —iI'9) |T") = 0.

B. Contraction of Gaussian tensors

Since Gaussian tensor networks are just a special case
of general fermionic tensor networks, the contraction of

two tensors can similarly be viewed as a projection onto a
maximally-entangled-pair state on the legs that are being
contracted. Crucially, the result of such a contraction of
two Gaussian tensors is again a Gaussian tensor; if the
two input states are pure, so is the contracted state.

It is worth noting that the contraction of two Gaussian
tensors can also be viewed as applying a quantum oper-
ation defined by one Gaussian state to the other Gaus-
sian state. Here, by quantum operation we mean any
completely positive trace-non-increasing linear operation
on density matrices, i.e. the most general operation that
transforms a valid (pure or mixed) quantum state into an-
other valid quantum state. Indeed, as proven in Refs. 37
and 72, any Gaussian map, i.e. completely positive lin-
ear map that transforms Gaussian states into Gaussian
states, can be described as the contraction of (possibly
non-pure) tensors in this formalism. As such, any kind
of circuit for non-interacting fermions can be translated
into the contraction of a GTN. Therefore, the circuits dis-
cussed in Refs. 23 and 38 and the quantum measurement
circuits without annihilation in Ref. 19 can be viewed as
particular examples of Gaussian tensor networks.

To illustrate in greater detail the procedure of contrac-
tion, let us discuss the contraction of two four-leg tensors
as shown in Fig. 4 (a). Consider two Gaussian tensors
represented by the covariance matrices I' and T. When a
Majorana-bond-number-y leg of the tensor I' that carries
Majorana fermion modes ¥;—1,2,.., is contracted with a
Majorana-bond-number-y leg of the tensor T that car-
ries Majorana fermion modes 7);—1 2, .y, the contraction
yields a new Gaussian state

(W) = P2 (1) @ X)), (6)

where the projection operator P, is given by

X

1+ %7,
Py =[5 ™)
=1

The contraction is graphically represented in Fig. 4 (a).
Notice that the contracted leg in Fig. 4 (a) has a direction
which indicates the ordering of Majorana modes 4; and
7; in the projection operator, i.e. the contraction with
the reversed direction is implemented by the projection
X (14 i7;%)/2. The choice of direction is necessary
for each contracted bond of a fermionic tensor network.
The Gaussian state |¥) is again fully characterized by
a covariance matrix ¥. Here, we view |¥) as Gaussian
state residing in the Hilbert space given by only the Ma-
jorana modes on the un-contracted legs. For an explicit
expression for W, it is convenient to relabel the Majorana
modes on I'" and Y as shown in Fig. 4 (b): in particular,
the modes on I' are grouped into 41, which remain open,
and g, which are to be contracted; for T, the modes
7, are to be contracted, while 7z remain open. We can
reorganize the two covariance matrices in a block form,

'ty T'ir Yrr YTir
F = T = .
( ~I'lr Tre ) < —Ylr YTrr (8)
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FIG. 4. (a) The Gaussian tensors I' and T are contracted.
The Majorana modes on the contracted legs of the Gaussian
tensors I and Y are denoted as 41,2,...a and 71,2,....a respec-
tively. (b) We can view both of the Gaussian tensors I' and
T as two-leg tensors when implementing the contraction be-
tween them.

Here, ' ;, and Y grp are 3x x 3x matrices describing the
correlations between the 3x modes 4 and g, respec-
tively, and similarly I'rp and Y are x X x matrices,
and the off-diagonal matrices are x x 3y or 3y X x rect-
angular matrices. The covariance matrix ¥, which is a
6x X 6y matrix that describes the correlations of the 6y
Majorana operators 4y, and 7jg, is then given by [37]

N 0
V= ( 0 Yrr ) +
-1 T
(o ) (% ) () o
0 Trgrr -1 Trr 0 Tgrr /) °
Notice that ¥ depends on I" and Y in a non-linear way.
Furthermore, one can check that, if (I)* = (T)* = —1,
then (¥)® = —1, i.e. the contraction between pure-state
tensors results in a pure-state tensors. This expression
can be evaluated in O(x?) time.

Having introduced the contraction between two ten-
sors, a GTN can be built by contracting the involved
tensors one by one using Eq. (9). The order of tensor
contractions does not affect the final result as long as the
same tensor network geometry is maintained. This inde-
pendence of ordering can understood as follows. A GTN
that consists of tensors {T'™}, produces a Gaussian
state P (®n|F(")>) where P is the product of projections
onto the maximally-entangled-pair state on each pair of
contracted legs in the GTN. The projections on different
pairs of contracted legs commute with each other, which
implies that the final GTN is independent of the order
in which the projectors are applied. In practice, the or-

der may make a difference to the computational cost, see
App. C.

IV. NUMERICAL RESULTS
A. Setup

We now turn to a numerical investigation of the prop-
erties of Gaussian tensor networks with random tensors.
We will find that for a generic choice of random ensemble

(which we introduce below), the state obtained by con-
tracting the tensor network exhibits signatures of quan-
tum criticality and scale invariance, namely a logarithmic
divergence of the bipartite entanglement entropy with the
subsystem size and power-law decay of two-point corre-
lation functions.

We consider an ensemble of tensor networks where each
tensor is independently drawn from an identical proba-
bility distribution of what we call Haar-random Gaussian
pure states. To construct such a state on 2n Majorana
fermions, we start from the reference pure state

Qs = (?1” ]10”> (10)

where 1,, is the n x n identity matrix. Then, we obtain
a random special orthogonal matrix O € SO(2n) follow-
ing the approach of Ref. 73. The desired Haar-random
Gaussian pure state is then given by as

T'=0Q,,O0T. (11)

This will generate pure states with a fixed parity Pf(T") =
+1. The ensemble of I' generated by the Haar-random
matrix O € SO(2n) is equivalent to the random ensem-
SO(2n)
U(n)
probability measure. In principle, one can extend the
ensemble to that of states with random fermion par-
ity Pf(I') = +1 by considering Haar-random matrix
O € 0O(2n) in Eq. (11) instead; however, we find that
the numerical results presented in this section, which are
obtained in an ensemble of fixed parity, are, within sam-
pling error, identical to the ones obtained for random
fermion parities. For the square-lattice GTN with Ma-
jorana bond number x, we perform this procedure with
2n = 4x for each four-leg tensor independently.

In the contraction of the tensor network (see Fig. 5),
we start from an initial state at v = 0 given by the co-
variance matrix

with a uniform

ble of ' in the symmetric space

Lx/2

Lo = @ s, (12)
k=1

which is unentangled for even y and entangled only be-
tween adjacent sites for odd y (there is no fully unentan-
gled state for odd x; note also that we require Ly even to
construct pure-state GTNs). The initial state I'g of the
GTN for even and odd x are pictorial represented by the
hollow circles shown in Fig. 5. We have chosen to fix the
parity of the initial state to Pf(T'g) = +1; similar as for
the parity of the tensors on each site of the network, we
have confirmed that results are indistinguishable for an
initial state of the other parity. We contract the initial
state I'g with rows of tensors as shown in Fig. 5. We
denote by I', the state that is the result after the con-
traction of v (“depth”) rows of tensors with the initial
state ['g; i.e., that state is defined by the open legs at
the top of the network with depth v. We are interested
in the behavior for v — co. We apply periodic boundary
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FIG. 5. In the numerical study, we consider the square-lattice
random GTN with periodic boundary condition in the wu-
direction. At v = 0, we start with the initial Gaussian state
represented by the Gaussian tensor I'g which is a product
state. The contraction of the tensor I'o with v (“depth”) rows
of the random GTN yields the Gaussian state represented by
the tensor I',.

conditions in the spatial direction, i.e. the u-direction, of
the network.

Here, we’ve defined a Haar-random ensemble of pure-
state square-lattice GTNs. This ensemble of GTNs yields
an ensemble of random quantum circuits via the corre-
spondence between GTNs and non-unitary Gaussian cir-
cuits in Sec. II. As shown in App. E, this quantum cir-
cuit ensemble can, in principle, characterize the dynamics
of a physical system undergoing both unitary evolution
and generalized measurements. However, one needs to be
careful that, for the physical system undergoing both uni-
tary evolution and generalized measurements, the prob-
ability for a specific quantum circuit (corresponding to
fixed measurement outcomes) in the circuit ensemble to
appear needs to follow the Born’s rule, which implies
that different quantum circuits in general appear with
different probabilities. In contrast, in all the following
discussions of the Haar-random ensemble of GTNs, each
GTN/NGC appear with equal probabilities.

B. Correlation functions

We first analyze the two-point correlation function
(ivkvi) (i-e., the equal-time Green’s function) in the state
T',,, which resides on the one-dimensional lattice of open
legs on the top the GTNs shown in Fig. 5. Each site
of this lattice corresponds to an open leg and therefore
contains x Majorana modes. The quantity of interest,
corresponding to the average of the square of the two-
point correlation function for Majorana modes that are
r sites away from each other, is given by

X L
C(T) - XQLL Z Z <iﬁ/p,m’§/p+r,n>2v (13)

m,n=1p=1

where by 4, ,, we denote the m’th Majorana mode
(m = 1,...,x) on the p’th site of the lattice, we ap-
ply periodic boundary conditions, i.e. Ap1r.n = Yp.n,
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FIG. 6. Correlation function C(r) (cf. Eq. (13)) obtained
from averaging over 20 disorder realizations for Majorana
bond number x = 1 (a) and x = 6 (b) and r up to L/2.
Points indicate raw data, while the black line indicates a fit
of the data for the largest system size to Eq. (14).

and the bar indicates ensemble-averaging. The individ-
ual expectation values in a fixed realization of disorder
(i.e. before disorder averaging) correspond exactly to
elements of the covariance matrix I'y: (i%pmY¥ptrn) =
(%) (p—1)x4m,(p+r—1)x+n (except for r =n = 0).

Our results are shown in Fig. 6, where we take the
depth v = 500 and average over 20 realizations. In ran-
dom systems, the mean and typical correlations can differ
widely near critical points because a correlation function
(as opposed to, e.g., a free energy) is in general not self-
averaging [74]. In particular, different disorder moments
of a correlation function can scale with independent crit-
ical exponents [75], a phenomenon called multifractality
which is ubiquitous in disordered non-interacting fermion
systems [76, 77] (for a relatively recent discussion see e.g.
Refs. 78 and 79). An extreme version of this phenomenon
is known to occur in one-dimensional quantum systems
with (static) spatial randomness where disorder moments
of correlation functions can be dominated entirely by rare
event (Griffiths) physics leading to completely different
functional forms of mean and typical correlations, such
as e.g. in the random singlet phase [80, 81]. We have
checked for this numerically and find that in our case, the



mean and typical correlations differ only by a prefactor.
The reason for the self-averaging of these correlations will
be given in App. A 2.

The correlations shown in Fig. 6 clearly decay with a
power law, consistent with a critical system. To quantify
this more precisely, we perform a fit to

(14 Ao logr)?
2 b

C(ry=A4 (14)

r
where A and )\ are fit coefficients. The correction to a
pure power-law decay in the numerator arises from the
presence of a marginally irrelevant operator, whose cou-
pling constant is denoted by Ag. For details, see Ap-
pendix B. We find excellent agreement with this form
with a constant )y that depends on y, as shown in Fig 6.

C. Entanglement entropy

As a second quantity of interest, we compute the von
Neumann entanglement entropy for a contiguous block of
L /2 sites in the state T, for periodic boundary condition
along the u-direction. We denote this quantity as Sy, /o.
In the inset in Fig. 7 (b), we show the dependence of
S1./2 on the depth v for a few characteristic values of L
and x. We find that it very quickly reaches a plateau.
To obtain averaged quantities, we average over v for v
greater than some cutoff (usually v = 250) as well as
several completely independent simulations (here 100).

The averaged S7, /5 is shown for Majorana bond num-
bers between y = 1 and x = 10 and system sizes ranging
from L = 32 to L = 2048 (for the smallest bond number)
in Fig. 7 (a). As indicated by the dashed lines, we find
excellent agreement with the scaling form

Sry2 = Cilog (L/Lo), (15)

where we take both (; and Ly as fit parameters. In
Fig. 7 (b), we show the dependence of (; extracted from
our fits on Majorana bond number x, which we find to
be nearly linear.

This scaling form of the entanglement entropy is famil-
iar from a variety of other systems, where it may occur
for completely unrelated physical reasons. Therefore, we
intentionally introduce the new letter (; for the prefac-
tor of the logarithm to avoid any possible confusion with
these better-known cases. These include ground states of
non-random critical Hamiltonian systems in one dimen-
sion [82, 83], where this form follows from conformal sym-
metry and the coefficient of the logarithm is related to
the central charge ¢ of the corresponding conformal field
theory (CFT) via {; = ¢/3. It also appears in scenar-
ios not related to conformal symmetry, such as random-
singlet phases [84] or, under particular circumstances, in
ferromagnets and other symmetry-broken systems [85]
(in which case the prefactor is non-universal). Finally,
this scaling of the entanglement entropy was found at
the critical points that occur in the interacting random
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FIG. 7. (a) Scaling of bipartite entropy of half of the system
with total system size in the Haar-random ensemble. Majo-
rana bond numbers are x = 1 through xy = 10 from bottom
to top. Crosses indicate the numerical data, while the dashed
lines indicate fits to the form Sy, = (1log(L/Lo). (b) De-
pendence of the entropy scaling prefactor (i on the Majorana
bond number x. Inset of (b): Convergence of the entropy
at the center of the system with depth v for L = 128 and
x = 1,2,10.

circuit and tensor network models [13-15, 18, 26, 86],
which also exhibit conformal symmetry and where the
coefficient (; of the logarithm is twice the scaling dimen-
sion of a boundary operator.

We can repeat the analysis of the entanglement entropy
for Renyi entropies, defined by

Salp) = 1 Trllog (o™)], (16)
-«

for our random GTN/NGCs. For o = 1, the von Neu-
mann entropy is obtained. For a one-dimensional non-
random gapless Hamiltonian system, conformal field the-
ory predicts [87] that the ground state entanglement en-
tropy of an interval of length L (embedded in a much
larger system) scales as (, log(L/Ly) for all «, where (,

is given by
_a L
o= <1+a>, (17)
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FIG. 8. Coefficient of the logarithmic term in the entangle-
ment entropy for Renyi entropies of different index «; see
Egs. (16) and (17). Crosses represent raw data, and dashed
lines fits to the form (o = B(1+1/a), where B is the only fit
coefficient.

and where ¢; = ¢/3 of Eq. (15) with ¢ the central
charge. For the measurement-induced transition in in-
teracting random circuits, Ref. 88 observed that an addi-
tional constant term appears in the a-dependence of (,
as compared to Eq. (17). We can numerically test the
a-dependence of (,, in the random GTN. To this end, we
compute the Renyi entropy with index a ranging from 0.5
to 5 for half of the system analogous to the calculation
shown in Fig. 7 and perform a fit to extract the prefac-
tor of the logarithmic scaling. Our results are shown in
Fig. 8. We observe excellent agreement with the form of
the a-dependence displayed in Eq. (17) (without addi-
tional constant). We reiterate that ¢; is not related to
the central charge of a non-random CFT.

In addition to the entanglement entropy, we also exam-
ine the full entanglement spectrum. We find results con-
sistent with the Gaussian unitary ensemble, see App. D.

D. Mutual information

Following Ref. 15, we also compute the mutual in-
formation of two disjoint segments [z1,x2] and [x3, 24],
which is given by

I([z1, 2], [73, 74]) = S([21, 22]) + S([73, 74])
- S([‘rlva] U [1‘3,.734}), (18)

where S([z,y]) denotes the von Neuman entanglement
entropy between sites x through y and the rest of the
system, and by U we denote the union of two segments.
We plot this as a function of the cross-ratio of the segment
endpoints. Defining the chord distance between points x

10

E ]
s 100 3
8, E
=~

8 ]
= -1
& 10703
= E
. 10! 3
= E
8

0’; -
100 5
s ]
a.\

)

= 1071 3
~

FIG. 9. Mutual information between the disjoint segments
[x1,x2] and [z3,z4] versus the cross-ratio n of Eq. (20). In
both panels L = 100. We exclude any data points where the
intervals [z1,22] or [z3,z4] are shorter than 4 sites, or the
ends of the intervals are closer than 4 sites.

and y as

L . T
Toy = ; sin (Z |JJ - y|) ) (19)
the cross-ratio is given by

_ TzaanTasas _ (20)

Tagzi Taszs

Our results are shown in Fig. 9. We observe that all the
mutual information data nicely collapse onto a function
that depends only on a single variable n. This behav-
ior of the mutual information is strongly suggestive of
a two-dimensional conformal field theory description of
the random GTN/NGC system. Moreover, we observe a
power-law behavior of I([z1, 23], [3,x4]) at small cross-
ratio 7.

We can examine the behavior for small 1 in more de-
tail by taking the limit where the intervals [z1,x2] and
[x3, 4] are chosen to be short compared to their sepa-
ration and to the system size. More precisely, we take
|1 — 22| = |z3 — 24| = d and |z2 — z3| = r, and fo-
cus on the parameter regime with d < r < L such
that 7 = d?/r%. In this case, the mutual information
I([xy, 21 +d], [x1+7, 21 +7+d]) with a fixed d will decay
with the distance r between the intervals with the same
functional form as the correlation function, Eq. (14). In
particular, the corrections to the asymptotic power-law
decay have the same form.
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FIG. 10. (a) A one-dimensional GTN is shown. (b) A two-leg
tensor I' in the one-dimensional GTN is shown. Its two legs
are labeled by L and R respectively. (c¢) The contraction of
the two two-leg tensors I and I"' yields a third two-leg tensor
I, This contraction can be equivalently captured using the
transfer matrix formalism.

V. TRANSFER MATRIX FORMALISM AND
ANALYTICAL UNDERSTANDING OF THE
ENTANGLEMENT CRITICALITY

To facilitate an analytical approach to understand
these numerical results, we now introduce a transfer ma-
trix formalism for the contraction of pure-state GTNs.
Using this transfer matrix formalism, we will then map
any lattice pure-state GTNs (with no uncontracted legs
in the bulk) to a corresponding network model of uni-
tary scattering problems on the same lattice. This type
of network model that we obtain from the GTN turns
out to be exactly what is commonly known as a Chalker-
Coddington network model which was originally intro-
duced to study non-interacting fermion systems with
static/quenched disorder. This connection will allow us
to understand the criticality observed in the previous sec-
tion in terms of stable critical phases or critical points in
disordered systems of non-interacting fermions. In the
following, we will refer to the critical behavior obtained
in Sec. IV as the entanglement criticality of the Haar-
random GTN (and its corresponding NGC). Interestingly
and surprisingly, even though the entanglement critical-
ity is obtained in a most generic Haar-random pure-
state GTN without any symmetry constraint, it shares
the same description as the disordered metallic phase in
Altland-Zirnbauer symmetry class DIII in two spatial di-
mensions.

A. Transfer Matrix: Definition and Properties

To introduce the transfer matrix approach, we first
consider the contraction of a one-dimensional GTN as
shown in Fig. 10, where each tensor has two legs with the
same Majorana bond number y;. It turns out that the
contraction of a GTN on a higher-dimensional lattice can
always be reduced to this case (with a possibly system-
size-dependent x) while still respecting locality; we will
expand on this reduction to a one-dimensional GTN in
Sec. VA3.
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1. Transfer matriz in one-dimensional geometry

In the one-dimensional pure-state GTN shown in
Fig. 10 (a), every tensor has two legs, each with a Ma-
jorana bond number x;. As discussed in Sec. II, we
can view the one-dimensional pure-state GTN shown in
Fig. 10 (a) as a quantum circuit with its time direction
going from the left to the right of the GTN. This quantum
circuit acts on a Hilbert space associated with x; Majo-
rana fermion operators, which we denote as =12, .. v.-
The fact that this tensor network is Gaussian implies
that its corresponding quantum circuit always evolves a
single Majorana fermion operator to another single Ma-
jorana fermion operator. Each two-leg tensor I' (for ex-
ample the one in Fig. 10 (b)) in the one-dimensional pure-
state GTN corresponds to a (non-unitary) quantum gate
gr that induces a linear transformation of the Majorana
fermion operators via

&i = gréugr ' =Y 4[i;a;. (21)
J

Here, we have introduced the x; X x¢ matrix t,[I'], which
will be referred to as the P-sector transfer matrix of T
Since gr is a quantum gate of non-interacting fermions,
the P-sector transfer matrix t,[I'], which can be viewed as
the first-quantized (or single-particle) version of gr, con-
tains the full information about gr and hence of the ten-
sor I'. In the following, we will only consider pure-state
Gaussian tensors I' with fixed fermion parity Pf(T") = 1
such that the corresponding quantum gate gr is a bosonic
operator, i.e. gr is a quantum gate that preserves fermion
parity.

As is shown in Fig. 10 (b), for each two-leg tensor T',
we use the labels L and R to distinguish the two legs
and their associated Majorana modes. We can write the
covariance matrix I" shown in Fig. 10 (b) in a block form,

r— (FLL FLR) ’ (22)

I'rr T'rr

where the block I'f g captures the correlations between
the x; Majorana modes residing on the left leg and those
on the right leg, and likewise for the other blocks. Since
the Majorana bond number, i.e. the number of Majorana
modes, associated with each leg is xy, each block in I' is
a Xt X Xt square matrix. The P-sector transfer matrix
t,[I'] of the tensor I' then turns out to be given by

t[]=T;5(1—iTrr) = (1 +ilrr) ' ks (23)

where the second equality is guaranteed by the pure-
state condition I'? = —1. The detailed derivation of the
Eq. (23) is summarized in App. F.

A key property of the transfer matrix, defined in this
way, is that matrix multiplication of two such transfer
matrices yields a result consistent with the contraction
of the corresponding tensors. Specifically, consider, as
shown in Fig. 10 (c), the contraction of the two tensors I'



and I", which yields the tensor I'. This tensor contrac-
tion is equivalently described by the product of the two
quantum gates gr and g/ that are associated with the
two tensors I and I respectively, i.e. gr/ - gr = gr» with
gr~ the quantum gate associated with the tensor I'. We
therefore conclude that the transfer matrix correspond-
ing to I' is given by the product of those corresponding
to " and T":

1] - [T = [, (24)

This result can also be checked explicitly using Eqgs. (9)
and (23).
In Eq. (23), we've assumed that T'pg is invertible,

which is true for a generic pure-state tensor I' in the sym-

SO(2x+)
U(xt)

covariance matrices. The exceptions to the assumption

merely form a measure-zero subspace of Sggi):)t) [89]. In
the following, unless otherwise specified, we will assume
the generic situation where I'; g is invertible.

Given the conditions that I'? = —1 and I' = —I'T,
we notice that the P-sector transfer matrix satisfies the
property that

metric space of all possible 2y; x 2x; pure-state

Jcp[l—‘]T : tp[F] =1, (25)

which means that the P-sector transfer matrix t,[I'] be-
longs to the complexified special orthogonal group:

&[] € SO(xo)e- (26)

In the special case where ', = I'grr = 0, the quantum
gate gr associated with the two-leg tensor I' becomes
unitary and the P-sector transfer matrix t,[I'] becomes
real, i.e. T' € SO(x¢)-

As we have discussed before, the P-sector transfer ma-
trix contains the full information of the tensor I'. Fur-
thermore, for any element t, € SO(xy)c, there exists a
pure-state two-leg Gaussian tensor I' such that the P-
sector transfer matrix of I' is given by t, via Eq. (23) (ex-
cept for those t, with Re(t,) non-invertible, a situation

encountered only in a measure-zero subset of SO(x¢)c)-

SO(2x+)
Ulxe)

of all possible 2y x 2y covariance matrices I', viewed as

two-leg tensors, are in one-to-one correspondence with
the elements of the space (and also group) SO(xt)c of
the P-sector transfer matrices (except for subsets of zero
measure).

Therefore, the elements of the symmetric space

2.  P- and H-sector transfer matrices

As discussed earlier, from the perspective of quan-
tum circuits, the (non-unitary) quantum gate gr asso-
ciated with the two-leg tensor I' evolves the Majorana
fermion operators in Hilbert space by &; — gréugr 1=
> t[l]ij&; leading to the definition of the P-sector
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transfer matrix t,[I']. Similarly, we can define the x; X xt
H-sector transfer matrix ¢, [I'] by the evolution

& — gr aigl = t[Tia; (27)
i

It is easy to show that ¢,[I'] = ,[[']*. We can further
introduce the full transfer matrix t[I'] for both sectors:

{r] = ( ol th([)l“] ) . (28)

Obviously, under tensor contraction, the H-sector trans-
fer matrix t;, and the full transfer matrix t obey the same
multiplication rule as the P-sector transfer matrix, i.e.
Eq. (24).

For a mixed-state Gaussian tensor I, i.e. I'? # —1,
only the full transfer matrix ¢[I'] remains well-defined (see
App. G for a detailed discussion of the full transfer matrix
for mixed-state Gaussian tensors). The decoupling of the
full transfer matrix into the block diagonal form Eq. (28)
with the P-sector and the H-sector transfer matrices can
be viewed as a special property of the pure-state tensor
I' with T = —1. As such, it is natural to interpret t[T']
as the evolution of the density matrix, and the P-sector
transfer matrix as a single-particle (or first quantized)
description of the evolution of ket vectors in the Hilbert
space. Likewise, the H-sector transfer matrix should be
viewed as a single-particle (or first quantized) description
of the evolution of bra vectors in the Hilbert space. This
interpretation of the P-sector, H-sector and full transfer
matrix follows naturally from the detailed derivation of
them in App. F.

For a pure-state tensor I', given that its P-sector trans-
fer matrix t,[I'] already contains all the information of the
two-leg tensor I, the introduction of the H-sector trans-
fer matrix t;,[['] and the full transfer matrix t[I'] may
naively seem redundant. However, as we will see in the
later subsections, the full transfer matrix will serve as an
important tool for us to establish an exact mapping be-
tween the pure-state GTN (together with its correspond-
ing non-unitary quantum circuit) and a network model
of unitary scattering centers which can be viewed as aris-
ing from a unitary Hamiltonian system of non-interacting
fermions. Also, we will see that the structure of the full
transfer matrix of the GTN ensures the unitarity of the
corresponding network model. More interestingly, the
structure of the full transfer matrix guarantees the sym-
metries of the network model even when no symmetry
constraints is imposed on its correspond pure-state GTN.

8. Transfer matriz of the square-lattice pure-state GTN

We now turn to the two-dimensional GTN introduced
in Sec. III, and show how to reduce it to a quasi-one-
dimensional system that can be tackled with the transfer
matrix tools introduced in the previous sections while
preserving locality. As shown in Fig. 11, a square-lattice
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FIG. 11. We can view the square-lattice GTN as a quasi-one-
dimensional GTN along the ¢ direction. Each two-leg tensor
'™ in the quasi-one-dimensional GTN consists of all four-leg
tensors I'®* in the square-lattice GTN that share the same
t coordinate.

GTN can be viewed as a quasi-one-dimensional GTN in
the t-direction. In this mapping, an entire column of
tensors in the square-lattice GTN is represented by a
single tensor, as illustrated in the right panel of Fig. 11.
This tensor is described by a covariance matrix I'® of
size 4L, x X 4L, x, where L, is the extent of the tensor
network in the x direction, that is given by the direct
sum of the covariance matrices of all T(**) with the same
coordinate t:

o : (29)

pla+1.0)

T® —

This block structure is a direct consequence of the
locality of the tensor network, and is preserved after
rewriting the contraction in the transfer matrix lan-
guage. This can be seen explicitly by applying Eq. (23),
which respects the block-form of the covariance matrix
and thus yields a P-sector transfer matrix t,[T(V)] of size
2L, x X 2L, x and of the form

(0]

1] = (30)

)

Here, to apply Eq. (23) to each four-leg tensor I'(®:*)
shown in Fig. 11, we’ve grouped the two legs on the left
and the two on the right together, respectively. Simi-
larly, the H-sector transfer matrix t,[T¥] and the full
transfer matrix {[I'¥)] of the quasi-one-dimensional GTN
(obtained from the square-lattice GTN) are given by the
direct sums of t,[['*1] and t{T'®")], respectively.

At this point, we’ve concluded that, at each given time
coordinate ¢, the P-sector transfer matrix tp[F(t)] has a
block-diagonal form with each diagonal block having di-
mension 2y x 2x. However, it is important to note that
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the transfer matrix for the full tensor network does not
have this block structure, since the positions of the diag-
onal blocks in the transfer matrices t,[[V] and t,[T(¢+1)]
at consecutive times t and t+1 are shifted relative to each
other by x in their row and column indices. Therefore,
the product HtL:tl t,[T®] that describes the entire square-
lattice GTN does not “decouple” into small blocks, and
can thus be a generic element of SO(xy)c.

B. Mapping to Unitary Scattering Problems with
TR, PH and Chiral Symmetries

In this subsection, we use the transfer matrix formal-
ism to establish an exact mapping the between a sin-
gle pure-state Gaussian tensor (together with its corre-
sponding quantum gate) and a unitary scattering prob-
lem with a static and non-interacting Hamiltonian. Ap-
plying this mapping to a lattice of such tensors (free of
uncontracted legs in the bulk) yields a network model
of unitary scatterers that resides on the same lattice.
Such network models are commonly known as Chalker-
Coddington network models and were introduced as lat-
tice models for problems of non-interacting fermions sub-
ject to static/quenched disorder.

We will show that even in the absence of any con-
straints on the pure-state Gaussian tensors I'; the corre-
sponding scattering problems always have time-reversal
(TR) symmetry, particle-hole (PH) symmetry and chiral
symmetry, which corresponds to symmetry class DIII in
the Altland-Zirnbauer ten-fold symmetry classification.
Applying this to the random GTNs numerically studied
in Sec. IV allows us to identify the criticality observed
there with the known disordered metallic phase in sym-
metry class DIII in two spatial dimensions. We can thus
compute properties of the entanglement criticality from
the theory of this metallic phase. Importantly, this im-
plies that the entanglement criticality observed in Sec. IV
should be viewed as a critical entanglement phase that is
stable against sufficiently weak deformation of the Haar-
random ensemble. At the end of this section, we will
show that, by deforming the Haar-randomness of the en-
semble and by introducing “staggering” in the square-
lattice pure state GTN, one can access a transition from
critical entanglement phase to a area-law entanglement
phase. This transition is the same as the known metal-to-
insulator transition in symmetry class DIII in two spatial
dimensions.

1. Mapping a single pure-state Gaussian tensor to a
unitary scattering problem with a single scattering center

We start by considering a single two-leg pure-state
Gaussian tensor I' with the Majorana bond number on
each leg given by xs. It is straightforward to verify that
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FIG. 12. A generic pure-state Gaussian tensor I' can be
mapped to a unitary scattering problem with its transfer ma-
trix given by t[[']. Every Majorana mode associated with
the Gaussian tensor I' corresponds to a pair of counter-
propagating modes in the scattering problem. The scattering
problem respects unitarity, TR symmetry, PH symmetry and
chiral symmetry.

its full transfer matrix t[I'] satisfies the condition

t[F]T : L71010 : t[F] = L71010 (31)

Top = (]? g) | (32)

To understand the physical implication of this relation,
it is instructive to interpret the transfer matrix t[['] as
describing a scattering problem with two ys-component
modes with amplitudes ¢, and ¢r 5 on the left hand
side of the scattering center and two other ys-component
modes with amplitudes ¢r , and ¢r  on the right hand
side. The relation between the modes on the left and
the right of the scattering center is given by the transfer

matrix
drp \ _ or,
( ¢R,z ) = HI] ( ¢L,Z ) ’ (33)

We can interpret the operator Jp,1, as the (single-particle)
probability current operator and view Eq. (31) as the
conservation of the probability current in the scatter-
ing problem. With the probability current conserved,
this scattering problem is unitary and, hence, should be
viewed as arising from a static (Hermitian) Hamiltonian.

Note that the modes ¢r,/r,/n are not eigenstates of
the probability current operator Jp,. The eigenstates of
Jpb are instead given by (see Fig. 12)

where

¢Ld:::;}§<¢L4)i:¢LJJ (34)

PR+ = \%(QbR,p + ¢r.n) (35)
Here, the ¢ 1+ and ¢r + each form x, pairs of counter-
propagating modes. Based on the physical meaning of
the full transfer matrix t[I'] in the GTN context, we can
associate each such pair of counter-propagating modes
with a Majorana mode of the tensor I'. In this example,
the modes labeled L and R correspond to the two legs
of the tensor I'; a similar assignment of pairs of counter-
propagating scattering modes to legs of the tensor can be
made in the more general case of tensors with more than
two legs.
Another perspective is gained by thinking of the modes
o1+ and ¢r _ as the in-states, namely the modes trav-
eling towards the scattering center and the modes ¢r, —
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and ¢r + as the out-states, i.e. the modes traveling away
from the scattering center. This allows us to define the
scattering S-matrix of this scattering problem by

ipr,— '\ _ idr +

( R+ ) N S( ®R,— ) ’ (36)
where the S-matrix is a 2y X 2xs matrix that relates the
in-states to the out-states. The factors of i in the def-
inition of the S-matrix above are merely gauge choices.
For a scattering problem arising from a static Hamil-
tonian, this S-matrix is expected to be unitary. The
S-matrix can be obtained as follows. We plug the ex-
pression Eq. (23) of t{I'] into Eq. (33) and apply the basis
transformations shown in Eq. (34) and Eq. (35) to obtain
a linear relation among ¢, + and ¢g +. By re-arranging
this linear relation into the form shown in Eq. (36), we
obtain the S-matrix in this scattering problem:

S =iTl, (37)

which, given that I'T = —T and I'? = —1, is indeed
unitary.

We can now discuss the symmetries in this unitary
single-particle scattering problem. For any two-leg pure-
state tensor I', the associated scattering problem has
time-reversal (TR), particle-hole (PH) and chiral sym-
metries. At the level of the transfer matrix of a single
scattering center, these symmetries correspond to the fol-
lowing three conditions:

TR symmetry: O] - {[[]* - Oy = {[]

g-{)ﬂ) (38)

PH symmetry: E;L)h I - Epp = YT

39
win z= (00),

Chiral symmetry: X -t[I']- X, = t[T]

with @tr = (

with ZC:<1 0 ) o)

0 -1

These conditions are automatically satisfied by any pure-
state Gaussian tensor I'. Here, we note that the TR sym-
metry squares to —1 (02, = —1) and the PH symmetry
squares to +1 (Ezh = +1). The chiral symmetry can be
viewed as a product of the TR and the PH symmetries.
Therefore, this scattering problem belongs to symmetry
class DIII in the ten-fold Altland-Zirnbauer symmetry
classification. As we point out earlier, the transfer ma-
trix corresponding to the scattering problem, t[I'], just
like the P-sector transfer matrix t,[I'], should be identi-
fied as an element of the complexified special orthogonal
group SO(xs)c. Based on Eq. (37), the scattering S-

matrix should be identified as a point in the symmetric
SO(2xs)
U(xs)

group formed by the full transfer matrices t[I'] (which

are also transfer matrix in the scattering problem) and

space of the pure-state Gaussian tensors I'. The



the symmetric space of the scattering S-matrix S we ob-
tained here for symmetry class DIII are consistent with
the classification given in Refs. 90 and 91.

As we now see, the identification of a conserved proba-
bility current and the identification of all the symmetries
in the scattering problem fundamentally rely on the ex-
istence of both the P sector and the H sector in the full
transfer matrix t[I']. In the scattering problem, this is
evident from the fact that all three symmetries act only
within the pairs of counter-propagating modes, where
each such pair corresponds to one Majorana mode of the
Gaussian tensor T

2. Mapping a lattice GTN to a lattice network model of
scattering problems

The mapping between a single two-leg pure-state
Gaussian tensor I' and a unitary scattering problem in-
troduced above can be straightforwardly extended to a
correspondence between a lattice of Gaussian tensors
(with no uncontracted legs in the bulk) and a lattice of
unitary scattering problems defined at scattering centers
located at the sites/vertices of the lattice. For the sim-
plest case, consider the one-dimensional “tensor network”
shown in Fig. 10 (c) which consists of two pure-state
Gaussian tensors I' and TY. Such a tensor network can
be mapped to a one-dimensional network model of scat-
tering problems that consists of two scattering centers.
The transfer matrices at these two scattering centers are
given by t[I'] and t[I"] respectively. Global unitarity fol-
lows immediately from the fact that t[I'"’] = t[I"]-t[['] is a
valid transfer matrix that obeys probability conservation,
ie.

('] 4" Fob - (4[] - ¢[T)
=tI")" Top 0] = Tpp. (41)

By analogous arguments, TR, PH and chiral symmetries
of the transfer matrix of an individual tensor are inher-
ited by the transfer matrix describing the entire tensor
network.

Clearly, this argument can be iterated for a one-
dimensional chain of two-leg tensors. To generalize to
more complex geometries, we need to consider the case
of tensors with more than two legs. This generalization
is again straightforward: as we have discussed in the pre-
vious section, the scattering problem for an individual
tensor is conveniently constructed in terms of pairs of
counter-propagating modes, where each pair corresponds
to one Majorana mode of the original tensor. Just like
we have grouped the Majorana modes of the original ten-
sor into legs, each carrying xy modes, we can group such
pairs of counter-propagating modes into legs of the ten-
sor. Thus, for a tensor with r legs of Majorana bond
number Y, there will be r sets of x pairs of counter-
propagating modes. Noting again that the symmetries
act only within these pairs, it is clear that the same sym-
metry properties that hold for the two-leg tensors also
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FIG. 13. (a) Each four-leg tensor in the square-lattice GTN
is mapped to a unitary scattering problem with TR, PH and
chiral symmetry on a four-leg geometry. (b) Applying this
mapping to each four-leg tensor, we map the square-lattice
pure-state GTN to a network model of unitary scatters on
the square lattice. The network model also respects TR, PH
and chiral symmetries.

hold for tensors with an arbitrary number of legs. This
is illustrated for the case of a four-leg tensor in Fig. 13 (a).

Applying this mapping to every four-leg tensor in
the pure-state square-lattice GTN, we obtain a network
model of scattering problems on the square-lattice with
a local scattering center at each site of the square lat-
tice as show in Fig. 13 (b). To ensure global unitar-
ity of the square-lattice network model, we simply need
to verify that the conserved probability currents at each
scattering center are globally compatible with each other.
One way to see the global compatibility of the probabil-
ity current is to view the square-lattice network model
(and its corresponding square-lattice GTN) as a network
(and a GTN) on a quasi-one-dimensional geometry along
the t-direction. We can identify the globally conserved
probability current as the probability current along the ¢-
direction in this quasi-one-dimensional geometry. There-
fore, the square-lattice network model of scattering prob-
lems obtained from the square-lattice pure-state GTN
is a unitary model that can be viewed as arising from
a static non-interacting (Hermitian) Hamiltonian. This
network model naturally inherits the TR, the PH and the
chiral symmetries from the scattering problems at each
site of the square lattice and thus belongs to symmetry
class DIII in the Altland-Zirnbauer ten-fold symmetry
classification. We emphasize that the mapping we de-
scribe is applicable to any realization of the square-lattice
GTN with no constraints on each constituent pure-state
Gaussian tensor.

C. Critical Entanglement Phase as
Symmetry-Class-DIII Disordered Metallic Phase

1. Identification of critical entanglement phase

In Sec. VB2, we have introduced a mapping between
any pure-state square-lattice GTN and a unitary network



model of scatterers on the square lattice. The latter is
an example of what is commonly known as a Chalker-
Coddington network model. Such models were origi-
nally introduced to study the physics of non-interacting
fermions subjected to static/quenched disorder. Such
disordered non-interacting fermion problems obviously
admit, in any fixed realization of disorder, descriptions
by static (and Hermitian) Hamiltonians. In general,
for a Hamiltonian problem of non-interacting fermion
in D spatial dimensions, the corresponding Chalker-
Coddington network model also resides in D spatial di-
mensions. This is because, in the absence of interactions,
the fermion modes with different real (or Matsubara) fre-
quency decouple, and the Chalker-Coddington network
models are used to describe a slice of fixed real (or Mat-
subara) frequency. The quenched disorder in the non-
interacting fermion problem is captured by randomness
at each scattering center [92] in the Chalker-Coddington
network. If the disordered non-interacting fermion prob-
lem respects certain symmetries, the scatterers in the
Chalker-Coddington network should respect the same set
of symmetries. A more detailed review of the Chalker-
Coddington model can be found in App. A.

We are now in a position to relate the criticality ob-
served in Sec. IV to known results. We have mapped
the most generic Haar-random ensemble of square-lattice
pure-state GTNs into a random/disordered ensemble of
Chalker-Coddington network models on the square lat-
tice, where each realization of disorder of the network
model preserves TR symmetry (with ©2 = —1), PH
symmetry (with Egh = 1) and chiral symmetry. There-
fore, by the mapping between Chalker-Coddington net-
work models and static Hamiltonians in the same di-
mension, the problem of Haar-random pure-state square-
lattice GTNs can be viewed as the problem of unitary sys-
tems of disordered non-interacting fermions in symmetry
class DIII and in two spatial dimensions. It is known that
this latter model exhibits a metallic phase [42, 93]. The
critical entanglement phase observed in Sec. IV should
thus naturally be identified with this critical phase.

Therefore, properties of the critical entanglement
phase that we observe numerically should be described
by the theory of the corresponding metallic phase. The
renormalization-group fixed point governing the uni-
versal behavior of this phase turns out to be a two-
dimensional conformal field theory of free scalar fields. A
more detailed description of this fixed point theory is pro-
vided in App. A. The numerically obtained logarithmic
scaling of the half-system entanglement entropy shown in
Eq. (15) (and in Fig. 7) and the scaling collapse of mu-
tual information as a function of the cross-ratio shown
in Fig. 9 are both non-trivial numerical verifications of
the the criticality and of the conformal symmetry of the
critical entanglement phase.

Stronger evidence consistent with the specific metal-
lic phase is observed from the numerically obtained sec-
ond disorder moment of the two-point Majorana fermion
correlation function shown in Fig. 6, which fits nicely
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with the particular scaling form of Eq. (14), which can
be derived from the metallic fixed point that describes
the symmetry-class-DIII disordered metallic phase in two
spatial dimensions. The 1/7? decay of Eq. (14) is given
by the equal-time correlations at the absorbing boundary
of the disordered metallic phase (see App. A for details on
this boundary condition) and the factor of (1+ Xg log L)?
in Eq. (14) results from the marginally irrelevant oper-
ator known to exist at this fixed point (for details, see
App. B).

It is important to note that this two-dimensional fixed
point describing the metallic phase in symmetry class
DIIT has no relevant or marginally relevant perturba-
tions allowed by symmetry. Therefore, since the sym-
metries are always present within the GTN construction,
the entanglement criticality observed in Sec. IV is really
a critical entanglement phase that extends beyond the
Haar-random pure-state GTN and is stable to any weak
perturbation of this GTN ensemble. For further details,
see App. A.

The theory of the metallic fixed point also predicts that
the N’th disorder moment of the square of the two-point
Majorana fermion correlation function (i¥p myp4rn)?Y
exhibits a 1/72" power-law decay. This is discussed at
the end of Appendix B 2. The presence of the marginally
irrelevant operator will lead, on top of this power law,
to logarithmic corrections to scaling (analogous to those
displayed in Eq. (14) for N = 1). In contrast, all the
corresponding disorder moments of the two-point Majo-
rana fermion correlation functions in loop-model-based
circuit models (for example, models studied in Ref. 19,
including the 3-dimensional variant, in Ref. 94, and also
in Ref. 23) would be independent of the order of the
moment [95] (and are, depending on the particular loop-
model, subject to corresponding logarithmic corrections
to scaling).

2. Transition from critical entanglement phase to area-law
entanglement phase

The study of the two-dimensional Chalker-Coddington
network model in symmetry class DIII in Ref. 96 shows
that the transitions out of the critical metallic phase dis-
cussed in the previous section to a gapped phase can be
induced by turning on a “staggering pattern” of sufficient
strength on the square lattice. In the language of GTNs
or quantum circuits, this transition is a transition from
the critical entanglement phase to an area-law entangle-
ment phase. In the following, we will demonstrate that
the same phenomenon can be observed by introducing
a staggering deformation to the Haar-random pure-state
square-lattice GTN with Majorana bond number y = 1.

With Majorana bond number x = 1, each four-leg
tensor of the square-lattice GTN has four Majorana
modes associated with it, one for each leg as shown in
Fig. 14 (a). Each four-leg tensor is described by a 4 x 4
covariance matrix I';; = (%[’yi,’yjb with 4,7 = 1,2, 3, 4.
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FIG. 14. (a) For the four-leg tensor with Majorana bond
number x = 1, the four Majorana modes associated with
this tensor is labeled according to this figure. (b) The ran-
dom GTN can be driven into an area-law entanglement phase
upon staggering of the tensors on the two sub-lattices. The
sublattice A is colored green while the sublattice B is colored
orange.

For fixed fermion parity, this covariance matrix is, as
discussed in Sec. IIT A, an element of the coset space
SO(4)/U(2) ~ S? (2-sphere), and it can be parameter-
ized by a real unit vector 7i = (ny,ns2, n3) in the following
way:

[(7) = ny i0®Y 4 nyic¥® + ngic™,
0 nq no ns
—n1 0 —n3 N2
—ng N3 0 —m
—n3g —MNa2 N1 0

(42)

where n? +n3 +n3 =1, and 0% = 0% ® o°, where a,b =
0,2,y, z. The Haar-random ensemble of I'(7) is given by
the uniform distribution of 7 on a two-dimensional unit
sphere.[97]

Now, we consider a random ensemble for these ten-
sors, where, in order to introduce a staggered pattern on
the square lattice as is shown in Fig. 14 (b), the ten-
sors on the sub-lattice A (green sites) and those on the
sub-lattice B (orange sites) are chosen from a different
random distribution. A four-leg tensor on the sub-lattice
A (B) is generated by I'(7i4(p)) where

—

fia = (cos,sin b cos ¢, sin 0 sin ) (43)
fip = (sin 6 sin ¢, cos §, sin b cos p). (44)
Here, 6 and ¢ are random variables chosen independently
for each four-leg tensor. The probability distribution for
¢ is taken to be uniform in the interval [0,27c), while
0 = arccos s with s being a uniform random variable in
[1 — 20,1]. The parameter o, which controls the disor-
der strength, can be tuned from 0 to 1. Note that the
random ensemble of GTN considered here corresponds
to a Chalker-Coddington network model whose disorder
realization is microscopically quite different from the dis-
order considered in Ref. 96. In the limit where o = 0,
the GTN has a staggered pattern and becomes free of
randomness. One can readily show analytically and nu-
merically that the correlation function C(r) defined in
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Eq. (13) exhibits short-ranged exponential decay as op-
posed to power-law decay in this limit. This corresponds
to a gapped phase of non-interacting fermions in two spa-
tial dimensions. This gapped phase is expected to be sta-
ble against a finite amount of (quenched) disorder, i.e. it
is expected to be stable for small o. In the language of
the random quantum circuit, this gapped phase of dis-
ordered fermions should be identified with an area-law
entanglement phase (as opposed to the critical entangle-
ment phase), a statement that will be confirmed by the
numerical simulations presented later. For ¢ = 1 the en-
semble reproduces the Haar-random ensemble that we’ve
introduced in Sec. IV. Therefore, we expect the same crit-
ical entanglement phase for large values of o as the one
found in the Haar-random GTN in Sec. IV.

We follow the same protocol and geometry as in Sec. IV
and conduct numerical simulations of the random square-
lattice pure-state GTN with the randomness (or disorder
strength) parameterized by o as defined above. For the
squared two-point correlation function C(r) defined in
Eq. (13), we fit it to the form exp (—r/§) and extract
the correlation length & for every choice of 0. The cor-
relation length £ is expected to be finite in the area-law
entanglement phase which corresponds to the localized
(gapped) phase of disordered fermions in two spatial di-
mensions, and is expected to diverge as one approaches
the critical entanglement phase from the area-law side.
Indeed, numerical results shown in Fig. 15 (a) confirm
our expectations. We also calculate numerically the half-
system entanglement entropy Sz, /2 (as defined in Sec. IV)
in the “large circuit depth” limit with v — oco. The nu-
merical results presented in Fig. 15 (b) clearly show that
when the correlation length ¢ is finite, S/, is of order
1, i.e. follows an area law. In contrast, Sp,» follows
a log L behavior when the correlation length diverges.
The transition between the area-law entanglement phase
and the critical entanglement phase occurs at o 2 0.45.
Even though our random GTN model studied here cor-
responds to a Chalker-Coddington network model that is
microscopically different from the model studied in Ref.
96, our phase diagram is consistent with the phase dia-
gram for symmetry class DIII in two spatial dimensions
described in Ref. 96.

VI. RANDOM GTNS, NGCS, AND UNITARY
DISORDERED FERMIONS IN ALL
SYMMETRIES CLASSES

We have shown that any lattice pure-state GTN (in-
cluding the Haar-random ensemble discussed above) or
non-unitary Gaussian circuit (NGC) can be mapped, in
a fixed realization of disorder, to a unitary Chalker-
Coddington network model in symmetry class DIII re-
siding on the same lattice. In this section, we will
discuss how to obtain random ensembles of pure-state
lattice GTNs that map to unitary disordered Chalker-
Coddington network models in all the symmetry classes
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FIG. 15. (a) Inverse correlation length 1/¢ extracted from the
squared two-point correlation function in a staggered GTN
with Majorana bond number xy = 1, as function of the disor-
der strength dictated by o (see main text). For o > 0.45 the
correlation length diverges signaling a phase transition into a
critical entanglement phase. (b) Scaling of the entanglement
entropy of half of the system with system size for different
values of the disorder strength o.

of the Altland-Zirnbauer ten-fold way symmetry classi-
fication. The key to obtaining these other symmetry
classes is to employ the idea of Clifford Algebra exten-
sions [50] and consider additional constraints on the ran-
dom ensemble of the covariance matrix I' that repre-
sents each Gaussian tensor in the GTN. The mapping
introduced in Sec. V still maps every realization of the
GTN into a Chalker-Coddington network model with TR
symmetry, PH symmetry, and chiral symmetry, in every
realization of disorder. When the extra constraints on
the random ensemble of Gaussian tensors of the GTN
are properly chosen, the resulting disordered Chalker-
Coddington network model can reside in any desired sym-
metry classes in the Altland-Zirnbauer ten-fold way clas-
sification. In the following, we will first provide the con-
struction of the complex symmetry classes AIIl and A. In
the discussion of symmetry class AIII, we will also present
an embedding of symmetry class BDI into symmetry class
ATII. Following the discussion of the complex symmetry
classes, we will also provide a systematic construction of
each of the eight real symmetry classes, namely symme-
try classes DIII, AII, CII, C, CI, Al, BDI and D. More-
over, this construction makes connections between the
entanglement criticality in GTNs/NGCs and criticality
in unitary systems of disordered non-interacting fermions
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in all of the ten symmetry classes.

A. Complex Symmetry Classes AIIl and A
1. Symmetry Class AIIT

To construct models in symmetry class AIIIl, we impose
an additional U(1) symmetry constraint for each of the
Gaussian tensors. This requires us to consider tensor
networks of even Majorana bond number xy = 2n. We
will require that each tensor I' obeys the condition

,Q] =0. (45)

for a charge operator @ that is given by:
_ (0 —i
Q:(i 0)@]1. (46)

Here, we assume as usual that the Majorana modes on
T" are grouped together in legs, such that the (? Bi) part
of the operator @@ only acts within the Majorana modes
on the same leg of the tensor and does not mix between
the legs of the tensor.

For the whole GTN to respect the U(1) symmetry,
we also require that the U(1) symmetry is compatible
with the tensor contractions, i.e. that when two U(1)
symmetric tensors I' and T are contracted, the result-
ing tensor also satisfies the U(1) symmetry condition
Eq. (45). Remembering that the contraction between
two tensors can be viewed as the projection onto a maxi-
mally entangled state of the Majorana modes residing on
the contracted legs, the compatibility between the U(1)
symmetry and the tensor contraction can be guaranteed
by requiring that these maximally entangled states are
also U(1) symmetric. When the whole pure-state GTN
respects the U(1) symmetry, we can view the GTN as
a charge-conserving Gaussian tensor network based on
complex fermions. As will be explained later, when the
U(1) charge of each tensor is at half-filling, such a tensor
network can be further interpreted as a charge-conserving
(non-unitary) quantum circuit acting on non-interacting
complex fermions.

We are interested in the behavior of the “maximally
random” U(1)-symmetric lattice GTN and its corre-
sponding random circuit. To obtain this ensemble, con-
sider the fact that in a square-lattice GTN, a four-leg
pure-state Gaussian tensor I' with Majorana bond num-

ber x (and fixed fermion parity) can always be viewed
SO(4x)
U(2x)
posing the condition of the U(1) symmetry. With the
extra U(1) symmetry constraint of Eq. (45), the total

space of the Gaussian tensor I' should be identified as
: U(2x)

the symmetric space TOF)xU =)’

tal U(1) charge of the Gaussian state |I') measured with

respect to half filling. The appearance of the symmet-

ric space % can be seen by noting that the

as a point in the symmetric space prior to im-

where ¢ is the to-



U(1) symmetry constraint Eq. (45) ensures that there
exists a complex fermion basis where the charge opera-

tor @ takes the form (]l(Q)X ](l) ) and the covariance
—1gy
. iG o0 .
matrix takes the form 0 —ig* with G a 2y x 2x

Hermitian matrices such that G2 = 15,. Physically, the

matrix §(G + 12y) represents the two-point functions of

complex fermions in the U(1) symmetric Gaussian state

IT'). The space of 2x x 2y Hermitian matrix G with x +¢

eigenvalues +1 and x — ¢ eigenvalues —1 is given by the
U(2

W'

For an isolated Gaussian tensor I', the total charge ¢
can, in principle, take any integer value between —y and
Xx. However, we require ¢ = 0 for each tensor in the
GTN so that the GTN can be interpreted as a Gaussian
quantum circuit that conserves U(1) charge. The charge
conservation of the corresponding quantum circuit can
be more conveniently understood in the language of the
GTN. Remember that the GTN is constructed by first
forming a tensor-product of the Gaussian states given by
each tensor in the GTN, and then by projecting the result
of the tensor product onto the maximally-entangled-pair
states on all the contracted legs. In the U(1)-conserving
GTN, the U(1) charges of the maximally-entangled-pair
states being projected onto are all at half-filling. There-
fore, we need to require the U(1) charge of each Gaussian
state given by each tensor to be also at half-filling, i.e.
g = 0, so that the U(1) charge of the state living on the
boundary legs of the GTN, namely the total charge of
state produced by the contraction of the GTN, is inde-
pendent of the size of the GTN. Having set ¢ = 0 for
each Gaussian tensor, the maximally random ensemble
of pure-state square-lattice GTNs with U(1) symmetry
is given by choosing every four-leg Gaussian tensor in
the GTN independently and randomly as a point in the
symmetric space %
measure on this symmetric space.

Following the discussion in Sec. V, we map each real-
ization of the U(1) symmetric square-lattice pure-state
GTN to a Chalker-Coddington network model on the
square lattice. Based on Eq. (37), the Gaussian ten-
sor I' on each site of the GTN should be identified as
the scattering S-matrix of the scattering process occur-
ring on the corresponding site in the Chalker-Coddington
model. The classification given in Ref. 90 tells us that
a Chalker-Coddington network model with its scattering
S-matrix on each site residing in the symmetric space

% belongs to symmetry class AIII.

To further confirm this symmetry class identification,
we study the transfer matrix of each tensor in the U(1)
symmetric square-lattice GTN. Similar to Sec. VA 3, we
treat each four-leg Gaussian tensor with each leg hav-
ing Majorana bond number y as a two-leg tensor with
each leg having Majorana bond number 2y. In the ba-
sis associated with the two legs (L and R) of the Gaus-
sian tensor I' where the covariance matrix I' is written

symmetric space

with the uniform probability
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as (E;i ELR“};), the U(1) charge operator @ can be cho-

sen to take the form (Uy%IX Uy;ﬂ ) As discussed in
X

Sec. VA3, the full transfer matrix t[I'] = ({P([)F] th(fl“])

governs the scattering process at the site in the Chalker-

Coddington network model given by the GTN. The U(1)

symmetry of the Gaussian tensor I' leads to the condition
that

[t Q] =0, (47)

where Q = (Uy%ﬂx aygh). This condition should be

interpreted as the U(1) charge conservation condition on
the scattering problem in the Chalker-Coddington net-
work model. Here, the charge operator @ for the Chalker-
Coddington model derives from the charge operator @ in
Eq. (46) that imposes the constraint on the Gaussian
tensor . But Q and Q should not be identified as they
act on different vector spaces. The constraint Eq. (47)
enables us to write

ty4 [T .
{r] =W tp- 1] b W (48)
th (L]
]lX ]1X
1 (i -
SR R NN w
—il, il

where W provides the basis rotation that diagonalizes
the charge operator ). The first two diagonal blocks
in this expression correspond to the P sector of the full
transfer matrix while the last two diagonal blocks cor-
respond to the H sector. The subscripts + indicate the
charge-@ eigenvalues +1 of the associated blocks. On top
of the charge conservation, the condition that the origi-
nal P-sector and H-sector transfer matrices are complex
conjugates of each other and belong to the complexified
special orthogonal group SO(2x)c enforces that

tpi 1] = (&-[0) " =t [1]" = (6 [07) ", (50)
where t,4 [I'] belongs to the complex general linear group
GL(x, C). Since the relation above implies that the full
transfer matrix t[I'] with U(1) conservation is fully pa-
rameterized by t,4[['], the full transfer matrix t[I'| also
corresponds to an element of GL(x, C). Moreover, it is
easy to show that any element of GL(y,C) has a cor-
responding U(1) symmetric Gaussian tensor I' (via the
form of full transfer matrix in Eq. (48) and the rela-
tions in Eq. (50)). The result that the group of U(1)-
symmetric full transfer matrices t[I'] is given by GL(y, C)
is consistent with the group of transfer matrices in sym-
metry class AIII as classified in Refs. 90 and 91. There-
fore, we conclude that the U(1) symmetric pure-state
square-lattice GTN can be mapped to a unitary Chalker-
Coddington square-lattice network model in symmetry
class AIIL.



_Note that under TR symmetry, the charge operator
Q@ of our “GTN-induced” Chalker-Coddington network

model transforms as
TR symmetry action : Q — @ITQ*G)tT =—Q, (51)

which implies the U(1) symmetry action exp{icQ} gen-
erated by Q commutes with the TR symmetry action.
Therefore, the TR symmetry defined for symmetry class
DIIT in fact plays the role [45, 51-53] of the chiral sym-
metry in symmetry class AIII.

Having mapped the U(1)-symmetric pure-state GTN,
in every realization of disorder, to unitary Chalker-
Coddington network models in symmetry class AIII,
the entanglement phases of the random U(1)-conserving
pure-state GTN/NGC can be identified with phases of
disordered non-interacting fermions in two spatial di-
mensions and in symmetry class AIIl. In particular, it
is known [54-58] that this symmetry class exhibits in
two spatial dimensions a line of critical fixed points
parametrized by the dimensionless conductance (a mea-
sure of the strength of disorder) varying continuously
along the line, where each point on the line is described
by a distinct interacting conformal field theory. Being
free of symmetry-allowed relevant or marginally-relevant
perturbations, each one of the critical fixed points on
this line will again correspond to a critical entanglement
phase in the U(1)-conserving GTN/NGC, which will ex-
hibit properties such as a logarithmic scaling of the half-
system entanglement entropy Sy, /2 as defined in Sec. IV C
based on general reasoning provided in Refs. 18 and 26.
In contrast to symmetry class DIII in two dimensions,
the fixed points along this AIII line possess in general no
symmetry-allowed marginally irrelevant operators (the
leading irrelevant operator has finite scaling dimension).
The analogue in symmetry class AIII of second disorder
moment C(r) of the fermion two-point correlation func-
tion defined as in Eq. (13) is free of logarithmic correc-
tions and is expected to decay as a pure power-law 1/72,
owing to a relationship of this quantity at an absorbing
boundary (see e.g. Appendix A) with the point-contact
conductance [98].

Generalizing the discussion of the GTN with global
U(1) symmetry on the square lattice to lattices in higher
dimensions, we can identify entanglement phases in D-
dimensional U(1)-symmetric lattice GTNs as phases of
symmetry-class-AIIl unitary disordered fermions in D
spatial dimensions. In particular, for all spatial di-
mensions D > 3, it is known that a stable disordered
metallic phase occurs in this [99] as in all ten symmetry
classes [47, 100].

Returning to the special case of the square-lattice
GTN with Majorana bond number y in D = 2 dimen-
sions, the U(1) symmetric condition is enforced by re-

quiring each Gaussian tensor I' = (ll:;i F;g) to com-
mute with a U(1) charge operator ) which can be cho-

o¥®1, 0
sen to the take form ( 0 ovel,

if we further require I' to anticommute with the oper-

). In the same basis,
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ator K = 02%1" 70_z0®]lx
matrix t[T'] resides in the group GL(x,R) which is a sub-
group of GL(x,C). This statement can be obtained by
directly showing that the matrices t,+[I'] and t4[I'] in-
troduced in Eq. (48) are real once the extra condition
{T", K} = 0 is imposed (in addition to the U(1) symme-
try condition {I", @} = 0). Notice that GL(x, R) matches
exactly the group of transfer matrices of symmetry class
BDI [90, 91]. Hence, the U(1) symmetric GTN with
an extra condition {I', K} = 0 for each Gaussian ten-
sor corresponds to a Chalker-Coddington network model
in symmetry class BDI. Via the GTN/NGC correspon-
dence, such a GTN also corresponds to a U(1)-conserving
NGC such that there exists a complex fermion basis in
which all the gates in the circuit are purely real. Based on
these correspondences, the entanglement phases in such
GTN and its corresponding NGC can be identified with
phases of disordered non-interacting fermions in symme-
try class BDI. Focusing on D = 2, similar to symmetry
class AIII, disordered non-interacting fermions in sym-
metry class BDI also exhibit a line of critical fixed points
that are free of symmetry-allowed relevant or marginally
irrelevant operators. [56, 58] Therefore, this line of crit-
ical fixed points corresponds to a critical entanglement
phase for the U(1)-conserving GTN/NGC with the ex-
tra constraint {I', K} = 0. The conformal field theory
that describes such critical fixed points in symmetry class
BDI predicts that the corresponding critical entangle-
ment phase should exhibit logarithmic scaling of the half-
system entanglement entropy Sy, /2 as defined in Sec. IV C
and a pure 1/r? scaling (free of logarithmic corrections)
of the second disorder moment C(r) of the fermion two-
point correlation function defined as in Eq. (13).

Interestingly, recent work [38] presents a numerical
study of a particular microscopic model of a random non-
unitary quantum circuit with a global U(1) symmetry
acting on non-interacting fermions. A critical phase is ob-
served in which the 2nd moment of the fermion two-point
function decays with a 1/r? power-law behavior. We no-
tice that the circuits involved in this particular micro-
scopic model are not only U(1)-symmetric but also real
(after a change of basis). While at the microscopic level,
the random ensemble studied in Ref. [38] looks different
from the random ensemble of GTN/NGCs with a U(1)
conservation law and the extra condition {T', K} = 0, the
critical properties are expected to be the same since they
are governed by the universality class, which depends
only the symmetry class, which in this case is BDI.

), the resulting full transfer

2. Symmetry Class A

The original Chalker-Coddington network model was
first introduced in Ref. 41 to tackle the two-dimensional
integer quantum Hall plateau transition (in the absence
of interactions). In this system, where the magnetic field
breaks time-reversal symmetry, only charge is preserved



and hence, it belongs to symmetry class A. In the follow-
ing, we will provide a construction of lattice GTN/NGCs
whose corresponding Chalker-Coddington network mod-
els reside in symmetry class A.

To construct such a lattice GTN, we need to consider
another constraint on each Gaussian tensor I' in addi-
tion to the U(1) symmetry constraint Eq. (45) discussed
in Sec. VIA1l. We introduce another operator A with
real matrix elements (in the same basis as that of the
covariance matrix I') such that

A?=1, AT=A, [A,iQ]=0. (52)

Note that we can view both A and i) as operators
in a real matrix algebra, the latter operator satisfying
(iQ)? = —1 and (iQ)" = —iQ. For a pure-state GTN
corresponding to the symmetry-class-A unitary Chalker-
Coddington network model, we need to require each pure-
state Gaussian tensor I' in the GTN to satisfy the follow-
ing conditions:

[iQ,F] =0, {Aa F} =0, (53>

where the first condition is exactly the same as the U(1)
symmetry condition discussed in Sec. VI A 1. We also re-
quire that the operators i) and A do not mix or permute
Majorana modes on different legs of the tensor I' so that
the lattice geometry of the GTN will not interfere with
the constraints Eq. (53) on each individual tensor in the
GTN.

Let’s discuss the square-lattice pure-state GTN as an
example illustrating this. Let y be the Majorana bond
number of the GTN. The space of all 4y x 4x pure-
state covariance matrices I' which satisfy the conditions
in Eq. (53) can be identified with the symmetric space
U(x): We can choose a basis where iQ) takes the form
ic% @ 1,, and A takes the form ¢ ® 1,. It can then
be shown that the covariance matrices I' satisfying the
constraint Eq. (53) are in one-one correspondence with
the x X x unitary matrices. We will consider the ran-
dom ensemble of GTNs with the constraints Eq. (53). In
particular, it is natural to define the maximally random
ensemble by having every Gaussian tensor I' in the GTN
independently chosen as a random point in the symmetric
space U(y) with uniform probability measure, the Haar
measure.

As we've discussed in the context of symmetry class
DIII, the symmetric space of the Gaussian tensor at each
site of the GTN should be identified with the space of
scattering S-matrices at the corresponding site of the
Chalker-Coddington network model obtained from the
GTN. The appearance of the symmetric space U(x) as
the space of covariance matrices then confirms that the
symmetry class of this type of Chalker-Coddington net-
work model should be identified as symmetry class A [90].

In the square-lattice GTN, we can also study the space
formed by the full transfer matrix t[I'] of the four-leg
Gaussian tensor I' constrained by Eq. (53). As we did
before, we can think of each four-leg tensor I' as a two-leg
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tensor (in a quasi-one-dimensional geometry) with each
leg having Majorana bond number 2x. In the basis asso-
ciated with the two legs (L and R) of the Gaussian ten-
sor I' where the covariance matrix I' reads (R’%i 11:?; ),

the U(1) charge operator iQ) can be chosen to take the

s 0
form (w 'Ly 0

0 iooy(mx/z) and the operator A can be

UZO®]I 2 0

o X/ _Uz[)@]lx/z)- The rel-
ative sign in lower right block of A as compared to its
upper left block is to ensure that the tensor contractions
(along the quasi-one-dimensional geometry) are compat-
ible with the constraints Eq. (53), namely that the con-
traction of two tensors I' and I satisfying Eq. (53) yields
a third tensor that also satisfies the same conditions. The
constraints on the Gaussian tensor I' can be translated
into the following conditions on the full transfer matrix

(= (770

[, Q] =0, I Tn-HI] = Ta, (54)

chosen to take the form (

~ Oy
o V@1 0
where @ = ( x/2

0 00y®1lx/2
'R, /s 0
0 a'zo®]lx/2 :

full transfer matrix t[I'] imply that the corresponding
Chalker-Coddington network model conserves the U(1)
charge Q and also a current defined by Jj (in addition
to the probability current J,,, Eq. 32). The set of full
transfer matrices t[I'] satisfying the conditions Eq. (54)
forms the group U (%, %) This result is in agreement
with the group of transfer matrices in symmetry class
A, which is classified in Refs. 90 and 91. We note
that for the case of x = 2, the group U(1,1) formed
by the full transfer matrices is exactly the group of
transfer matrices appearing in the symmetry-class-A
Chalker-Coddington model introduced in Ref. 41. In
fact, using the charge operator () and the two conserved
currents Jpp and Ja, we can show that the Chalker-
Coddington network model obtained from the GTN
under the constraint Eq. (53) consists of four decoupled
copies of Chalker-Coddington network models with each
copy only conserving the U(1) charge symmetry. The
four decoupled copies (or ‘layers’) are related to each
other by the action of time-reversal (TR), particle-hole
(PH) and chiral symmetries, previously introduced
in the context of symmetry class DIII. Therefore, we
can conclude the random ensemble of square-lattice
pure-state GTNs with each Gaussian tensor constrained
by Eq. (53) can be mapped to the disordered unitary
symmetry-class-A Chalker-Coddington network model
on the square lattice.

Our mapping between GTN/NGCs and the corre-
sponding Chalker-Coddington network models in sym-
metry class A thus relates the two-dimensional integer
quantum Hall plateau transition, which is a conformal
critical point, to an entanglement critical point in a
GTN/NGC. Interestingly, since the integer quantum Hall
plateau transition is a transition between topologically

) and Ja =

The conditions above for the



distinct gapped phases, the corresponding transition in
the GTN/NGCs is thus also between distinct area-law
phases.

Again, the mapping from pure-state lattice GTNs un-
der the constraint Eq. (53) to Chalker-Coddington net-
work models in symmetry class A can be generalized to
any dimensions. As mentioned earlier in Sec. VIAT1,
for all spatial dimensions D > 3, it is known [47] that
a stable disordered metallic phase occurs in all ten sym-
metry classes. Therefore, GTN in symmetry class A and
in dimensions D > 3 also naturally admits a critical en-
tanglement phase that corresponds to such a disordered
metallic phase.

B. Real Symmetry Classes

Disordered non-interacting fermion systems in the real
symmetry classes are known to exhibit rich behavior in
two spatial dimensions (D = 2). For example, the sym-
metry classes BDI and CII behave similarly to AIIL, i.e.
they exhibit lines of critical fixed points [101]. Class C is
similar to class A, i.e. there is a critical point [45, 102].
Finally, class D is known to exhibit stable critical phases
as well as quantum critical points [103].

1. General Constructions

For a given symmetry class, the scattering S-matrices
in the Chalker-Coddington network model should belong
to the symmetric space given by the symmetry class. For
all eight real symmetry classes, the corresponding sym-
metric space is summarized in Table I. As we discussed
in Sec. VB1, the S-matrices in a Chalker-Coddington
network model obtained from a GTN are exactly given
by the covariance matrices of the Gaussian tensors in the
GTN. Therefore, to realize a Chalker-Coddington net-
work model in a specific symmetry class using the GTN,
one simply needs to find the correct set of constraints
on the individual Gaussian tensor I' in the GTN such
that the space of permissible pure-state Gaussian tensors
matches the symmetric space of the desired symmetry
class.

A systematic way to find a right set of constraints
for all the eight real symmetry classes is to follow the
so-called “Clifford algebra extension problem” [50]. As
shown in Table I, the symmetric space R, of every real
symmetry class is labeled by an integer p modulo 8. For
a given symmetry class, a procedure to find an appro-
priate set of constraints for the Gaussian tensor in the
GTN is as follows. We first find a non-negative integer
g such that R, with p = ¢ +2 mod 8 matches the de-
sired symmetric space, i.e. we build all real symmetry
classes upon DIII, which has p = 2, i.e. ¢ = 0, is this
notation. (Compare Table I.) Then, we write down ¢ real
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skew-symmetric matrices A . 4 such that

fori=1,2,...,q,
for ¢ # j. (55)

The matrices Aq 2. 4 generate the real Clifford algebra
with ¢ negative generators Cly 4(R). For each Gaussian
tensor I' in the GTN, we require that

AT =-TA; (56)

for i = 1,2,...,q. Since I' is also a real skew-symmetric
matrix such that T2 = —1, the set of matrices S
together with I' all together generate the real Clifford al-
gebra with ¢ + 1 negative generators Clg q+1(R). There-
fore, we can identify the space of permissible matrices
I" as the space of extensions of the real Clifford algebra
Clp,q(R) (with all ¢ negative generators Aq o . , fixed)
to the real Clifford algebra Clg ¢41(R). It is known that
the space of such Clifford algebra extensions is given by
symmetry space R, with p = ¢ +2 mod 8. (See Ta-
ble I.) For the Clifford algebra extension problems, the
corresponding symmetric spaces R, are also referred to
the classifying spaces. Therefore, when a random GTN
consists of only Gaussian tensors obeying the constraints
given above, its corresponding Chalker-Coddington net-
work models belong to the desired symmetry class. More-
over, each of the symmetric spaces admits a natural uni-
form measure [104]. Therefore, we can always define the
maximally random ensemble of GTNs by having each of
its Gaussian tensors drawn from the specified symmetric
space according to its uniform probability measure.

In the special case with ¢ = 0, no constraint is imposed
on the Gaussian tensor I'. In this case, we recover the

random pure-state GTN studied in Sec. IV and in Sec. V.
SO(2N) .
TV s
the space of pure-state covariance matrices with no ad-
ditional constraint. Also, the symmetry class associated
with the symmetric space Rs is symmetry class DIII,

which is consistent with the discussion in Sec. V.

Indeed, for ¢ = 0, the symmetric space Ry =

For a random ensemble of D-dimensional GTNs with
each of its Gaussian tensors obeying Eq. (56), entan-
glement phases in this random ensemble can be iden-
tified with the phases of unitary systems of disordered
non-interacting fermions in D spatial dimensions in the
symmetry class whose symmetric space is given by Rg2.
However, we would like to comment that the procedure
provided above is not the only way to realize GTNs that
are mapped to Chalker-Coddington network models in
the desired symmetry class. For example, an alternative
procedure is provided by the Clifford algebra extension
problem with positive generators instead of those with
negative generators discussed above (see App. H for more
details). Also, a different construction for symmetry class
BDI as emerging from symmetry class AIIl was already
discussed in Sec. VI A 1.
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H Symmetry Class

Symmetric Space R,

p mod 8 H

BDI SO(N + N')/(SO(N) x SO(N')) 0
D SO(N) 1
DIII SO(2N)/U(N) 2
Al U(2N)/Sp(N) 3
CII Sp(N + N')/(Sp(N) x Sp(N')) 4
C Sp(N) 5
CI Sp(N)/U(N) 6
Al U(N)/O(N) 7

TABLE 1. Table [46, 53, 90] of all eight real symmetry classes of S-matrices in the current context (which are referred to as
“time-evolution operators” in those references) in the Cartan/Altland-Zirnbauer classification, and their associated symmetric
spaces R, (which are also known mathematically as classifying spaces). Each symmetry class and its symmetric space is labeled

by an integer p mod 8.

2. An alternative construction for symmetry class D

In Sec. VIB1, we’ve discussed a systematic construc-
tion of pure-state GTNs whose corresponding Chalker-
Coddington models belong to any of the eight real sym-
metry classes. However, in some cases, this construction
may require an unnecessarily large number of Majorana
modes in each Gaussian tensor of the GTN. For exam-
ple, when applied to the case of symmetry class D, the
construction given in Sec. VIB 1 requires a minimum of
g = 7 negative Clifford algebra generators Aq o 7. The
minimal matrix dimensions to accommodate the algebra
of the operators Aj 2. 7 and the covariance matrix I' is
16 before we take into account the “leg structure” (or ge-
ometry) of the Gaussian tensor I' in the GTN. Therefore,
the construction given in Sec. VIB 1 requires at least 16
Majorana modes in each Gaussian tensor in order to re-
alize the GTN that corresponds to a symmetry-class-D
Chalker-Coddington network model. In the following, we
provide an alternative and minimal construction for sym-
metry class D which is applicable to the square-lattice
GTN with Majorana bond number y = 1.

For a generic square-lattice GTN with Majorana bond
number x = 1 (which, as discussed, is in symmetry class
DIII), each four-leg Gaussian tensor can be described by
a 4 x 4 covariance matrix I'(77) that can be parameter-
ized following Eq. (42). Here, we again adopt the or-
dering of Majorana modes on a single four-leg tensor as
shown in Fig. 14 (a). In order to realize the GTN that
corresponds to a symmetry-class-D Chalker-Coddington
network model, we further require that

r'(w)-A =—-A-T(n), (57)
where A’ = ("'z o ) Note that A’”> = 1 and AT = A’.
Hence, A’ and A'T together generate the real Clifford al-
gebra Cly o(R) with two positive generators. The con-
straint Eq. (57) on I'(7) can be satisfied by choosing
i = (cosf,sind,0). In the following, we will denote
I(77 = (cosf,sinh,0)) as I'(#) for simplicity. Now, we
view the four-leg tensor shown in Fig. 14 (a) as a two-leg
tensor (with the Majorana modes 41 o residing on the leg

L and 434 residing on the leg R), which enables us to
discuss the full transfer matrix ¢[I'()] of the tensor I'(6).
In addition to all the common properties shared by all
full transfer matrices, the constraint Eq. (57) leads to an
extra current conservation relation for the full transfer
matrix t[I'(6)]:

trO)" - Jar -0 (0)] = Tn, (58)

where the extra current operator is given by Ja, =
("Oz o ) With this extra current conservation condition,
the full transfer matrix t[I'(#)] can be identified as an
element of the group O(1,1). In fact, according to the
classification given in Refs. 90 and 91, the group O(1,1)
indeed matches the group of transfer matrices of Chalker-
Coddington network models in symmetry class D.

In the Chalker-Coddington network model that corre-
sponds to the square-lattice GTN with a Gaussian tensor
of the form I'(f) on each site, the scattering process at
each site, which is governed by the full transfer matrix
t[['(0)], conserves two types of currents Jpp, and Ja:. We
can choose a basis where both currents are diagonal ma-
trices. In this basis, the 4 x 4 full transfer matrix t[I'(6)]
decouples into two 2 x 2 blocks. That is to say that the
Chalker-Coddington network model studied here in fact
consists of two decoupled layers of Chalker-Coddington
network models. In fact, each layer can be identified as
a symmetry-class-D Chalker-Coddington network model
(with one mode per edge) on the square lattice. The two
layers of symmetry-class-D Chalker-Coddington network
model are interchanged under the chiral symmetry action
given ..

In fact, this alternative construction for symmetry
class D is a special case of another systematic construc-
tion of GTNs that correspond to Chalker-Coddington
network models in any of the eight real symmetry class
and in any dimensions. This systematic construction,
which is an alternative to the construction given in
Sec. VIB 1, is summarized in App. H.
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FIG. 16. Illustration of a quasi-three-dimensional tensor net-
work, which can be understood as a stack of W (here W = 3)
layers of the two-dimensional network connected in the z-
direction. We apply periodic boundary conditions in the u-
direction.

VII. THREE-DIMENSIONAL TENSOR
NETWORKS

As further generalization of our construction, we con-
sider the contraction of a three-dimensional random
Gaussian tensor network, as sketched in Fig. 16. In this
construction, the square lattice of the two-dimensional
tensor network is replaced by a cubic lattice, and
the state on the boundary is now defined on a two-
dimensional strip rather a one-dimensional chain. Each
tensor in this cubic-lattice GTN is given by an indepen-
dent Haar-random Gaussian pure state.

In the following, we will focus on the entanglement
properties of this construction. For concreteness of this
discussion, we will consider a tensor network of length L
and thickness W and some depth v > W, L, as shown in
Fig. 16. The boundary state (residing on the top bound-
ary of the GTN) is thus defined on a square lattice of di-
mensions L x W with y Majorana modes on each site. We
choose periodic boundary conditions in the wu-direction,
and open boundary conditions in the z-direction. We’ve
also chosen a simple product state (graphically repre-
sented by the blue dots in Fig. 16) at depth v = 0 as the
initial state. With these choices, the three-dimensional
case can be understood as a stack of W connected layers
of two-dimensional random Gaussian tensor networks in
the u-v plane. The entanglement cut we consider is also
shown in Fig. 16: the L x W system where the boundary
state resides is cut into two halves of size L/2 x W and
the length of the cut itself is W.

In this geometry, an area-law scaling of the entangle-
ment entropy would correspond to

S~ W. (59)

This scaling would be expected for the ground state of
a two-dimensional (non-random) fermionic Hamiltonian
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with either a gapped spectrum or a single gapless (Dirac)
point [5, 105], as well as certain classes of critical sys-
tems [106, 107]. If, on the other hand, the ground state
is described by a finite Fermi surface, one expects a loga-
rithmic violation of the area law, thus leading to a scaling
of the form

S ~ Wlog(L/Lo). (60)

Note that this is the same scaling that would also be ex-
pected for the ground state of a stack of W decoupled
one-dimensional systems each with a gapless Hamilto-
nian.

To gain some intuition into the three-dimensional
GTN, we can choose the Majorana bond number in the
z-direction, i.e. connecting layers, independently from
the other directions; we will use x, for the Majorana
bond number along the z-direction and y for the two
directions within the u-v plane. Consider first the case
Xz = 0. This corresponds exactly to decoupled layers of
the previously described two-dimensional random Gaus-
sian tensor networks, and the entanglement entropy is
thus the sum of the contributions from each individual
layer. We know that the entropy scaling of one layer is
S = (1(x)log(L/Ly) with (1(x) as shown in Fig. 7. A
stack of W independent layers will thus have entropy

X:=0: S=W-G(x)log(L/Lo) (61)
where (7 (x) is the scaling prefactor of a single layer with
Majorana bond number Y.

Now consider the case of x, > x, i.e. where the
legs along the z-direction carry much more entangle-
ment than the other ones in the w-v plane. Heuristi-
cally, this is similar to replacing one column of W ten-
sors (along the z-direction) by a single tensor, which is
equivalent to a single layer with Majorana bond num-
ber Wx. This situation will produce the entanglement
scaling S ~ (1 (W)log L, where (1 (W) is the scaling
prefactor for a single layer with bond dimension Wy. As
we have shown in Sec. IV C, (; scales linearly with the
bond dimension, and therefore (;(Wyx) ~ W (x). We
thus conclude that for the D = 3-dimensional network
with x. > ¥,

S = G(Wx)log(L/Lo) (62)
~ W - Ci(x)log(L/Lo)

Since we find similar scaling with W and with L in
the limit of both small and large x., it is natural to ex-
pect that it holds also for the isotropic case with x, = x.
This is substantiated by our numerical results. Fig. 17 (a)
shows the scaling of the von Neumann entanglement en-
tropy Sp,2 for the cut shown in Fig. 16 as a function
of L (on a logarithmic scale) for different choices of W
from W = 2 to W = 6 and fixed Majorana bond num-
ber x = x, = 8. This confirms the suspected scaling of
the entropy proportional to log(L/Lg). Fig. 17 (b) shows
the extracted prefactor {7 as function of both W and x.
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FIG. 17. Entropy scaling in three-dimensional systems. The left panel (a) shows the scaling for fixed bond number x = 8
(where we use the same bond number in all three directions) with the length L of the system for a variety of W. Note that
the y axis is entropy divided by thickness W for better readability. In all cases, a logarithmic scaling with L is observed. The
right panel (b) shows the prefactor of this logarithmic scaling as a function of thickness W and for various bond numbers Y.
Together, these results clearly establish W log L scaling of the entropy. This is using periodic boundary condition in the L and
open boundary condition in the W direction, but results for periodic boundary condition in both directions are qualitatively

similar.

Most importantly, we find that the prefactor of the log-
arithm scales linearly with W, i.e. consistent with the
logarithmic violation of the area law shown of Eq. (60).

VIII. OUTLOOK

In this work, we have established correspondences, as
shown in Fig. 1, among non-unitary Gaussian circuits
(NGCs), pure-state Gaussian tensor networks (GTNs)
and unitary non-interacting fermion systems subject to
static Hermitian Hamiltonians/undergoing static unitary
time evolution. These correspondences enable the iden-
tification of entanglement phases and criticality in ran-
dom NGCs and in random pure-state GTNs with their
counterparts in disordered Hamiltonian systems of non-
interacting fermions. One natural direction to consider is
the effect of interactions in such tensor networks and in
non-unitary circuits. More specifically, one can consider
deformations of a GTN into a more general fermionic
tensor network where the quantum state associated with
each tensor is no longer given by Gaussian states. In the
language of quantum circuits, such deformations turn a
NGC into a more generic non-unitary quantum circuit
that can no longer be fully described by its action on sin-
gle fermionic operators. One interesting question worthy
of future investigation concerns the stability of entan-
glement phases and entanglement criticality obtained in
GTNs/NGCs to such deformations. Moreover, none of
the pure-state GTNs and NGCs we've investigated ex-
hibit a volume-law entanglement phase (in line with Ref.
44), while, as exemplified by Ref. [13-15, 26, 108, 109],
the volume-law entanglement phase certainly exists in

non-Gaussian/interacting random tensor networks and
in generic random non-unitary circuits. One may ask
how a volume-law entanglement phase can emerge when
the pure-state random GTNs and NGCs are deformed by
interactions.

Another possible avenue that could be explored are
mixed-state GTNs. Unlike the pure-state GTNs, a
mixed-state GTN does not naturally correspond to a
NGC. However, as discussed in App. G, a mixed-state
GTN still admits a transfer matrix description and can
be mapped to a Chalker-Coddington network model re-
siding inside symmetry class D (if no further constraint
is imposed). While it may be most natural to expect a
volume-law scaling of the entanglement entropy in the
mixed-state GTNs, it remains a question whether there
can be different entanglement phases in random mixed-
state GTNs that are distinguishable under other mea-
sures of entanglement and that correspond to different
phases of unitary disordered fermions in symmetry class
D.

Finally, as pointed out in Sec. II B, there is a sub-
tle yet important distinction between physical systems
whose non-unitarity is induced by measurement, and sys-
tems evolving under generic random non-unitary circuit
dynamics. While both can be described by ensembles of
non-unitary circuits, the former further requires two ex-
tra conditions. The first condition is that the ensemble of
non-unitary circuits generates a positive operator-valued
measure. The second condition is that the probability
for each circuit to appear needs to follow Born’s rule (as
explained in Sec. II B), whereas for circuits where non-
unitarity does not arise from measurements, the proba-
bility measure can be chosen freely. It remains an open



problem to elucidate the exact relation between the two
types of systems. In particular, the general question
about the relationship between the universality classes
describing the entanglement criticality in these two types
of systems deserves further investigation. For the specific
case of the Haar-random ensemble of pure-state GTNs in-
troduced in Sec. IV, we have shown in App. E that, when
viewed as a random ensemble of NGCs, the ensemble gen-
erates a positive operator-valued measure. However, in
the present study we’ve assumed that each realization of
the random GTN/NGC appears with equal probability.
While this is clearly different from the Born-rule proba-
bility that one needs to use when the same NGC ensemble
is used to describe the evolution under generalized (non-
projective) measurements, how sensitive different univer-
sal behavior shown in different parameter regimes of Fig.
15 (a) is to this difference in the choice of probability
requires further study.
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Appendix A: Non-interacting systems of fermions
subjected to static disorder - Brief review

1. General considerations and description in terms
of Chalker-Coddington models

We begin by considering a system of non-interacting
fermions described by a Hermitian Hamiltonian in D = 2
spatial dimensions subject to disorder which is static,
i.e., time-independent. (We will also briefly comment on
the case of D = 3 spatial dimensions.) In every real-
ization of disorder, the Hamiltonian generates a unitary
time evolution. Upon Fourier transforming from time
to energy, only fermions at the same energy couple to
each other, owing to the absence of interactions. The
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(241)-dimensional fermion system at any fixed energy F
is described by a D = 2-dimensional statistical mechanics
system [110]. Specifically, in terms of the lst-quantized
Hamiltonian # of the (241)-dimensional fermion system,
the retarded (advanced) fermion 2-point function at en-
ergy F is expressed as

G+ 71,72 B £ ie)

al,a2 (

= (7l [FHE+exi)Y] |7
ay,az

= (tt.ay (F)EL 4, (7)) Brie, (€= 0T), (A1)

where additional indices a1, as may possibly appear (as
indicated) to characterize additional quantum numbers,
when needed. (The last equality corresponds to the
2nd quantized formulation, é4 o(7) and élb(f’) denoting
canonical fermion creation and annihilation operators.)
From now on, we assume that the system exhibits critical
behavior at energy E' = 0 and we will often omit the en-
ergy E from our expressions. In all symmetry classes that
possess either particle-hole (charge-conjugation) or chiral
symmetry, which are the classes we are most interested
in here in this work, the single particle Hamiltonian H
changes sign under these operations, and therefore £ = 0
is a special value of energy in those cases. At this energy
the system is known to be critical. In the other symmetry
classes it is typically possible to choose a generic value
of energy. Because the (2+1)-dimensional fermion sys-
tem is non-interacting, all observables can be expressed
in terms of the 2-point function. We will now rewrite this
2-point function in the language of the so-called Chalker-
Coddington network model [41].

For this purpose, it is convenient to consider D = 2-
dimensional position space being discretized on a lattice
which we choose here to be a square lattice (the details
of the lattice are unimportant), and we also choose an
evolution of the D = 2-dimensional system in discrete
time steps. In this way, one arrives at the Chalker-
Coddington formulation of the system. Here, these dis-
crete time steps are those of the time t4 associated with
the Hamiltonian H of the D = 2-dimensional fermion
system and should not be confused with the coordinate ¢
of the square-lattice GTN, which is also the circuit time
for the NGC, corresponding to the Chalker-Coddington
model. Because time steps for the Hamiltonian H are
discrete, the fermion 2-point function is now expressed
in the form

GE(Iy, I; E +ie) = (I| (1 — X5~ U£) 7' 1), (A2)

Here I; denotes a position 7; on the square lattice (chosen
to be a center of a link) as well as, if needed, an additional
quantum number a; of the fermion at that lattice posi-
tion [i.e. I; = (7}, a;)]. As mentioned above, in the cases
of interest, the energy is usually set to zero, i.e. E = 0.
The matrix U+ = U*! (where U = U*?) in Eq. (A2) is
unitary, and can be thought of as arising from a time-
evolution by a small time-step dty with the first quan-
tized Hamiltonian 7, i.e. writing U* = exp{Fidty H},



thereby recovering Eq. (A1) from Eq. (A2) in the limit
of small éty. Here, t3;y denotes the time associated with
the Hamiltonian A as introduced above and we reiterate
that ¢4 is to be distinguished from the t-coordinate of
the GTN. In fact, the coordinates (x,t) or (u,v) intro-
duced in the main text for the square-lattice GTN should
be viewed as the spatial coordinates of the corresponding
Chalker-Coddington model.

Just as we can, in continuous time t3, represent the
resolvent appearing in Eq. (Al) as the Laplace transfor-
mation of the (retarded) time-evolution operator,

(FiE+e+iM) ' = / dty exp{—ty[FIE + e £ iH]}, (A3)
0

the expression Eq. (A2) appearing for discrete time is the
discrete Laplace transform of the discrete time-evolution
operator,

oo

(1- ejtiE_erE)_1 = Z exp(—n[FE +¢]) (UF!)". (A4)

n=0

In the discrete formulation, the quantum state of the sys-
tem at (discrete) time t4 is described by a wave function

Yr(t),

[0(tn)) =D vr(t) 1) (A5)

lattice links at link 7

- X Y Ura(tn) 705 (A6)

The matrix U* (having row and column indices I;
and I;) describes the unitary (forward/backward) time-
evolution of the quantum state of the network by one
discrete time-step:

[t + 1) =Y dbults +1) |1, (A7)
I

where

Grlta+1) = Ury ts(tn). (A8)
7

In one time-step the wave function evolves from link
7; to an adjacent link 7; (7; and 7; are two links attached
to the same lattice point of the square lattice, usually
referred to a “node” in this context; all other matrix
elements vanish owing to the locality of the evolution)
or, depending on the case (or symmetry class), ‘reflects
back’ to the same link 7;. Thus, in one time-step there is
probability flux moving from one link to an adjacent link
through a node (or possibly ‘reflecting back’). For this
reason the matrix Uy ; simply encodes the information
of a “scattering matrix” or “S-matrix” for scattering of
probability flux at a node.

The information contained at each node in a “scat-
tering matrix” can be recast in the familiar way in the
language of a “transfer matrix” at the same node. This
process is reviewed explicitly in Sec. VB2 (where the
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square lattice is rotated by 45 degrees). Since we are in-
terested in situations where the original non-interacting
fermion problem is subject to static (quenched) disorder
in D = 2-dimensional position space, these S-matrices,
and consequently also the transfer matrices defined at
each node, will in general, in each realization of disorder,
differ from node to node.

Finally, we come back to higher spatial dimensions
D: While the above discussion was cast in the lan-
guage of the correspondence of Hamiltonians of non-
interacting fermions in D = 2 spatial dimensions sub-
ject to static disorder, with D = 2 dimensional Chalker-
Coddington models upon discretization of space- and
time-coordinates (where the time-coordinate refers to the
coordinate ty), the same procedure carries through in
higher dimensions. Thus, a non-interacting fermion sys-
tem in D = 3 spatial dimensions whose unitary time-
evolution is governed by a Hamiltonian subject to static
disorder in D = 3 dimensional space, corresponds to a
d = 2-dimensional quantum circuit subject to disorder in
both space and time via a D = 3-dimensional Chalker-
Coddington model. (A relatively recent detailed discus-
sion of Chalker-Coddington models in D = 3 appeared
in Refs. 111 and 112 for symmetry classes C and AII.)

In any spatial dimension D, the properties of systems
of non-interacting fermions subject to static disorder are
well studied. In particular, in the absence of extra conser-
vation laws arising from unitarily implemented symme-
tries, these systems correspond to the so-called “ten-fold
way” Altland-Zirnbauer classification, the ten Altland-
Zirnbauer symmetry classes which exhaustively classify
the behavior of fermionic quantum systems invariant un-
der symmetries which arise from the most general anti-
unitary symmetry operations (including amongst others,
e.g., time-reversal). There are then 10 classes of such
local scattering S-matrices, and unitary time-evolution
operators U*. In the presence of additional unitary sym-
metries, more classes can arise in this manner.

For the discussion of the numerical results, it is also im-
portant to take boundaries into account. In GTN/NGC
dynamics, one is typically interested in the physical state
at late times, i.e. after evolving for a sufficiently long time
such that physical quantities have reached a steady-state.
In our GTN simulations in Sec. IV, this corresponds to
considering the state for sufficiently large network depth
v. Hence, the corresponding Chalker-Coddington model
has a spatial boundary at a certain large value of v, de-
noted as v, (the subscript “b0” standing for boundary).
One could also consider terminating the GTN (and its
corresponding Chalker-Coddington model) at a certain
large t-coordinate value t = t,, namely a large circuit
time ¢ for the corresponding NGC, instead and study the
fermion correlation on the boundary at ¢ = t;,. How-
ever, the choice of the direction of the spatial boundary
of the Chalker-Coddington model does not affect uni-
versal results. Here, we reiterate that both the v- and
t-coordinates of the GTN should be understood as spa-
tial coordinates of the Chalker-Coddington model (which



are to be distinguished from the discrete time t4 that is
introduced earlier in this appendix to relate the Chalker-
Coddington model to the static Hamiltonian ).

In the language of the corresponding Chalker-
Coddington model, the fact that the GTN/NGC is
simply stopped at depth v = w3, or at coordinate
t = tp, amounts to a particular boundary condition on
the Chalker-Coddington model. We now discuss what
boundary condition this is. Physically, it is clear that
from the point of view of the discrete time-evolution
(with discrete time step in t3;) of the Chalker-Coddington
model that any quantum mechanical probability flux that
hits this boundary from “inside” the Chalker-Coddington
network simply escapes to what would be depths v or ¢-
coordinates larger than v = v}, or t = ¢, (i.e. “outside”
the Chalker-Coddington model). Moreover, the actual
GTN and the Chalker-Coddington model end at v = v
or t = t;, and are thus not present at depths v or t-
coordinates larger than v = v, or ¢ = t,. Therefore,
no quantum mechanical probability flux will ever enter
the Chalker-Coddington model through this boundary
from depths v or t-coordinates larger than v = v, or
t = tp, i.e. from “outside” the Chalker-Coddington net-
work. This type of boundary condition is well known in
the context of Chalker-Coddington models: It is what
is called an absorbing boundary condition [98, 113]. One
can also show at the microscopic level of the GTN that
the absorbing boundary condition should be applied to
the boundary of the corresponding Chalker-Coddington
model at depth v = vy, or t-coordinate t = ;. We remark
that when Chalker-Coddington models are used to de-
scribe and/or compute the electrical or thermal conduc-
tance properties of systems of non-interacting fermions
in D spatial dimensions subject to static disorder, such
absorbing boundary conditions represent idealized con-
tacts of the conducting system with so-called ideal leads
to which the system is connected in order to measure
and/or define corresponding conductances [114].

2. Field Theory description of disorder averaged
observables

On length scales much longer than the mean free path
arising from disorder (serving as a microscopic short-
distance ‘cut-off’ scale), the theoretical description of
these systems is known to be very systematic and geomet-
rical. Disorder averaged observables for any Hamiltonian
with static disorder in any one of the 10 symmetry classes
possess a ‘hydrodynamic’ description in terms of a spe-
cific non-linear sigma model (NLSM) field theory — one
for each symmetry class [42, 47]. (For a more recent dis-
cussion of this dictionary, see e.g. Refs. 45, 46, and 53.)
The observable described by these long length-scale theo-
ries is the average of the modulus square of the retarded
2-point function, Egs. (A1), (A2), and higher disorder
moments thereof.

In a nutshell, the field theory represents the disorder
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average of the absolute square of the 2-point function,
which is the average of the product of the retarded and
the advanced 2-point function,

GEa(1,7) (G, (P )" = Gaa(1, ) Gy (P, ™)

)

- < (aﬁa(a)i,b(ﬁ)) (él,a(%)é—,b@)) >

o (Qap (M)Qy 4 (72))-

(A9)

Here, Q(’;g is a complex hermitian Hubbard-Stratonovich
field [thus satisfying (Q,)* = Q;:], whose averages are
evaluated using the action for the NLSM (parametrized
by j;) in the corresponding symmetry class. In this
formulation, the indices are expanded to include replica
indices a, 8 € {1,...,n}, i.e. a = (a,a) and b — (b, ).
The number n of replicas is taken to zero, i.e. n — 0, at
the end of the calculation.

Let us now specialize to symmetry class DIII which is
discussed in the main part of the paper. Since this de-
scribes a superconductor, the 2nd quantized Hamiltonian
can be written as a bilinear of Majorana fermions 4, (7),
and the corresponding 1st quantized Hamiltonian is anti-
symmetric and purely imaginary. We can obtain a for-
mulation in terms of complex fermions, as the one used
in Egs. (A1) and (A9) above, by introducing a second
copy 7jq(7) of Majorana fermions and defining ¢é,(7) =
[%a(7) + i9a(7)]/v/2. Then, Eq. (A1) represents the 2-
point function in the form written. Consider now the
quantity in Eq. (A9) where the two points 7 and 75 are
located near the (‘final’ v = v, or “final’ t = t;) boundary
of the circuit for E = 0 (where the system is critical).
Because 7 and 75 are near the boundary it turns out
that we can now set ¢ — 0. We see from Eq. (A1) that
at I = e = 0 this expression is anti-symmetric under ex-
change of (71, a1) and (7%, az). Expressing this in terms
of Majorana fermions 4 and 7 defined above, the first
2-point function in Eq. (A9) equals 2(94(71)74(72)). We
can now simply replace ¢_ in the same equation by a
second copy ¢4 p of the fermion ¢, , yielding the same
2-point function. Using this in Eq. (A9) we see that
the left hand side of this equation is proportional to (i.e.
four times) the second moment of the Majorana fermion
2-point function, (Y4 (71)5a(72)) (6(71)3(72)), evaluated
at two points on the boundary. The indices a # b can
be taken to be replica indices. This is the quantity eval-
uated numerically in Eq. (13) of Sect. IV B of the main
part of the paper. Next we discuss the right hand side of
the Eq. (A9).

In symmetry class DIII of interest in the main part
of this paper, the NLSM field Q;; is known to be real
and an element of the (special) orthogonal group, ng =
Ogp € SO(n), where a,b =1, ...n are replica indices, and
Q, T = (071),, the inverse group element. Moreover, at
an absorbing boundary such as the one at depth v = v,
or t-coordinate t = t; for the Chalker-Coddington model
that corresponds to a GTN that terminates at v = v}, or
t = t, the NLSM field O(7) € SO(n) tends to the identity




element in the group. Parametrizing this field in terms of
the Lie algebra, O(7) = exp{i}_, ., Tap Pab(7)}, where
Tup are suitably normalized matrices anti-symmetric in
a and b, the absorbing boundary condition is a Dirichlet
boundary condition on the fields ¢, (anti-symmetric in
indices a and b). The correlation function of Majorana bi-
linears at the boundary will then be given by the normal
derivative at the boundary of the NLSM field O(7), and
will hence be proportional to 2 ¢, (7) or 2 day(7), where
the derivatives are taken at the ‘final’ depth v = vy or
the ‘final’ t-coordinate t = ¢} of the Chalker-Coddington
model, depending on the formulation we chose to con-
sider.
The action of the NLSM in class DIII,

S— /ddF Tr {219(601)(60) _ (0 + 01)} (A10)

simplifies, upon rescaling in the usual manner ¢, —
J
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bab/+/9, to leading order for small coupling constant g,
i.e. in the metallic phase, to a Gaussian action in the
free scalar fields ¢4p. The 2-point function of the normal
derivatives along the boundary thus gives a power-law de-
caying with distance along the boundary with exponent
= 2. This power-law acquires a significant correction
from the leading irrelevant operator, which is known to
be marginally irrelevant, at the metallic Gaussian fixed
point of the NLSM. The functional form of the bound-
ary correlation function of the Majorana fermion bilinear
in the presence of this marginally irrelevant operator in
the bulk is computed in App. B by computing suitable
renormalization group (RG) functions, and solving the
corresponding Callan-Symanzik (RG) equation for the
boundary correlation function. The resulting functional
form for this correlation function has been fit success-
fully in the main part of this paper to the same function,
computed numerically.

Appendix B: Logarithmic corrections to scaling of 2nd moment of the fermion correlation function in the
symmetry-class-DIII metallic phase

1. Setup

We start from the long-wavelength formulation of disordered Majorana fermions in symmetry class DIII and D = 2
spatial dimensions, the NLSM in Eq. (A10), valid on length scales large compared to the mean free path. This is a
special type of NLSM (also known as the “Principal Chiral model”) in which the field O(7) € SO(n) is an element of
a group (in the present case the (special) orthogonal group), which we parametrize as

O(F) = exp {iZ@l(F) TA} )
A

where n, the number of replicas, tends to zero at the end of the calculation, a well-understood limit in the present
situation. Here, ¢ 4(7) are real fields, and T4 are n(n — 1)/2 matrices generating infinitesimal SO(n) rotations which
form a basis of the Lie algebra in the defining (n-dimensional) representation suitably normalized, i.e. Tr(T4T5) =
da,B, as in App. B4 below. One can choose the subscript A that labels the SO(n) generator T4 to be A = (a,b) with
1 < a < b<n, but this will be unimportant in the present section.

Upon inserting the parametrization from Eq. (B1) into the action Eq. (A10) appearing in the Boltzmann weight
exp{—S} for the resulting statistical mechanics model describing disorder averaged observables, this action can be
written in a perturbative expansion in the parameter g [115] about a Gaussian fixed point theory (describing the
metallic fixed point in class DIII) as

(B1)

S = S0+ Sint
1
S0 [ 3 @uea)Oupa)

Sint = A[[(auwAl)sz] Ca, B CHA,B, [Pa,(0u0B,)] + O(N)

where [ = [d®F, ¢4 = (\/g/(47)) ¢a , X = Ko g where kg is a fixed positive rational number (whose value is
immaterial), O(A?) denotes terms of order A2, and the totally antisymmetric and cyclically invariant coefficients
Capc characterize the structure constants of the Lie algebra of the group SO(n),

[T, Tg] =iCapc Tc- (B2)

The action Sy describes the metallic fixed point of free scalar fields in D = 2 dimensions, an elementary two-dimensional
CFT in which each scalar field is a sum of holomorphic and anti-holomorphic fields,

pa(7) = 1 (2) + 9R(2") (B3)
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where z = x + iy, 2* = x — iy when 7= (z,y)". Using Egs. (B2) and (B3) and (1/4)9,,0,, = (9/0z)(0/9z*) = 0,0,
we arrive at the following form of the action that we will use in the sequel

S =50+ Sint
1
So = /Fg(azsﬁf)(az*@g)

Sint = A / (0020612 Carmar Crrasm, |70 03| + OO, (B4)
We will need the correlators of the scalar fields at A = 0,
(7 (2197 (22)) = —0ap In 210,
(pr(z1)eR(23)) = —0apInzfy
~1)da
(@) )ef () = 2082,
12
N " —1)64
(@ o) R () = 2042
12
oA
(L (2)(0:97)(22)) =~
12
. oy _ 04
CHCHCRTAICHERS (B5)
12

No summation over repeated indices is implied here.

2. Absorbing Boundary

We also need to discuss the absorbing boundary condition which we place at y = Im(z) = 0, the real axis of the
complex z-plane, at which (as already discussed in App. A2) the NLSM field from Eq. (B1) tends to the identity
group element, O(7) — 1, implying ¢4 (7) — 0. This hence also implies a Dirichlet boundary condition on the scalar

field in Eq. (B3),
pa(P) = 91(2) + pp(z") = 0, asImz =y =0
or op(z*) = (=11 (z), asImz=1y — 0. (B6)
Because the scalar field ¢4 vanishes at the absorbing boundary, the 2-point function of the field O(F) near the
boundary becomes that of the normal derivative (%gpf) (or equivalently of the normal derivative of —goﬁ). That
2-point function reads in the non-interacting fixed-point theory [Eq. (B4) at A = 0]

((moet) @) (gt ) ) = (| F@0d)] (00) [ S 08| o)) = 242, (B7)

Li2

In conclusion, the NLSM field O(7) near the boundary becomes a boundary operator which we denote [116] by
O, () = limy o (a%gpf); its 2-point function at the fixed point is [117]

(B (1)) = - (B3)
12

In the next subsection, we will discuss the effect of the interaction A on this boundary 2-point function. For
this purpose, it will be crucial to understand the behavior of the interaction term S;,; from Eq. (B4) near the
absorbing boundary. Here, the region of integration over 7 will be the upper complex z-plane, and thus the argu-
ment of gof(z) will be in the upper complex plane. On the other hand, due to the Dirichlet boundary condition,
the second line of (B6) implies that ([(pﬁ(@z*@g)} — [@ﬁ(az*wﬁ)])z* is the analytic continuation of the expression
([(pf(az*gof)] — [@LB (8Z*apf)])z from the upper half complex plane into the lower half complex plane [118], the two
expressions becoming equal to each other on the real axis. Thus, the right-moving factor (involving ¢g) of the inter-
action operator in S;,; is located precisely at the mirror image with respect to the real axis of the left-moving factor,
and all scalar fields are left-moving (¢y,) after this analytic continuation. This fact turns out to be crucial for the

ability to perform the integral over half-space, the upper half complex plane, in an efficient manner.
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Before proceeding to the effect of the interaction A on the correlation function in Eq. (B8), we turn to the Nth
disorder moments of the square of the Majorana correlation function appearing in Eq. (13), namely (9, m9pt+rn)Y,
discussed at the very end of Sec. VC1. As follows from the discussion in the two paragraphs preceeding Eq. (A10),
these moments are described in NLSM language by the 2-point function of the n-fold product of fields in IV different

replicas at the same boundary point z, limy_.o [(a%gofl (x)) (a%apfz" (w))} Since at the metallic fixed point,

Eq. (B4) with A = 0, all replica indices are decoupled, this 2-point function equals the Nth power of the N = 1 result
from Eq. (B8), i.e. it decays with the 2Nth power of distance. This was the result mentioned in the main text at the
end of Sec. VC1.

3. Renormalization Group Calculation

The purpose of this subsection is to obtain the renormalization group (RG) anomalous dimension function (denoted
by vs(A) below) of the boundary operator ®,, which leads to the functional form of the 2-point function in the presence
of the marginally irrelevant bulk perturbation ® as determined as the solution of the Callan-Symanzik (RG) equation
for this function.

The most efficient way to perform the 1-loop RG calculation is using the Operator Product Expansion (OPE) and
tracking the change of the action S upon changing a hard short-distance cutoff [119-122]. We will need to consider
the renormalization of the bulk operator ®(7) = ®(z, 2*) appearing in the interaction term in (B4):

Simt = A / () + O(\2) (B9)

as well as that of the boundary operator ®4(x) = (%(pf(x) appearing in Eq.s (B8,B7). In the current subsection, we
carry out this RG calculation using the results obtained for the corresponding OPE coefficients in App. B5 below.
These OPE coefficients are

* * -b *
D(z1,27)P(22,25) ~ —P(22,23) + ..., 21 = 22,
Z12%12
—b,
D(z,2")Ps(x =0) ~ Efbs(m =0)+.., z—0, (B10)

where the ellipsis denotes subleading terms in the considered limit. As mentioned, the numbers b and b, are computed
explicitly in App. B5.

These OPE coefficients turn out to imply the following renormalization group (RG) equations for the bulk coupling
constant A, as well as for a coupling constant [123] [124] hs conjugate [125] to the boundary operator ®,(x) when
added to the action as S — S(hs) = S — hy [ da®,(z),

dx e
=B = a0\ + .
d;ls = —21(—bs/2)Ahs + ... (B11)

where dl is the infinitesimal increase of the logarithm of the short distance cutoff during a RG step. The second
equation provides the anomalous dimension function 4(A) of the boundary operator ®4(x), defined by

Ye(A) = (1= 1) = ——2 =2 (=bs /A + ..., (B12)

where the (1 — 1) part means that the dimension of the boundary is 1, and the scaling dimension of the boundary
operator at A = 0 is also 1.

The 2-point function of the boundary operator in the presence of the coupling constant A of the marginally irrelevant
bulk operator ® is then found by solving the RG equation for this 2-point function (the usual Callan-Symanzik

equation), yielding
)\(aslg/a)
exp {2 / ir 2 } FA(z12/a)], (B13)
A

(®s(71)Ps(22)) = ) B(A)

(z21)?

where

(B14)
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is the running coupling constant, and F|...] is a function that is finite at zero argument.
In App. B5 below we obtain the results
b=C)

adj’

by =—C), and CO) =2(n—2) (B15)
where C fd; is the value of the quadratic Casimir invariant in the adjoint representation of SO(n). As a first basic check,
we then conclude from the first line in Eq. (B11) that the bulk coupling constant \ is indeed marginally irrelevant (in
the infrared, where ! increases) in the replica limit n — 0.

Finally, inserting the values obtained for b and b, into the functions 8 and -, appearing in the integrand of the
integral in Eq. (B13) above, we obtain for the boundary 2-point function

1+ 47X In(z12/a)]?

(z12)? ’

(D5 (21)Ps(2)) = (B16)

where \g = 47\ = 4wkog. This is the result reported in Eq. (14) of the main text (up to a multiplicative factor which
can always be absorbed by redefining the normalization of the field ®y).

4. Summary of relevant Group Theory facts, and derivation of Eq. (B2)
a. Summary of Group Theory facts

In the following we summarize some basic group theory facts (and conventions) that we will use. We normalize the
generators T4 of infinitesimal SO(n) rotations in the defining (n-dimensional) representation via

TI(TATB) = (SA,B- (B17)

The structure constants defined in Eq. (B2) are known to define the generators
Taqdj) = (-1)Cap B18
( BC ( 1) C ( )

of infinitesimal SO(n) rotations in the n(n — 1)/2-dimensional adjoint representation. Using those, the quadratic

(2)

Casimir invariant in the adjoint representation, C, i is expressed as

CascCppc = C(ﬁ; dAD, (B19)
where C((fi; = 2(n—2). We will also need some basic information about quartic invariants, which arise when considering
traces of four generator matrices T4. In particular [126]

Tr (TATBTCTD) =a Tr (T{ATBTCTD}) +p [(*i)CHAB(*i)CHCD + (*i)CHDA(*i)CHBc] s (BQO)

where o and [ are positive numbers (whose specific values are not needed here) and the curly brackets under the
trace on the right hand side of the first line denote complete symmetrization of the four indices A, B,C, D - that
symmetrized trace (multiplying «) defines the quartic invariant of the group SO(n).

b. Derivation of Eq. (B2)

After taking the derivative of the expansion of the parametrization from Eq. (B1) to second order in ¢4
i2

8u0(7’4) = i(au¢A)TA + 21

[(3;A¢A1)¢A2 + ¢A1 (all¢A2)] TAITA2 + .. (B21)

and similarly for 8,07 !(7), we insert the result into the action Eq. (A10) yielding

TH((0,07)(@,0)] = Tr ({~i(0,6.1) T} {i(0,05) T ) +
+ 110404000, + 04, 064.)] % [0u08,)01, + 05, (0u65,)] Tr (T, Ta, T, Ts,)  (B22)
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where we have used the fact that the trace of three generator matrices is anti-symmetric for groups whose defining
representation is real, such as SO(n) and USp(2n), in particular

Tr(TaTpT,) x Cagc, (B23)

implying that all traces of three T-matrices appearing in the expansion vanish (due to the symmetry of the terms
with which these traces are contracted). Finally, we use Eq. (B17) in the first term, and Eq. (B20) in the second
term on the right hand side of Eq. (B22). The first term on the right hand side of Eq. (B20), totally symmetric in
all four indices, yields when contracted against the other terms a total derivative (0,0,) (¢4, ¢a,¢B, $B,) which can
be dropped, while the second term on the right hand side of the same equation vanishes upon contraction due to
symmetry. The remaining third term on the right hand side of Eq. (B20) then gives the interaction term listed in
Eq. (B2), concluding the derivation of this equation.

5. Details of the Calculations of Operator Product Expansion (OPE) coefficients
a. Bulk-Bulk OPE

We begin with the bulk operator ®(7) appearing in the interaction S;,; in Eq. (B4) which factorizes into a product
of a holomorphic (“left-moving”) and an anti-holomorphic (“right-moving”) part.

(i): We will first discuss the OPE of two holomorphic parts of this operator at two positions z; and zs:

[(6290121)9052]210141321{ [(829021 1)<pf 2]22014'13'21'1'

5BzA/1 , 5B/2A/1
= { [(3zsﬁ’£1)<ﬁf e —

210 210 [@52(82@? 1)]22} X CAleHCA/lB/QH’ +

1

:Z[@‘Pfl)@f 2 X {Cay,B,,0CB 7,1 — Cay By Cpyprom b + -
1

1 o
:7[(624)0?1)905 2]22 IQCAlB'zH”CH”HH/ =+ ... (B24)
12

The last equality follows because, upon making use of Eq. (B18), the curly bracket on its left hand side can be written
as a commutator of the matrices T7°%¥ in the adjoint representation,

. adj adj adj adj 20 adj
LT a8, (T By — (T ) s o (T ) Bomrs} = V{iCHm (T ) 4,375 }- (B25)
The result on the right hand side of the last equality in Eq. (B24) now follows upon making once again use of Eq. (B18).

(ii): The OPE of two of the anti-holomorphic parts of the bulk operator O(7) at two positions z} and z3 is obtained
in the analogous way with the result:

[0 (00 )2: Cringp, [0 2 (00 oz Crrvarary

:[(az*<ﬂgl)@£2]z; [(82*902 1)902 Z]Z;CBIAQHCB/IA’2H,

1 / .
:?[(82@51)@2 2]25 12CBlA/2H”CH”HH’ + ...
12
1 .
:Z* [@22 (azgofl )]z; 12(71)CA231H”CH”HH’ + ... (B26)
12

(#i4): Combining the last two equations we obtain the first OPE listed in Eq.(B10) with (—b) = )

adj UpOn making
use of Eq. (B19).

b. Bulk-Boundary OPE

In this section we discuss the renormalization of the boundary operator ®,(z) = (9.¢%), whose 2-point function
appears in Eq. (B7), by computing its OPE with the bulk operator ® appearing in the perturbation, Egs. (B9) and
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(B4). It proves convenient to place the boundary operator ®, at the origin z = 0 on the real axis, as in the second of

Eq. (B10). Using Wick’s Theorem and Eq. (B5) yields

(2, 2)04(2 = 0) = ([P (00t () Cmar (912 (001" Caayr ) X (10:F) 0

_5BQE

_5BQE6A2A1

[@éz (623051 )]z* (iazgoél )z:OchAlHCAgBlH + ...

= ———(10.¢7")2=0(=1)Cra,uCa, B, 1 + -

zz*

(2
dj /e
= Z(LZ] (182905)2=0 + sy

*

(B27)

where in the last line we used the cyclic property and the total asymmetry of the structure constants, together with
Eq. (B19), to obtain (=1)Cpra, uCa,B,g = Cra,uCpa g = c? drp,. Thus, in Eq. (B27) we have obtained the

result quoted in Eq. (B10) above.

Appendix C: Numerical details

In this section, we provide some additional detail re-
garding the numerical methods used to obtain the results
in Sec. IV.

1. Efficient contraction

In the v’th step of the evolution, one needs to contract
the Gaussian state I';,, defined on Ld Majorana modes,
with a row of L tensors with 4y Majorana modes each, to
obtain I';, 1. We will label these tensors [(vu=1) through
r@u=L) " In principle, one could perform a sequential
contraction, i.e. contract I', with T'»*=D then with
[(®4=2) "etc. In each step, one needs to evaluate Eq. (9),
which will take O(L2d?) operations in each step, and thus
an entire row takes O(L3d?).

An alternative contraction scheme is to first contract
all the tensors I'*"*) with a fixed v together to form
the transfer operator, and then contract it with I, to
obtain I',;1 in one step. An efficient way to perform
this contraction is in a “tree-like” fashion (for a system
size L = 2™): first contract T(**=1) and I'»*=2) into
[(@u=12) and likewise for ['(V:4=27—1) and [(©-u=2n) into
[(vu=2n—1:2n) Tp the next step, contract I'(**=12) and
[(vu=3:4) jno Du=14) and likewise for the rest of the
system, and then repeating this procedure until one has
the full tensor I'*“=1L) for the v’th row. There are
m = logy(L) such steps, and the n’th one, e.g. con-
tracting T'(0u=10 with T@u=l+12D  for | = 27 takes
O(12d3) = O(2*"d3) operations; therefore, all the oper-
ations to construct T'(*4=1L) take S L om—n92ngs —
O(d3L?) operations. The final step of contracting T,
with T'("“=1:L) i5 the most expensive one, taking O(L>d?)
operations.

Therefore, the scaling of the two approaches is asymp-
totically the same, O(L3d®). However, in practice we
find the second approach to be faster by a constant, yet
significant factor.

adj

2. Numerical stabilization

Due to numerical roundoff, the pure-state property
I'?2 = —1 can be destroyed after many layers of the con-
traction, i.e. for large v. To remove such numerical sta-
bility issues, we periodically reset the state to the closest
pure state. To this end, we find the orthogonal transfor-
mation such that

Ty =0 (@ (44))or (C1)

with A, > 0 and O an orthogonal matrix [127]. If T,
is pure, A, = 1 for all n; however, in practice, we find
that some A\, < 1 by a small amount. In such cases, we
replace T', by T} defined by

r,=0(@(%h))om (C2)

i.e. we set all \,, = 1.

Appendix D: Level statistics of the entanglement
spectrum

In addition to the entanglement entropies, we can also
examine the full entanglement spectrum of the state I,
(as defined in Sec. IV A). We expect to find level statis-
tics consistent with the Gaussian unitary ensemble; one
way to see this is that the underlying non-unitary circuit
that describes our ensemble has no symmetries (except
for the particle-hole symmetry implied by the Majorana
description), and in particular has no time-reversal sym-
metry (which would lead to the Gaussian orthogonal en-
semble). In related work, the entanglement spectrum
across the measurement-driven phase transition in inter-
acting quantum circuits was studied in Ref. 128, where a
non-universal distribution interpolating between Poisson
and GUE was found.

Here, similar to the entanglement entropy, we parti-
tion the system into two halves and consider the covari-
ance matrix of the left Ld/2 Majorana modes, which we
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FIG. 18. Probability distribution of the ratio of consecutive
entanglement spectrum gaps, see Eq. (D1), for system size
L = 256. The green line shows the expected distribution for
the Gaussian unitary ensemble (GUE), Eq. (D2).

will denote as TP, There exists an orthogonal transfor-
mation O such that T2 = O (@, (% §)) OT, where
An € [0,1] is the entanglement spectrum. Modes with
An = 1 correspond to unentangled modes, while modes
with A, = 0 are maximally entangled (i.e., contribute
log 2 to the entanglement entropy).

A convenient way to characterize the entanglement
spectrum is through the ratios of consecutive gaps in the
entanglement spectrum. Assuming that A, > A\,_1, let
dn = A — An—1. Then, we define [4, 129]

~ min((sna 5n+1)
= D1
" max(0y,, 0pt1) (D1)

This quantity is well-characterized for several random
matrix ensembles. In particular, for the Gaussian uni-
tary ensemble, it is known to follow the Wigner surmise,
or more precisely

P +7%)P
(o P G )

Zg (147 +72)1+36/2° (D2)

with 8 = 2 and Zg =
for other ensembles).

Sf—”ﬁ (see Ref. 129, in particular

To perform a numerical comparison, we (similar to the
computation of the entanglement entropy) take I', for
v > 20, and average over 100 independent runs. To
remove non-universal contributions to the entanglement
spectrum, we exclude all A, > 0.75, and then perform
the analysis outlined above. Our results are shown in
Fig. 18. We find excellent agreement between our nu-
merical observation and the Gaussian unitary ensemble.
The agreement improves as the system size and bond
number are increased.
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Appendix E: Relation between Haar-random GTN
and quantum dynamics with unitary evolution and
generalize measurements

As discussed Sec. II1B, for a physical system undergo-
ing unitary evolution and generalized measurements, the
ensemble of different quantum trajectories of the physical
system is characterized by an ensemble of quantum op-
erators {C),} (acting on the physical system) that satis-
fies the normalization condition of the positive operator-
valued measure, i.e. > CJf C, = 1. This normaliza-
tion condition is equivalent to the trace-preserving con-
dition, i.e. that the map from any density operator p
(with Trp = 1) to the operator Y. = Cp,pCI, preserves
the operator trace, i.e. Tr(zm CmﬁC);b) =Trp = 1.
Here, each term CJ pC,, in the summation should be
viewed as the un-normalized density operator obtained
from the circuit C), acting on the initial density opera-
tor p. The Haar-random ensemble of square-lattice pure-
state GTNs introduced in Sec. IV can be viewed as an
ensemble of quantum circuits following the correspon-
dence between GTNs and quantum circuits discussed in
Sec. II. In this appendix, we show that the ensemble of
quantum circuits obtained from the Haar-random square-
lattice pure-state GTN satisfies the trace-preserving con-
dition discussed above and hence can be interpreted as
the operator ensemble that governs the dynamics of a
quantum system undergoing both unitary evolution and
generalized measurements.

Following the discussion in Sec. II, a square-lattice
pure-state GTN with Majorana bond number x on each
leg can be viewed as a quantum circuit that acts on a
chain along the z-direction with y Majorana modes on
each site (as shown in Fig. 3 (a)). This quantum circuit
evolves a generic initial state |1o), which is not necessar-
ily a Gaussian state, to the (un-normalized) final state
P(|[th0) @ [Tor)), where [Tior) = ®,|T™) is the tensor
product of all the Gaussian states [T(™)) associated with
each Gaussian tensors I'™ in the pure-state GTN and
P is the projection operator that projects the Majorana
modes on the contracted legs into maximally-entangled-
pair states. The projection given by P essentially imple-
ments all the contractions in the whole tensor network as
discussed in Sec. II. Here, we’ve viewed the initial state
[tho) also as a generic (non-Gaussian) tensor which is con-
tracted with the GTN. The contractions within the GTN
and the contraction between the GTN and the initial
state |1)o) yield the final state P(|tg) @ |Tiot))-

At the level of quantum state, the quantum circuit
given by the GTN transforms an initial state |¢g) into
the final state P(|t)g) ® |Ttor)). At the level of den-
sity operators, the same quantum circuit transforms
the initial density operator po = |1o)(wo| into an (un-
normalized) density operator P (pg ® |Tiot)(Ttot]|) P. In
fact, for any initial (pure-state or mixed-state) density
operator pg (with Tr pg = 1), the same quantum circuit
transforms it into the (un-normalized) density operator
P (po @ [Teot)(Ttot|) P-



To show that the ensemble of quantum circuit given
by the Haar-random ensemble of GTNs satisfies the
tracing-preserving condition, we need to show that
Tr (}v > remy P (50 ® |Teor) (Tos) P) — 1 for any initial
density operator py. Here N is an overall normalization
constant and the summation ) (r(my 18 the summation
over the fermion-parity-preserving Haar-random ensem-
ble defined in Sec. IV for each individual Gaussian tensor
'™ in the GTN. Since every Gaussian tensor in the GTN
is independently random, we can perform the summation
over the Haar random ensemble independently for each
pure-state Gaussian tensor '™ in the GTN. For a single
pure-state Gaussian tensor '™, the summation over the
fermion-parity-preserving Haar-random ensemble yields

Z |F(n)><p(n)‘ - ﬂ,

. (E1)

T(n)

where (—1)#" is the many-body fermion parity operator
of all the Majorana modes residing on the tensor I'("™).
The right hand side of Eq. (E1) is exactly the many-
body fermion-parity projection operator acting on the
10((:&;1 fermionic Hilbert space associated with the tensor
T,

Applying Eq. (E1) to every tensor in the GTN, we can
obtain that

1 .
Tr | = Z P (po @ |Tiot) (Tiot]) P

{rm}
Fy

= ;/TT{P /30® (@nH(21)>
By expanding all the operators on the second line of this
equation using Majorana modes in the tensor network,
we can show that, with a properly chosen constant A
that is independent of py, the expression on the sec-
ond line of the equation above always evaluates to 1.
Therefore, the ensemble of random quantum circuits ob-
tained from the Haar-random ensemble of square-lattice
pure-state GTN defined in Sec. IV satisfies the trace-
preserving condition and, hence, can be associated with
the dynamics of a quantum system whose dynamics are
governed by unitary evolution and generalized measure-
ments.

In the discussion of the trace-preserving condition
above, each square-lattice GTN is treated as a quan-
tum circuit acting on a one-dimensional fermion chain
along the a-direction (as shown in Fig. 3 (a)). In fact,
we can also alternatively treat the same square-lattice
pure-state GTN as a different quantum circuit acting on
a one-dimensional fermion chain along the u-direction (as
shown in Fig. 5). The “physical time” for this alterna-
tive type of quantum circuit is along the v-direction of
the GTN. Under this alternative treatment, the Haar-
random ensemble of the square-lattice pure-state GTNs
gives rise to a different random ensemble of quantum cir-
cuit which also satisfies the trace-preserving condition.

P} . (E2)
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t=n+l t=n+2 lime ¢

FIG. 19. A one-dimensional GTN consists of tensors {I'("™}
is shown. The tensor I'™ of the GTN is located in between
the coordinates t =n — 1 and t = n.

The proof of the trace-preserving condition for this dif-
ferent ensemble of quantum circuits is completely parallel
to the discussions given in the earlier paragraphs of this
appendix. Therefore, when the Haar-random ensemble
of square-lattice pure-state GTN is viewed as a random
ensemble of quantum circuits acting on a fermion chain
along the wu-direction, this ensemble of quantum circuit
can also describe the dynamics of this fermion chain in-
duced by both unitary evolution and generalized mea-
surements.

The discussion above shows that the ensemble of quan-
tum circuits obtained from the Haar-random square-
lattice GTN can be used to described the dynamics of
a fermion chain undergoing both the unitary evolution
and generalized measurements. However, one needs to
be careful that, within the ensemble of quantum circuits,
the probability of each quantum circuit to appear in this
fermion chain system whose non-unitarity is solely due
to generalized measurements should follow Born’s rule
as discussed in Sec. II B. Hence, generically, the proba-
bilities for different quantum circuits to appear are dif-
ferent from one another. In contrast, in the problem
of the random ensemble of GTNs studied in the main
text, each GTN and its corresponding quantum circuit
appears with the same probability. Therefore, the prob-
lem of Haar-random GTNs is not exactly equivalent to
the problem of a quantum system undergoing both uni-
tary evolution and generalized measurements. What ef-
fect this difference has on corresponding universal critical
behavior requires further investigation.

Appendix F: Transfer Matrix of Pure-State GTN

As stated in the Sec. VA, a two-leg pure-state Gaus-
sian tensor I' (as shown in 10 (b) for instance) with Ma-
jorana bond number y; can be viewed as a quantum gate
gr acting on the Hilbert space of the y; Majorana fermion
&i=1,2,....x,- The P-sector transfer matrix t,[I'] is defined
via &; — graigr ' = > t[I]ijG;, namely the evolution
of the Majorana fermion operators &; under the quantum
gate gr. We will derive the expression of the P-sector
transfer matrix t,[I'] shown in Eq. (23) in this appendix.
We will also introduce the H-sector transfer matrix ¢, [I']
and the full transfer matrix ¢[I']. In particular, we will
discuss a formalism where the P-sector and the H-sector
transfer matrices are treated in equal footing and where
the full transfer matrix naturally arises.

Consider a one-dimensional pure-state Gaussian ten-



sor network of the form shown in Fig. 19. This GTN
also describes the evolution of a quantum system under
the quantum circuit Hn gr) where gr) is the quantum
gate associated with the tensor I'™. Furthermore, as
indicated in Fig. 19, we can view gr) as the quantum
gate that evolves the system from the (discrete) time step
t = n to the time step t = n + 1.

Let’s denote the Majorana bond number of each leg of
this one-dimensional pure-state GTN as ;. Each two-
leg pure-state Gaussian tensor I'™) here is associated
with a Gaussian state |T(™). We organize the y; Ma-
jorana modes residing on the left (right) leg of the ten-

sor '™ into a Xt-component column vector 72 2 1.2,

(71(%"2:1 9...x.)- The whole one-dimensional pure-state

GTN shown in Fig. 19 yields the Gaussian state P|T¢ot)
where Ty = ®n|F(”)) is the tensor product of all the
independent Gaussian states |[I'™) and P =[], Pyn+1

(n) - (n+1)

. . . 1+i95 9L 4
is the product of projections P, 41 = [[%, %

that implement the contractions between the tensors I'(™)
and I'™*+D . As mentioned earlier, the Gaussian state
P|T4ot), which represents the GTN shown in Fig. 19,
captures the quantum evolution given by the product of
quantum gates [[, grey. As a generalization, for the
same quantum evolution but with an extra Majorana
fermion operator inserted at the discrete time ¢t = n, the
representing Gaussian state can be given by P’yé")ﬁ‘tot}
instead. Here, since —1P'y(n) = PA(" 1), there is no
need to separately consider the Gau551an state of the form

Agan) ITtot). The P-sector transfer matrix t,[T(™], which
is the single-particle version of the gate grm), can there-
fore be equivalently defined by the linear relation between

PAMT) and PRI T ), e, [T (”)]PA(" IDiot) =
P4 ("+ )\I‘tot> (or equlvalentlyz t [F(")}”P’y |Ftot>

P4 (nﬂ ITot)). Here, PVL ITiot) is viewed as a xi-
omponent vector of ket states where the components

are given by P'?iz)|]-—‘tot> with i = 1,2, ..., xs.

Now, we derive the expression of the P-sector transfer
matrix t,[I'(™)]. Similar to our treatment in Sec. VA, we

can write each of the covariance matrices '™ in block
v

o (n) with each block a d x d matrix.

matrix form
RL RR
The subscripts of each block indicate the type of corre-

lation it captures. For example, the block F(L 1% captures

the correlation between Majorana modes 'yé ") and “(").
The block-matrix form of Eq. (5) applied to the Gau551an

state |T(™) reads
7 Urr Urr VR

Based on the first row of this block-matrix equation, we

~
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obtain that

(O~ (@ =g (P30

=i (P I0w)) = (P I0)) . (F2)
Hence, we conclude that

(1) = ()7 (1 - iT), (F3)
which is exactly the result shown in Eq. (23). Since the
contraction of two neighboring pure-state Gaussian ten-
sors captures the multiplication of their corresponding
quantum gates, the same tensor contraction gives rise to
the multiplication of their corresponding P-sector trans-
fer matrices as shown by Eq. (24).

The quantum circuit [], gre) evolves an initial ket
state |iy;) by [i;) (IL,, greo ) |¥4).  In the same
time, the initial bra state (i¢;| evolves as (¢;| —

(il (1L, grew)'. In the tensor network language, the
bra-state evolution is given by the (bra) Gaussian state
(Ttot|P. Similarly, the bra state evolution with a Majo-
rana fermion operator insertion at the time step t = n
is given by the y¢-component vector of the Gaussian bra
states (FtothL )P. The H-sector transfer matrix t, [T ()]
is defined as the linear relation:

>t

which the single-particle version of the quantum gate
gr as the evolution of a bra state. We can easily obtain
that

z] Ftoth/L <Ftot"7(n+1)P (F4)

(0] = 4, [0, ()

In fact, even though the P-sector and the H-sector
transfer matrices describe the ket-state and bra-state re-
spectively, they can be treated in a unified way. No-
tice that Eq. (F2) still holds when we replace the xi-

component vector of ket states P&(L’;)PL\FM) by the xi-

component vector of operators P’yg;)RIFtoO(Ftoth. Sim-
ilarly, Eq. (F4) still holds when we replace the vec-
tor of bra states (Ftotﬁlén)P by the vector of opera-

tors P|Ft0t><Ftot|7L P. Using the operator version of
Eq. (F2) and Eq. (F4), we can obtain the operator rela-
tion associated with the full transfer matrix ¢[I'(™)]:

t[F(")] P’YL ‘Ftot><rtot|P
P|Ft0t><rtot| L

_ (P INed Tuat P
(n+1) . ( )
P|Ftot><rtot|’Y P

From the perspective of this operator relation, the de-
coupling of the full transfer matrix t into the P-sector
transfer matrix t, and the H-sector transfer matrix t; is



the natural consequence of the fact that ket states and
bra states do not mix under the quantum circuit evo-
lution given by the product [], gre of quantum gates.
The decoupling between the P sector and the H sector
in the full transfer matrix t directly results in the chiral
symmetry Eq. (40) of t. Interestingly, the P sector and
the H sector are not just simply decoupled, they are also
related by the TR and the PH symmetries as shown in
Eq. (38) and Eq. (39).

In App. G, we will see that Eq. (F6) can be general-
ized to one-dimensional GTNs that involves mixed-state
tensors I' with I'? # 1. Therefore, the full transfer ma-
trix t[I'] can be defined even for mixed-state Gaussian
tensor I'. However, the contraction with a mixed-state
Gaussian tensor I' cannot be described as an evolution
induced by a single quantum gate. Therefore, there is no
decoupling between the P sector and the H sector in a
mixed-state GTN. In other words, in a mixed-state GTN,
the P-sector transfer matrix t, and the H-sector transfer
matrix t;, become ill-defined while the full transfer ma-
trix t still remains a valid notion. The absence of such
decoupling between the P and the H sector changes the
symmetry class of the full transfer matrix t when t is in-
terpreted as the transfer matrix in a unitary scattering
problem (with a static Hamiltonian).

Appendix G: Mixed-state GTN and its transfer
matrix

In this appendix, we discuss the mixed-state GTN and
its transfer matrix. A mixed-state tensor I' is fully char-
acterized by its covariance matrix I' with the conditions
that (1) T'T = —T, (2) I'* =T, and (3) T'? = —1, namely
no eigenvalues of I'> are smaller than —1. For a mixed-
state tensor I' with Majorana modes 7;, we can represent
T" by a Gaussian density matrix gr such that

1y =T (3l i ) ©)

A Gaussian density matrix pr is completely determined
by its two-point correlation functions, namely its covari-
ance matrix I';;. All multi-point correlation functions can
be obtained from the two-point functions via Wick’s the-
orem. Eq. (5) which is applicable for a pure-state tensor
can be generalized to the case of a mixed-state Gaussian

J

_ 1
~Trrlrr ok
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38

tensor:

Ji =iy iy | br=pr (% +i) Ty |, (G2)
J 7’

which can be viewed as the defining relation of the Gaus-
sian density matrix ppr based on the covariance matrix
L.

jThe contraction of a mixed-state GTN can be de-
scribed using the Gaussian density matrices. Consider
a mixed-state GTN with the set of tensors {T(™}. The
contraction of these tensors in the GTN produces a new
Gaussian density matrix P (®yppm ) P where P, as in-
troduced in Sec. IIIB for the case of pure-state GTNs,
is still the projection onto the maximally-entangled-pair
states on all of the contracted legs in the GTN. Simi-
lar to the pure-state case, we can study the contraction
of mixed-state Gaussian tensors directly at the level of
covariance matrices. In Sec. III B, we’ve discussed the
contraction of the two Gaussian tensors I' and T that
are of the forms shown in Eq. (8) and in the configura-
tion shown in Fig. 4. Their contraction gives rise to a new
Gaussian tensor/covariance matrix ¥ shown in Eq. (9).
In fact, Eq. (9) holds even if ' and T are mixed-state
Gaussian tensors and Eq. (9) is consistent with the for-
mulation of tensor contractions using Gaussian density
matrices and the projection onto maximally-entangled-
pair states on the contracted legs.

A one-dimensional mixed-state GTN that takes the
same geometry as the one shown Fig. 19 can be rep-
resented by the Gaussian density matrix P (®,ppm) ) P.
In this GTN, similar to the discussion in App. F, each
tensor '™ has two legs with the Majorana modes resid-
ing on them denoted as ﬁ(Ln) and ﬁ/gl) respectively. This
mixed-state GTN can no longer be interpreted as the
product a sequence of quantum gates. We can still gen-
eralize Eq. (F6) and define the full transfer matrix {[T'("™)]
of the Gaussian tensor I'™ by the linear relation

™) P peor P\ _ [ PATY puot P (G3)
PprotiM P. PprotA" P )

where fiot = ®pprey. In the special case when pyot is the
tensor product of pure Gaussian state density matrices
prmy, the whole GTN becomes a pure-state GTN and
Eq. (F6) is immediately restored from Eq. (G3). Without
assuming the purity of the tensors, we can obtain the
general expression of the transfer matrix t[I'] for a two-
leg Gaussian tensor I' using Eq. (G2) and the property
of the projection operator P:

S-S



where we have used the block-matrix form I' =
(E;i g;’; ) of the two-leg tensor I in the one-dimensional
GTN like what we’ve done in App. F.

We can check that for any covariance matrix I', the

following relation always holds

tI - T, ] = T,

, [0 -1
ij(i]l 0 )

When we identify the full transfer matrix ¢[I'] of a generic
(mixed-state or pure-state) Gaussian tensor I' as the
transfer matrix in a unitary scattering problem (with a
static Hamiltonian), Eq. (G5) should be viewed as the
conservation probability current. We emphasize that the
conservation of the probability current is exactly what
guarantees the unitarity of the corresponding scattering
problem. Note the probability current J;, defined in
Eq. (G6) is different from the probability current Jpp in
Eq. (32) which is defined for the pure-state GTN in the
main text. In fact, Eq. (G5) holds for any two-leg tensor
I' regardless of its purity, while the current Jpp, defined
in Eq. (32) is conserved only in the case of a pure-state
GTN. The reason that we’ve chosen 7,1, defined in Eq.
(32) instead of J,, defined above for the pure-state GTN
is that the probability current J,,, further enables us to
identify at the microscopic level the absorbing boundary
condition, which was introduced in App. A to under-
stand the form of the averaged squared two-point func-
tion in Eq.  (13) of the Chalker-Coddington network
model that corresponds to the pure-state GTN. In the
current context of mixed-state GTNs, the only conserved
probability current is given by J,, in Eq. (G6), which is
enough for the justification of the unitarity of the scat-
tering problem defined by the full transfer matrix ¢[T]
(regardless of the purity of the tensor T').

With the conserved probability current defined by jéb,
one can calculate the corresponding scattering S-matrix
of the scattering problem that corresponds to the (mixed-
state or pure-state) Gaussian tensor I'. The S-matrix
expression given in Eq. (37) will no longer hold as we
have used a different definition of the probability current.
Nevertheless, the scattering S-matrix can be shown to be
unitary even for a general mixed-state tensor I'.

Also, for any covariance matrix I', the unitary scatter-
ing problem with its transfer matrix given by t[I'] always
has a PH symmetry:

- (o1

Here, we note that the PH symmetry exchanges the P-
sector and the H-sector of the transfer matrix. Also,

(G5)

where

(G6)

(G7)

with

(G8)
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we have Ef)h = 1. For a generic Gaussian tensor I,
the unitary scattering problem with its transfer matrix
given by t[I'] does not have any other extra symme-
tries and therefore should correspond to symmetry class
D in the Altland-Zirnbauer ten-fold classification. It is
straightforward to see that under matrix multiplication,
the group of all full transfer matrices t[I'] obtained from
all (pure- and mixed-state) covariance matrices I" forms
a subgroup of SO(xt, xt) where x; is the Majorana bond
number of each of the legs of the two-leg Gaussian tensor
I". Asis shown in Ref. 90, the space of transfer matrices
in a class-D unitary scattering problem is indeed given
by SO(xt, xt)- As a real manifold, this subgroup formed
by t[['] has the same dimension as the group manifold
SO(xs, xt). However, not every element of SO(xt, xt)
corresponds to a physical covariance matrix. In fact,
any group element in SO(x4, ) corresponds to a skew-
symmetry matrix I' via Eq. (G4). However, it is not guar-
anteed that so-obtained I satisfies the physical condition
(of a covariance matrix) that no eigenvalues of I'? are
smaller than —1. The set of group elements in SO(xs, X+)
that does not correspond to a physical covariance matrix
in fact has a finite measure in the non-compact group
manifold SO (x4, Xt)-

Appendix H: Random GTN and Clifford algebra
extension problem with positive generators

In Sec. VIB 1, we've discussed how to utilize the Clif-
ford algebra extension problem with negative generators
to restrict the space of permissible pure-state Gaussian
tensor I' so that it matches the desired symmetric space
R,. In this appendix, we provide an alternative proce-
dure motivated by the Clifford algebra extension problem
with positive generators.

To realize R, as the space of permissible pure-state
Gaussian tensor I', we can start with an positive integer
p. Then, we write down p operators Aj_, 5 _, in the real
matrix algebra such that

A;2 =1, A;T = A;
NN, = AN

fori=1,2,...,p,
for i # j.
The operators A} , , generate the real Clifford algebra

Cl,0(R) with p positive generators. The conditions we
impose on the Gaussian tensor I' are given by

(H1)

A} =-AT
LA, =AT, fori=23,..p. (H2)
We notice that the operator T'A} is a real and symmet-
ric operator that squares to 1. Therefore, the operators

1.2, p together with the operator 'A] generate the real
Clifford algebra Cl,11 0(R) with p+1 positive generators.
Therefore, the space of all pure-state Gaussian tensors I'
that satisfy the conditions Eq. (H2) is the same as the
classifying space of extensions from the real Clifford al-

gebra Clp, o(R) to Cly41,0(R), which is given by R,. The



case with p = 1 which corresponds to symmetry class D
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was discussed earlier in greater detail in Sec. VIB 2.
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