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We use the dynamical structure factors of the quantum Hall states at ν = 1/3 and ν = 1/2 in the
lowest Landau level to study their excitation spectrum. Using the density matrix renormalization
group in combination with the time-dependent variational principle on an infinite cylinder geometry,
we extract the low energy properties. At ν = 1/3, a sharp magnetoroton mode and the two-roton
continuum are present and the finite-size effects can be understood using the fractional charge of the
quasi-particle. At ν = 1/2, we find low energy modes with linear dispersion and the static structure
factor s̄(q) ∼ (q`)3 in the limit q`→ 0. The properties of these modes agree quantitatively with the
predictions of the composite-fermion theory placed on the infinite cylinder.

I. INTRODUCTION

Quantum Hall (QH) states are a beautiful set of
strongly correlated phenomena in condensed matter
physics exhibiting topological order, fractionally charged
quasi-particles and fractional statistics. An example
of such physics is obtained in the lowest Landau level
around half-filling where one finds a series of fractional
QH (FQH) states at Jain filling fractions ν+ = p/(2p+1)
and ν− = (p+1)/(2p+1) that accumulate at the gapless
point at ν = 1/2 in the limit p→∞.

The theory of composite-fermions (CFs),[1–8] tradi-
tionally formed by attaching an even number of flux
quanta to fermions, has been a successful organizing
principle in explaining the phenomenology of many QH
states. For example, the Jain sequence at filling fractions
ν+ and ν− at can be interpreted as p and −(p+ 1) filled
Landau levels (LL) of composite-fermions respectively.[9]
Their accumulation point at ν = 1/2 corresponds to
CFs in an effective zero magnetic field. The QH state
at this filling fraction corresponds to a compressible and
apparently particle-hole symmetric state (within a Lan-
dau level) characterized by the presence of a CF Fermi
surface.

Verifying the predictions of CF theory is of crucial
importance, and various techniques such as the model
wavefunctions,[6] exact diagonalization[10, 11] and den-
sity matrix renormalization group[12] (DMRG) have
been employed in previous studies. However, studying
the gapless QH state at ν = 1/2 is challenging, since the
low energy properties must be extracted. As such, the
model wavefunctions may not provide a quantitative pic-
ture and the exact diagonalization is limited by the finite
size. On the other hand, DMRG studies have found ev-
idence for the presence of a circular Fermi surface and
the emergent gauge field in the static properties of the
ground state.[12] Nevertheless, a quantitative compari-
son between the CF theory and the numerics is lacking.

In this paper, we compute the dynamical correlation
functions of the QH states at ν = 1/3 and ν = 1/2 on an
infinite cylinder[13] using a combination of DMRG and
the time-dependent variational principle (TDVP).[14–16]

Such a geometry has the advantage of having a ther-
modynamic limit in one of the two spatial directions.
By computing the dynamical structure factor, we obtain
the neutral excitation spectra at the two filling fractions
and compare them with the theory. Our results for the
Laughlin QH state ν = 1/3 can be understood in terms
of fractionally charged quasi-particles that do not require
the CF theory per se.[17] On the other hand, a quasi-1D
version of the CF theory[12] makes precise quantitative
predictions at low energies at ν = 1/2. We provide com-
pelling evidence for CFs by showing an agreement be-
tween the theory and numerics.

At ν = 1/3, the primary low energy neutral excita-
tion above the Laughlin FQH ground state is the magne-
toroton mode formed by binding a quasi-hole and quasi-
electron together.[18] It has been well studied[5, 6, 10,
18–33] and shows a characteristic minimum at a finite
wavevector qmin. In the CF description, it can also be
interpreted as a CF exciton created by exciting a CF
from the zeroth LL to the first LL.[6] We find that on
the infinite cylinder geometry, the magnetoroton spec-
trum is modified due to the finite circumference equal
to Ly. For example, the minimum lies at qx` = Ly/3`
where qy = 0 and the x-direction is taken to be parallel
to the axis while the y-direction is along the circumfer-
ence of the cylinder. This effect can be understood using
the fact that the quasi-particles carry fractional charge
in the multiples of e/3. The quasi-electron and quasi-
hole that constitute the roton are separated by a dis-
tance 3q`2 transverse to the wavevector. Since the max-
imum separation along the circumference of the cylin-
der is equal to Ly/2, the magnetoroton minimum lies at
qx,min.` = Ly/6` when the circumference is small enough.

At ν = 1/2, the two-dimensional Fermi-surface theo-
ries of composite-fermions predict that the lowest energy
excitations are gapless particle-hole pairs.[4, 8] In a field
theoretical treatment of gauge-fluctuations, one obtains
a marginal CF Fermi-liquid when Coulomb interactions
are present and a non-Fermi liquid when the interactions
are short-ranged.[34, 35]

When one places the CFs on the infinite cylinder, their
Fermi sea splits into Nw number of discrete wires since



the spatial direction along the circumference is compact.
We present results for the cases when the number of
wires is Nw = 2 and Nw = 3 and contrast them with
a quasi-1D theory of CFs that are placed on the same
geometry and interact with an emergent 1 + 1D gauge
field.[12] In general, the theory predicts that the emer-
gent gauge field gaps out the total CF density mode lead-
ing to Nw − 1 low energy modes. At Nw = 2, we find
that the dynamical structure factor contains a low energy
mode with a linear dispersion that agrees quantitatively
with the theory. At very low energies, it is found to have
a gap that can be interpreted as a CF pairing instabil-
ity. At Nw = 3, there is only one gapless mode visible
in line with the theoretical prediction that one of the
two gapless modes can’t appear in the density-operator
at long wavelengths. Further, we show that in the limit
qx → 0, the static structure factor s̄(qx) ∼ (qx`)

3 when
the half-filled Landau level is gapless.[36] In the 2D limit,
it may crossover to the theoretically predicted behavior:
s(qx) ∼ (qx`)

3 log 1/qx`.[4, 37]
This paper is organized as follows. In section II, we

explain in detail our model and methods used for per-
forming numerical simulations. In section III, we present
the dynamical structure factor for the ν = 1/3 Laughlin
state and interpret our results based on the magnetoro-
ton theory. In section IV, we review the quasi-1D CF
theory and compare it with our numerical results. Fur-
ther numerical details are provided in Appendix A and
B.

II. MODEL AND METHODS

In the presence of a large perpendicular magnetic field
B, a two-dimensional electron gas can be approximately
described by a theory of electrons confined to the lowest
Landau level (LLL) and interacting via density-density
interactions. To this end, we define the guiding center
density operator:

ρ̄(q) =

Ne∑
j=1

e−iq.Rj (1)

Rα ≡ rα + `2εαβΠβ (2)

[Rα, Rβ ] = −i`2εαβ (3)

where `2 = ~/eB is the magnetic length and B is the
external magnetic field. R is the guiding center position
operator, and Π ≡ p−eA is the kinetic momentum oper-
ator satisfying [Πα,Πβ ] = i~2`−2εαβ , [Πα, R

β ] = 0. We
set ~ = e = 1 henceforth. The guiding center density op-
erator satisfies the Girvin-MacDonald-Platzman (GMP)
algebra:[18]

[ρ̄(q), ρ̄(q′)] = 2i sin

(
q`× q′`

2

)
ρ̄(q + q′) (4)

The Hamiltonian of the electrons projected to the LLL
can be written in terms of the guiding center density

operator as follows:

H =
1

2

∑
q

Ṽ (q) : ρ̄(q)ρ̄(−q) : (5)

where Ṽ (q) ≡ V (q)e−q
2`2/2 and V (q) is the interac-

tion potential. In this paper, we use the Gaussian
regulated Coulomb potential VCoul and the V1 Haldane
pseudopotential[38] given by:

VCoul(r) =
e−r

2/2ξ2

r
(6)

V1(q) = 2L1(q2`2) (7)

where L1(x) = 1− x is the first Laguerre polynomial.
In the DMRG simulations on the infinite-cylinder ge-

ometry, we use Landau gauge with a vector potential
A = (0, Bx). The single particle wavefunctions take

the form ψ(r) ∼ eikye−(x−k`2)2/2`2 . Assuming peri-
odic boundary conditions along the circumference, we get
k = 2πn/Ly, where Ly is the circumference and n ∈ Z.
The guiding center density operator can be expressed in
a second quantized form in this basis:

ρ̄(q) = e−iqxqy`
2/2
∑
k

e−iqxk`
2

c†kck+qy (8)

Notice that ρ̄(q) is periodic under qx`→ qx`+Ly/` upto
a sign that depends on whether qyLy/2π is an even or
odd integer.

The projected static structure factor is a very useful
quantity that we can extract from iDMRG simulations.
It is defined by:

s̄(q) =
1

Nφ
〈0|ρ̄(−q)ρ̄(q)|0〉 (9)

where Nφ = Ne/ν is the number of flux quanta, Ne is
the number of electrons, ν is the filling fraction, and |0〉
is the ground state. In this paper, we are interested in
the excitation spectrum of the QH states. To this end,
we define the following retarded dynamical correlation
function:

D̄R(q, t) =
iΘ(t)

Nφ
〈0|[ρ̄(q, t), ρ̄(−q, 0)]|0〉 (10)

where ρ̄(q, t) = eiHtρ̄(q)e−iHt and Θ(t) is the Heaviside
step function. The imaginary part of its Fourier trans-
form gives the projected dynamical structure factor:

s̄(q, ω) = lim
η→0+

1

π
Im[D̄R(q, ω + iη)] (11)

The projected dynamical structure factor has the impor-
tant property that it is nonzero only if there is an excited
state at wavevector q and energy |ω|. Further, the matrix
element of the guiding center density operator, between
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FIG. 1. The initial configuration in the TDVP algorithm. A finite segment containing Nφ orbitals is embedded in the infinite
quasi-1D ground state. We apply the operator n0 at the mid-point to construct the excited state |ψ〉 and time-evolve it using
TDVP in the region Lt. This region is dynamically expanded in a light cone as the disturbance spreads over time.

the ground state and the excited state, must be nonzero.
This can be seen explicitly from the following expression:

s̄(q, ω) =
1

Nφ

∑
n

| 〈0|ρ̄(q)|n〉 |2 δ(ω − En + E0)

− {ω ↔ −ω} (12)

where |n〉 is an excited state with the energy En − E0

above the ground state. It can be noticed that the in-
tegral of the projected dynamical structure factor, over
positive frequencies, is equal to the projected static struc-
ture factor, i.e.,

s̄(q) =

∫ ∞
0

dω s̄(q, ω) (13)

In the following two subsections, we briefly review the
single-mode approximation theory of GMP[18] and ex-
plain the details of our approach to the numerical com-
putation of the dynamical structure factor. A reader in-
terested in the results and their interpretations may skip
forward to section III.

A. Single-mode approximation

The magnetoroton is a fundamental low energy neutral
collective excitation of the FQH states. For example, at
ν = 1/3, it corresponds to a bound pair of a quasi-hole
and quasi-electron. GMP had proposed a single-mode
approximation (SMA) to study this mode.[18] We sum-
marize the main aspects of their theory in this subsection.

We postulate an excited state wavefunction with mo-
mentum q by applying the guiding center density opera-
tor on the ground state:

|q〉 =
ρ̄(q)√
Nφ

|0〉 (14)

The energy of this excited state, in the presence of inver-

sion symmetry, can be expressed as:

∆E(q) =
f̄(q)

s̄(q)
(15)

s̄(q) = 〈q|q〉 (16)

f̄(q) = 〈q|(H − E0)|q〉

=
1

2Nφ
〈0|
[
ρ̄(q)†, [H, ρ̄(q)]

]
|0〉 (17)

where E0 is the ground state energy. For the Hamiltonian
in Eq. (5), we can use the GMP algebra (4) and obtain:

f̄(q) =
1

2

∑
q′

Ṽ (q) 4 sin2

(
q`× q′`

2

)
(s̄(q′ + q)− s̄(q′))

(18)

Thus, the SMA energy can be obtained purely from the
ground state properties.

A general result of GMP is that f(q) ∼ q4 in the limit
q → 0. Crucially, for gapped states with inversion sym-
metry, s̄(q) ∼ q4 at long wavelengths. Therefore the
energy gap predicted by the SMA approaches a nonzero
constant in this limit. However for gapless states, the
static structure factor may vanish more slowly and the
SMA may also describe certain properties of the gapless
modes.

In this paper, we compute the dynamical density-
density correlation function of the quantum Hall states at
ν = 1/3 and ν = 1/2. As such, we make use of the SMA
in a few different ways. At ν = 1/3, we directly compare
the SMA energy (15) with the magnetoroton spectrum.
Additionally, we also use the fact that the SMA energy
is equal to the average energy of excitations weighted by
the dynamical structure factor s̄(q, ω), i.e.,

∆E(q) =

∫ ∞
0

dω ωs̄(q, ω)
/∫ ∞

0

dω s̄(q, ω) (19)

Thus, it can serve as a straightforward check of the nu-
merically computed dynamical structure factor. Notice
that an implication of this relation is that the SMA gives
an upper limit on the energy of excitations.
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B. Dynamics via TDVP

The time-dependent variational principle[14–16] can
be used to time-evolve a quantum mechanical wavefunc-
tion expressed as a matrix-product state (MPS). In this
paper, we use TDVP to compute the dynamical density-
density correlation function. We limit ourselves to the
case qy = 0 where the guiding center density operator
ρ̄(qx) ≡ ρ̄(qx, qy = 0) takes a simple form in the Landau
gauge:

ρ̄(qx) =
∑
k

e−iqxk`
2

nk (20)

where nk = c†kck is the occupation number operator of

the kth Landau orbital. We define the following time-
dependent correlation function:

Cpk(t) = 〈0|np(t)nk(0)|0〉
= 〈0|eiHtnpe−iHtnk|0〉 (21)

For simplicity, consider the case when the ground
state is symmetric under translation by 1-site. We have
Cpk(t) ≡ Cp−k(t). Therefore, using the time-evolved ex-
cited state |ψ(t)〉 = e−iHtn0 |0〉, we can obtain Ck(t) by
measuring the following matrix element, i.e.,

Ck(t) = eiE0t 〈0|nk|ψ(t)〉 (22)

The retarded density-density correlation function can
be calculated by performing a Fourier transform on the
connected part of the correlation function Cck(t):

D̄R(qx, ω + iη) =∑
k

∫ ∞
0

dt ei(ω+iη)te−iqxk`
2

i (Cck(t)−Cck
∗(t))

(23)

where we have included a broadening factor η > 0.
The calculation can be readily generalized to the case
when the ground state is invariant under translation
by Nu orbitals. In this case, we time-evolve Nu ex-
cited states defined by |ψm(t)〉 = nm |0〉, where m ∈
{0, 1, · · · , Nu − 1}. The Nu number of correlation func-

tions C
(m)
k (t) = eiE0t 〈0|nk+m|ψm(t)〉 are then averaged

to obtain the dynamical correlation function.
Let us summarize our time-evolution approach.[39] Us-

ing iDMRG, we first converge to a ground state with a
unit cell of Nu orbitals. In principle, we can create an
infinite 1D system by repeating this unit cell. However,
since the disturbance is local and spreads in a light cone
over time, we consider a geometry where a finite size
segment of the 1D system containing Nφ orbitals is em-
bedded in an otherwise uniform environment. Then the
initial excited state |ψm(0)〉 can be constructed by apply-
ing the orbital occupation number operator nm near the
mid-point of the segment. We then perform the two-site
TDVP (TDVP2) with a time-step δ in a region of size

Lt orbitals around the midpoint and compute an MPS
representation of the state |ψm(nδ)〉. As the disturbance
spreads, the region of time-evolution is dynamically ex-
panded up to the maximum number of orbitals equal to
Nφ and the bond-dimension is allowed to increase. This
is summarized in Fig. 1.

The gapped ground states such as the Laughlin FQH
state at ν = 1/3 can be well approximated in an MPS
form due to a finite correlation length and the area law
of entanglement. However, the excited states or gap-
less ground states, for example at ν = 1/2, are more
challenging. In obtaining the dynamical properties, we
necessarily deal with the latter and increasing the bond-
dimension or decreasing the time-step to overcome this
problem is often not practical. As such, we use a few
tricks to improve our results. To this end, we define a
measure of the error as follows:

E(t) = eiE0t
〈0|ψ(t)〉
〈0|ψ(0)〉

(24)

For an exact time-evolution, E(t) = 1. However, over
the course of time-evolution, the TDVP algorithm ad-
justs the MPS basis states to the target time-evolved ex-
cited state. Therefore, the time-evolution operator e−iHt

applied on |ψ(0)〉 is not identical to applying it on the
ground state and E(t) becomes time-dependent. This er-
ror, for example, leads to correlations outside the light
cone. Therefore, to get physically sensible results, the
disconnected piece of the correlation function should be
defined by inserting |0〉 〈0| to the left of the time evolution
operator e−iHt in Eq. (21), i.e.,

Cck(t) = Ck(t)− Cdis.k (t) (25)

Cdis.k (t) = eiE0t 〈0|nk|0〉 〈0|ψ(t)〉 (26)

= E(t)Cdis.(0) (27)

In addition to this, such an error induces the breaking of
charge conservation when measured from the correlation
function, i.e.:

Ne,corr(t) =
1

〈0|n0|0〉
∑
k

Ck(t) (28)

= NeE(t) (29)

This might be undesirable especially when averaging over
a unit cell. We propose to fix this by dividing the mea-
sured correlation function by the error:

Cck(t) =
Ck(t)

E(t)
− Cdis.(0) (30)

In general, we find that this procedure makes a difference
only when the bond-dimensions are not big enough to suf-
ficiently capture the time-evolved state. Notice that the
disconnected piece has now become time-independent.
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FIG. 2. The neutral excitation spectrum of ν = 1/3 FQH
state on an infinite plane. The red curve is the magnetoro-
ton mode composed of a bound pair of a fractionally charged
quasi-hole and quasi-electron. It has a minimum at q = qmin

and ω = ωmin.. The cyan region contains the two-roton con-
tinuum, and other states such as multiple rotons, with a mini-
mum energy equal to twice the energy of the roton minimum.

III. FQH STATE AT ν = 1/3

For the Laughlin FQH state at ν = 1/3, the unit cell
is composed of three orbitals with the root configuration
010.[40, 41] In Fig. 3, we show the dynamical structure
factor for the V1 Haldane pseudopotential interaction at
Ly = 10` and qy = 0. While in Fig. 4, we plot the case
of Coulomb interactions defined in Eq. (6) with ξ = 20`
and Ly = 9`. Additional numerical details are provided
in Appendix A.

To interpret our results on the cylindrical geometry
with a finite circumference, let us first describe the low
energy neutral excitations of the Laughlin state in the
2D limit. As shown in Fig. 2, the lowest energy mode is
the magnetoroton formed by binding a quasi-hole with a
quasi-electron.[5, 6, 10, 18, 42] The roton dispersion has
a minimum at q = qmin that represents the short distance
Wigner crystal like correlations. In addition, there is a
continuum of excited states formed by exciting two or
more rotons above the ground state, in addition to other
possible neutral modes. The continuum starts at twice
the energy of the roton minimum.

We now explain the general features observed in the
numerically computed dynamical structure factor at ν =
1/3 on the infinite cylinder geometry. In Fig. 3, we ob-
serve a sharp magnetoroton branch at 0.07 . qx` . 2.6.
At other wavevectors, the roton state is overdamped or
has a small weight, nevertheless, it can still be distinctly
identified. The properties of this mode can be under-
stood in terms of the fractionally charged excitations as
follows. The density operator ρ(q) applied on the ground
state kicks the guiding center of one electron by the vec-
tor Rαeh = −εαβqβ`2, creating an electron-hole pair with
a dipole moment pα = −eεαβqβ`2. However, the low en-
ergy excitations of the Laughlin state are the quasi-holes
and quasi-electrons that carry fractional charges in mul-
tiples of e/3. The roton mode, being neutral, is a bound
pair of a single quasi-hole and quasi-electron. Thus, the
guiding centers of its constituents must be separated by

the vector Rαqeqh = −3`2εαβqβ to carry a dipole moment
equal to pα. Since qy = 0, Rαqeqh is parallel to the cir-
cumference and therefore, we expect that the roton en-
ergy would be periodic under Ryqeqh → Ryqeqh + Ly or

qx` → qx` + Ly/3`. In addition, we can separate the
pair of quasi-particles by a maximum distance of Ly/2
and thus the roton spectrum must be symmetric around
qx` = Ly/6`. Both of these features are observed in Figs.
3 and confirm the fractional charge of the constituents of
the roton. We remark that these statements pertain to
the energy of the roton excitation and not the spectral
weights. The dynamical structure factor involves elec-
tron operators as opposed to the quasi-particle operators
and thus the spectral weight is periodic with a longer
period equal to ∆qx` = Ly/`.

The finite cylinder circumference acts as a cutoff on
the maximum separation of the quasi-hole and the quasi-
electron when qy = 0. Therefore, at small circumference,
the roton minimum lies at qx,min` = Ly/`. As we increase
Ly, we expect that the position of the roton minimum
would become independent of size once qx,min reaches its
true 2D-limit value. However, the energy spectrum would
still remain periodic with the period ∆qx` = Ly/3` and
the period would diverge in the thermodynamic limit.

At qx . qx,min, the roton dispersion is close to the pre-
diction of SMA. However, at larger wavevectors, it fails
to describe the roton dispersion. This can be understood
using the fact that the SMA creates an electron-hole pair.
At small separations, i.e. qx` � 1, the electron and the
hole overlap and can describe the roton where the quasi-
electron and the quasi-hole overlap as well. In this limit,
the roton corresponds to a collective density mode that
has a dipole moment transverse to the wavevector. How-
ever, at larger qx` values, the electron and the hole are
composed of three quasi-electrons and three quasi-holes
respectively that are well separated in space. Thus, the
SMA variational state contains additional contributions
from several exact excited states that contain more than
one roton.

The spread out dynamical structure factor at around
qx` = Ly/3` can be interpreted as the two roton con-
tinuum. As shown in the figure, the minimum energy
of the continuum matches with the sum of the energies
of two rotons each sharing half of the total momentum.
Notice that this is different from the 2D case where one
can create two rotons precisely at the minimum whose
wavevectors can be added to give any q ≤ 2qmin and
thus the two-roton minimum is flat as a function of q
for q < 2qmin. However, qy is discrete in the infinite
cylinder geometry and thus the minimum energy of the
two-roton continuum acquires a curvature. Moreover, we
find that as the magnetoroton enters the continuum, it
becomes overdamped due to mixing with the two-roton
states. We also expect the two-roton continuum to be
present at around qx` = 0 with its minimum energy equal
to twice the roton minimum. However, creating two un-
bound rotons requires separating the quasi-particles by
a large distance, while ρ̄(q) operator creates an electron-
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(a)

(b)

FIG. 3. (a) The dynamical structure factor of ν = 1/3 Laughlin FQH state at Ly = 10` for V1 Haldane pseudopotential. A
sharp roton mode is visible at 0.7 . qx` . 2.6 with the roton minimum at qx` = qx,min` = Ly/6`. The energy of the roton
mode is periodic under qx`→ qx`+Ly/3`. The two-roton continuum can be observed at around qx` = Ly/3`. The dashed lime
curve shows the sum of energies of two independent rotons each with a momentum qx`/2. The dashed blue curve is the energy
obtained from the single-mode approximation (SMA). (b) The dynamical structure factor at small qx`. The sharp roton mode
becomes overdamped as it enters the two-roton continuum at qx` ≈ 0.7.

(a)

(b)

FIG. 4. (a) The dynamical structure factor of ν = 1/3 Laughlin FQH state at Ly = 9` for Gaussian Coulomb potential with
ξ = 20`. Generally, the features are similar to Fig. 3. The roton mode becomes overdamped at qx` . 0.6 is as seen in (b).

hole pair separated by a small distance at small q`. Thus,
the continuum at small qx` does not have any signifi-
cant spectral weight in the dynamical structure factor.
Nevertheless, we can see the effect of its presence in the
overdamping of the roton mode at qx` . 0.7.

In Fig. 4, we plot the dynamical structure factor of the
Laughlin state for Coulomb interactions and Ly = 9`. In
general, the features are similar to the V1 Haldane pseu-
dopotential case. There are a few minor differences such
that the two-roton continuum appears with a smaller
weight and the roton minimum is deeper.

IV. CFL STATE AT ν = 1/2

The half-filled Landau level is a gapless QH state that
exhibits properties of a Fermi surface. The theory of
composite-fermions has been quite successful in under-
standing this phase.[3, 4, 8] Traditionally, CFs are con-
structed by attaching two-flux quanta to electrons. At

half-filling, these flux quanta cancel the external mag-
netic field and thus the CFs fill up a Fermi sea. In this
section, we use an alternative Dirac CF description pro-
posed by Son[8] that explicitly contains the particle-hole
symmetry at ν = 1/2. In this language, the CFs can be
interpreted as vortices and their theory is a part of the
duality web in 2+1 dimensions.[43–45]

The CF Fermi-surface description was corroborated
numerically in Ref. 12 where the authors numerically
computed the ground state at ν = 1/2 on the infinite
cylinder geometry using iDMRG. Due to the finite cir-
cumference, the CF Fermi sea splits into wires at mo-
menta ky = nκ, where n is either an integer or a half-
integer depending on whether the number of wires is odd
or even and κ = 2π/Ly. They found that the static struc-
ture factor contains singularities at wavevectors consis-
tent with a circular Fermi surface in the 2D limit. This
is summarized in Fig. 5.

In this section, we obtain the neutral excitation spec-
trum of the half-filled Landau level by computing the
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(b)

FIG. 5. The Fermi sea of CFs splits into discrete wires in an infinite cylinder geometry at ky = nκ where n is an integer if the
number of wires is odd and half-integer if the number of wires is even. Also, κ = 2π/Ly. (a) The unique scatterings between
the 8 Fermi-points for the case of 4 wires (horizontal lines). (b) s̄(q) calculated in iDMRG for qy/κ = 0, 1, 2, 3 at Ly = 14`. It
contains singularities at wavevectors consistent with (a).

dynamical density-density correlation function. We con-
trast our results with the Dirac CF theory placed on the
infinite cylinder and show that the theory agrees with our
numerics quantitatively. Our plan for this section is as
follows. We briefly describe the theory of quasi-1D CFs
in subsection IV A and then present numerical results in
subsection IV B.

A. Quasi-1D theory of CFs

In Ref. 12, a quasi-1D theory of CFs was proposed on
a torus of dimensions Lx×Ly with Lx →∞ and Ly ∼ `.
The CFs interact with a gauge field and can be thought
of as the quasi-1D descendants of Son’s Dirac CFs.[8] An
important advantage of the 1+1D geometry is that one
can use bosonization to derive explicit expressions for the
dynamical correlation functions even in the presence of
interactions. In this subsection, we review its important
aspects.

We start with the 2+1D Son’s theory in Euclidean
time:[8, 46]

L = −ψ̄γτDa
τψ − vψ̄γjDa

jψ − µψ†ψ +
i

4π
Ada

− i

8π
AdA+ iFτjP

j + · · · (31)

FijP
j =

i

2

(
ψ†(Da

i ψ)− (Da
i ψ
†)ψ
)

(32)

ρe = i
δL
δAτ

=
B − b

4π
− ∂jP j (33)

where Da
µ ≡ ∂µ − iaµ, the metric signature is (+,+,+),

γτ = σz, γx = σy, γy = −σx, ψ† = −ψ̄γτ , adc ≡
εµνλaµ∂νcλ, Fµν = ∂µAν − ∂νAµ with Fij = εijB. “aµ”
is the emergent gauge field, “Aµ” is the external gauge
field and b = εij∂iaj . Further, µ is the chemical poten-
tial of the CFs and ρe is the electric charge density. We
have introduced “v” as the velocity of the Dirac fermion.
Notice that aτ implements the constraint ψ†ψ = 1/4π`2.

We have included the dipole term in the Lagrangian
that was postulated to satisfy Galilean invariance.[46, 47]
As we’ll see, the electric density-density correlation func-
tions at qy = 0 will involve the electric charge density
contributed by this term. We can interpret it as follows.
As we can notice, the electric dipole density is propor-
tional and perpendicular to the momentum density of the
Dirac fermion. This is consistent with the lowest Landau
level structure where the guiding center position in one
direction is the generator of translations in the perpen-
dicular direction. We note that this term was also pro-
posed in Ref. 12 based on symmetries and the magnetic
translation algebra.

As explained in Fig. 5, the CF Fermi sea splits
into wires separated in the y-momentum direction by
∆ky = mκ in the quasi-1D geometry where m ∈ Z.
These wires can be studied using bosonization.[48, 49]
Close to the Fermi-points, we denote the Dirac CF cre-
ation and annihilation operators by f†nr(kx), fnr(kx) re-
spectively. “n” indexes the y-momentum of the wire, i.e.,
ky = nκ, while kx is the x-momentum. Further, r = ±1
or r = R/L distinguishes the right/left mover. We can
write a linearized CF Hamiltonian:

ψ(r) ∼ 1√
LxLy

′∑
kx

∑
nr

1

2

(
1
k+
k

)
eik.rfnr(kx) (34)

H0
cf =

′∑
kx

∑
nr

vnr(kx −KF
nrx) : f†nr(kx)fnr(kx) : (35)

where ψ(r) is the Dirac CF annihilation operator, the
primed sum indicates that kx is near the Fermi-point
labeled by “nr” with Fermi-momentum KF

nr and k± =
kx ± iky. Also, vnr are the velocities close to the Fermi-
point.

7



Let us define the slow bosonic variables as follows:

fnr(x) =
1√
Lx

∑
kx

fnr(kx)ei(kx−K
F
nrx)x (36)

=
1√
2πα

Fnre
−irπx/Lxeirφnr(x) (37)

where α is a large momentum regularization with the
units of distance and Fnr are the unitary Klein factors
that anti-commute between different species.

The CFs are coupled to the emergent gauge field
aµ(q). At qy = 0, we assume that it corresponds to a
1 + 1D gauge field. This implies that the qy = 0 Fourier
component of the emergent magnetic field is zero, i.e.
b(qx, qy = 0) = 0. Thus, there is only one polarization
of the gauge field important at qy = 0. Let us pick the
gauge ay(q) = 0 and ax(qx, qy = 0) = 0. Our strategy
for dealing with the emergent gauge field is as follows.
We integrate out all of its Fourier components at finite
wavevectors and assume that they generate scatterings
between the CF wires. The long wavelength component,
i.e., qy = 0 and qx ≈ 0, is treated separately and would
be shown to result in a long range interaction that gaps
out the total CF density mode.

We can write a general quadratic theory of the bosonic
modes after integrating out the finite wavevector Fourier
components of the emergent gauge field as follows:

L =
i

4π
(−1)r∂xφnr∂τφnr +

1

4π
vnr,n′r′∂xφnr∂xφn′r′

+ iaqy=0
τ

1

2π
√
Ly

∑
nr

∂xφnr (38)

where vnr,n′r′ is a positive-definite real matrix. Its off-
diagonal components contains contributions from the
scatterings between the Fermi-points due to the inter-
actions generated by the emergent gauge field. The last
term corresponds to the remaining coupling between the
CF density and the emergent gauge-field at long wave-
lengths.

An important consequence of the presence of an emer-
gent gauge field is that it induces a long range density-
density interaction that gaps out the total charge mode
of the CFs. We can see this explicitly by considering

a Maxwell term at long wavelengths: L =
q2x
2g2 (a

qy=0
τ )2.

Upon integrating out a
qy=0
τ , we generate a mass propor-

tional to g for the total density mode:

Leff [g] =
g2

2(2π)2Ly

(∑
nr

φnr

)2

(39)

The massive CF plasmon is an effect of the softening of
the constraint imposed by the aτ gauge field. Its mass
goes to infinity as the constraint gets hardened in the
limit the Maxwell term goes to zero. Therefore, we are
left with at most Nw−1 gapless modes. This was verified
in Ref. 12 using the central charge calculated in DMRG.

We now turn to the discussion of the discrete symme-
tries. The theory of CFs at ν = 1/2 on the torus has
three discrete symmetries: particle-hole (time-reversal
for CFs), mirror and inversion symmetries. Let us sum-
marize their actions on the CF operators:

1. Particle-hole symmetry:

T −1fnr(kx)T =
k+

k
f−n,−r(−kx) (40)

T −1iT = −i (41)

T −1φnrT = φ−n,−r (42)

2. Inversion symmetry:

I−1fnr(kx)I = f−n,−r(−kx) (43)

I−1φnr(x)I = −φ−n,−r(−x) (44)

3. Mirror symmetry:

(MxT )−1fnr(kx)MxT = fn,−r(−kx) (45)

(MxT )−1iMxT = −i (46)

(MxT )−1φnrMxT = φn,−r (47)

A direct consequence of these symmetries is vnr,n′r′ =
v−n−r,−n′−r′ , vnr,n′r′ = vn−r,n′−r′ . We can make the
inversion and PH symmetries explicit in the bosonized
theory by combining the bosonic modes in the following
way:

2Φn = φnR + φ−nL (48)

2Θn = φnR − φ−nL (49)

Notice that the pair (Φn,Θn) is (even, odd) under
PH symmetry and (odd, even) under inversion. Also,
(MxT )−1ΦnMxT = Φ−n and (MxT )−1ΘnMxT =
−Θ−n.

We are interested in the electric density-density cor-
relation function at qy = 0. Since there is no emer-
gent magnetic field component at qy = 0, the lead-
ing contribution to the electron-density operator is the
dipole term in Eq. (33). At long wavelengths, i.e.
qy = 0, qx` � 1, the density operator ρe(qx) ∼ −iqx ×
`2
∑
nrK

F
nryf

†
nr(kx)fnr(kx + qx). As such, the effect of

electron-electron interactions beyond the mean-field ap-
proximation are irrelevant. To see this explicitly, let us
consider the following form of the interactions:

Hee =
1

2

∑
q

V (q)ρe(q)ρe(−q) (50)

As long as the interaction potential is short ranged com-
pared to V (qx) ∼ 1/q2

x, the Hee term has higher powers of
qx than q2

x. Thus, the only effects of the interactions are
to give the bare velocities vnr,nr to the CFs and generate
scatterings between the CF Fermi-points. We contrast
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this with the 2D limit where the gauge fluctuations in-
duced by the Coulomb interactions, on top of the mean-
field approximation, are marginal. And shorter-range in-
teractions lead to a non-Fermi liquid behavior.[34, 35]

Lastly, we expect the density-density correlation func-
tion to look like:

〈ρe(qx, ω)ρe(−qx,−ω)〉 ∼ vκ3(qx`)
4

ω2 + v2q2
x

+ · · · (51)

where ω is the frequency corresponding to the Euclidean
time. Therefore, we expect the static structure factor at
long wavelengths: s̄(qx) ∼ (qx`)

3. This should be con-
trasted with the s̄(q) ∼ (q`)3 log 1/q` behavior predicted
by the 2D theory.[4, 37] We believe that in the limit of
a large number of wires, the quasi-1D behavior would
crossover to the one expected in the 2D theory.

B. Numerical results at ν = 1/2

We present the numerical results for the case of two and
three wires and contrast them with the quasi-1D theory.

1. Two-wires

The ground state at ν = 1/2 is found in the root con-
figuration 0110 when the CF Fermi sea is composed of
two wires. Exploiting the mirror and PH symmetries, the
unit cell averaged time-dependent quantities can be ob-
tained by performing time-evolution of only one excited
state constructed by applying the number operator on
the third site of the unit cell. In Fig. 6(a)-(b), we plot
the numerically computed dynamical structure factor for
Coulomb interactions at Ly = 7.2`. The spectrum con-
tains one low energy mode that has a linear dispersion.
Additionally, there is a continuum of excitations in a fan
near qx` = 2KF

x = Ly/4` = 1.8. Both features are char-
acterized by the same velocity u− that we determine to
equal 0.29e2, where e2 is the strength of the Coulomb
interaction.

To compare the theory with our numerical results, we
make a few predictions. To this end, let us consider the
quasi-1D CF theory of two Fermi wires. It contains two
modes which can be arranged in the linear combinations:√

2Φ± = Φ1/2±Φ−1/2. The two linear combinations have
different eigenvalues under the mirror symmetry and thus
are decoupled. The (Φ+,Θ+) mode corresponds to the
total CF density mode and is gapped. The effective the-
ory of the remaining (Φ−,Θ−) mode can be written as:

Seff =

∫
dxdτ Leff (52)

Leff =
u−

2πK−
(∂xΦ−)2 +

u−K−
2π

(∂xΘ−)2

+
i

π
(∂τΦ−)(∂xΘ−) +

gpair

(2πα)2
cos
(

2
√

2Θ−

)
(53)

where u− and K− are the velocity and the Luttinger pa-
rameter respectively. The last term arises from scattering
a pair of CFs with a net zero momentum from one pair
of Fermi-points to the other.

There are four Fermi-points at wavevectors
(±κ/2,±KF

x ), where KF
x > 0. The low energy

electric density-density correlation functions can be
calculated using the following expressions:

ρe(qx, ω) = ρ(0)
e (qx, ω) + ρ

(2KF
x )

e (qx, ω) (54)

ρ(0)
e (qx, ω) = − q2

xκ`
2

π
√

2Ly
Θ−(qx, ω) (55)

ρ
(2KF

x )
e (x, τ) ∼ − `2κ2

πα
√
Ly

sin(
√

2Θ−) cos(2KF
x x+ Φ+)

(56)

D̄(0)(qx, ω) =
(2π)2

L3
y

u−(qx`)
4/K−

u2
−q

2
x − ω2

(57)

D̄(2KF
x )(qx, ω) ∝ 1(

u2
−(|qx| − 2KF

x )2 − ω2
)1−1/2K−

(58)

where ω corresponds to the frequency in real-time, ρ
(0)
e

and ρ(2KF
x ) are the electric density operators near qx = 0

and qx = 2KF
x respectively. Further, D̄(qx, ω) is the

dynamical density-density correlation function.
The form of the low energy correlation functions is con-

trolled by the two parameters u− and K−. Specifically,
the static structure factor s̄(qx) ∼ (qx`)

3 in the limit
qx`→ 0 and its coefficient is predicted to depend on the
Luttinger parameter K− as follows:

s̄(0)(qx) =
2π2`3

L3
yK−

(qx`)
3 (59)

In Fig. 6(e), we determine K− = 1.33 from the in-
tercept of a linear fit of s̄(qx)/(qx`)

3 to qx` in the limit
qx` → 0. The Luttinger parameter obtained from the
long wavelength limit also controls the behavior at finite
qx`. To see this, note that the dynamical structure factor
at qx` = 2KF

x at low energies is given by:

s̄(2KF
x , ω) ∝ sgn[ω]

|ω|1−1/2K−
(60)

In Fig. 6(c), we show that the behavior predicted
from K− = 1.33 agrees with the numerically computed
s̄(2KF

x , ω). In addition, we show that the precise form of
real part of the dynamical correlation function D̄(qx`, ω)
predicted by the theory at qx` = 0.25 . 1 (Eq. (57)) is
consistent with our numerics.

At qx` ≈ 0.1, we observe that the s̄(qx) ∼ (qx`)
3 be-

havior breaks down and the static structure factor crosses
over to s̄(qx) ∼ (qx`)

4. This indicates that the low en-
ergy mode is, in fact, gapped. We estimate the gap to be
around ωg ≈ 0.01e2/` using SMA which is too small to
be resolved in our numerics. Therefore, we only observe
the physics at energies above the gap where, as we have
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(a)

(b)

(c)
(d) (e)

FIG. 6. The case of CF Fermi sea composed of two wires. (a) The dynamical structure factor s̄(qx, ω) of the ν = 1/2 state
at Ly = 7.2` for Gaussian Coulomb interaction (Eq. (6)) with ξ = 20. There is a single low energy mode at small qx and
a fan corresponding to the particle-hole excitations near qx` = 2KF

x ` = Ly/4` = 1.8. The dashed lime curve shows that the
velocities of the two features are equal. (b) The low energy mode at small qx` and the linear dispersion (inset) with a velocity
u0 = 0.29e2 where e2 represents the strength of the Coulomb interaction. (c) s̄(2KF

x , ω) vs ω on a log-log scale, (d) Real part
of the density-density correlation function D̄(qx, ω) at qx` = 0.25, and (e) static structure factor s̄(qx)/(qx`)

3 for different bond
dimensions. Dashed curves in (c), (d) and (e) show agreement between the theory and the data with a Luttinger parameter K−
equal to 1.33. In (e), the static structure factor is converged at qx` < 1 and it crosses over from (qx`)

3 to (qx`)
4 at qx` ∼ 0.1

suggesting a gap at small wavevectors. The gap is estimated to be ωg = 0.01e2/` within SMA.

shown, the quasi-1D CF theory is quantitatively consis-
tent with our numerics.

The nature of the ground state at energies below the
gap can be understood using the gpair term in Eq. (53).
WhenK− > 1, this term is relevant and leads to a gapped
phase as long as gpair 6= 0. Therefore, in fact, the gap
is predicted by the CF theory since we obtained K− =
1.33 > 1 and the numerical observation confirms it. Since
the pairing term scatters a pair of fermions with a net
zero momentum, the resulting phase is a quasi-1D version
of a CF superconductor. We determine that the state
breaks particle-hole symmetry since the unit cell has a
0110 CDW pattern. Thus, the ground state is a quasi-
1D version of the Moore-Read state.[50]

2. Three-wires

Similar to the two-wires case, we perform numerical
simulation of the three-wires CF Fermi sea. The root con-
figuration is 01 and Ly = 9.1` in the presence of Coulomb
interaction. To minimize errors, we take an explicit aver-
age of the correlations over the unit cell. The dynamical
structure factor is shown in Fig. 7. We observe two fans
at qx` = 1.325 and qx` = 1.9 that correspond to the two
unique 2KF

x values of the three CF wires. However, there
is only one gapless mode visible in the limit qx` → 0.
Its dispersion agrees with the fan near the smaller 2KF

x

value, i.e. qx` = 1.325. As we explain, the predictions
of the quasi-1D theory are consistent with these features
observed in the numerical results.

Let us analyze the three-wire quasi-1D CF theory that
is composed of 3 bosonic modes. We can form the fol-
lowing linear combinations, chosen to be the eigenstates

10



(a) (b)

(c) (d)

FIG. 7. The case of CF Fermi sea composed of three wires. (a) The dynamical structure factor s̄(qx, ω) of the ν = 1/2 state
at Ly = 9.1` for Gaussian Coulomb interaction (Eq. (6)) with ξ = 20. There are two gapless degrees of freedom that produce
the fans near qx` = 1.325 and qx` = 1.9. At small qx`, we observe one gapless mode that has a velocity equal to the fan
at qx = 1.325 (dashed lime curve). There is no spectral weight at the velocity of the second fan at qx` = 1.9 (dashed cyan
curve) in agreement with the quasi-1D CF theory. (b) The single gapless mode at small qx`. The inset shows a fit to a linear
dispersion with a quadratic correction with velocity u− = 0.19e2. Another mode is visible at qx` ≈ 0.5, however, it disappears
at long wavelengths. (c) A comparison of the numerically computed dynamical structure factor and the theoretical prediction
with K− = 0.91 at the first fan, i.e. qx` = 2KF

x,− = 1.325. (d) The static structure factor s̄(qx)/(qx`)
3 vs. qx` for various bond

dimensions χ. As shown in the inset, the point of the crossover between s̄(qx) ∼ (qx`)
3 and s̄(qx) ∼ (qx`)

4 goes to q` = 0 as
χ→∞.

of the mirror symmetry:
√

3ΦT = Φ1 + Φ0 + Φ−1 (61)
√

6Φc = 2Φ0 − Φ1 − Φ−1 (62)
√

2Φ− = Φ1 − Φ−1 (63)

ΦT is gapped and Φc,Φ− are the two linearly dispersing
low energy modes. Notice that the pairs (Φc,Θc) and
(ΦT ,ΘT ) have the same symmetries and thus can mix.
On the other hand, the pair (Φ−,Θ−) is decoupled from
them.

At long wavelengths, the electric density operator
is given by ρe(x) = −∂2

x

∑
KF
nryφnr. Since KF

nry =

sgn[n]|KF
nry|, ρe(x) involves linear combinations of Θn

that change sign under n → −n. As such, only Θ−
can contribute to the electron density operator at long
wavelengths and the theory predicts that only one gap-

less mode should be visible. Further, since the (Φ−,Θ−)
mode involves the n = ±1 wires, it produces a fan at
qx = 2KF

1Rx that is at a smaller wavevector than the fan

produced by the n = 0 central wire at qx = 2KF
0Rx. This

is consistent with the observations in Fig. 7 where the
gapless mode at qx`� 1 has the same velocity as the fan
at the smaller wavevector.

The static structure factor at long wavelengths is pre-
dicted to be:

s̄(0)(qx) =
8π2`3

L3
yK−

(qx`)
3 (64)

where K− represents the Luttinger parameter of the
(Φ−,Θ−) pair. Using the qx` → 0 limit of s̄(qx)/(qx`)

3

in Fig. 7(d), we obtain K− = 0.91. As shown in Fig.
7 (c), the dynamical structure factor s̄(qx, ω) at the first
fan, i.e. qx` = 2KF

x,− = 1.325 agrees with the theoretical
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prediction based on this value of K−. This quantitatively
confirms the quasi-1D CF theory in the three-wires case.

A plot of the s̄(qx)/(qx`)
3 vs qx` shows that the

crossover from s(qx) ∼ (qx`)
3 to s(qx) ∼ (qx`)

4 behavior
occurs at smaller and smaller qx` values as the bond di-
mension goes to infinity. Therefore, the (Φ−,Θ−) mode
is gapless at long wavelengths. Since K− < 1, the theory
predicts that this mode is stable to a weak gpair,1 with
the interaction term:

Lint,1
eff =

gpair,1

(2πα)2
cos
(

2
√

2Θ−

)
(65)

Thus the theory is consistent with the numerical obser-
vation that the linearly dispersing mode at qx` � 1 is
gapless. Analogous to the two-wires case, this interac-
tion term corresponds to the scattering of a pair of CFs
with net zero momentum within the n = ±1 wires.

In addition, the theory contains an interaction that
scatters a pair of electrons with a net zero momentum
from the central wire at n = 0 to one of the the two
other wires at n = ±1. It can be expressed as follows in
terms of the bosonic modes:

Lint,2
eff =

gpair,2

(2πα)2
cos
(√

2Θ−

)
cos
(√

6Θc

)
(66)

This term is irrelevant if Kc < 3K−/(4K− − 1) ≈ 1.03,
where Kc is the Luttinger parameter of the canonically
conjugate pair (Φc,Θc) obtained after integrating out
(ΦT ,ΘT ). However, at present, we are unable to reliably
calculate Kc since the (Φc,Θc) mode is not visible at long
wavelengths. We believe that the dynamical correlation
function of an operator, that is even under PH symme-
try, may facilitate a more quantitative understanding of
the (Φc,Θc) mode.

V. CONCLUSION

In summary, we have computed at the neutral excita-
tion spectra of the ν = 1/3 and ν = 1/2 QH states in
the lowest Landau level using their dynamical structure
factors in the infinite-cylinder geometry. At ν = 1/3, we
found a magnetoroton mode and the two roton contin-
uum that are modified from the 2D limit due to the finite
circumference of the cylinder. We showed that these fi-
nite size effects can be understood in terms of the quasi-
particles that carry fractional charges in multiples of e/3.

At ν = 1/2, we found composite-fermion (CF) modes
at low energies and confirmed the predictions of the
quasi-1D CF theory. When the CF Fermi sea is com-
posed of two wires, we observe only one low energy mode.
Its properties were shown to be quantitatively consistent
with the quasi-1D CF theory. Further, it was found to
be unstable to an interaction that corresponds to the
scattering of a pair of CFs with a net zero momentum.
Therefore, the ground state can be understood as a CF
superconductor, i.e., the quasi-1D analogue of Moore-
Read state at energies below the gap.

In the case when the Fermi-sea is composed of three
wires, we observed one gapless linearly dispersing mode
at low energies, but two fans at finite wavevectors.
This is consistent with the theoretical prediction that,
even though there are two low energy modes, only one
contributes to the dynamical density-density correlation
function at long wavelengths. Nevertheless, they pro-
duce two fans at the two distinct 2KF values of the three
wires. Our results provide a compelling evidence for the
CF theory at the half-filled Landau level.

At present, it is not clear to us how the quasi-1D CF
theory crosses over to the 2D limit. The static structure
factor behaves as s̄(qx) ∼ (qx`)

3 in the long wavelength
limit in the former. However, the 2D theories predict
s̄(q) ∼ (q`)3 log 1/q`.[4, 37] In the limit of a large number
of wires, we expect that the gauge fluctuations that scat-
ter CFs between different wires in the quasi-1D theory
would become relevant. In addition, wires with vanish-
ingly small lengths would appear near the top and bot-
tom of the Fermi sea. Understanding how these effects
modify the long wavelength behavior is an interesting
problem for future research.

An obvious generalization of our work would be to
study the Jain states at filling fraction ν = p/(2mp+ 1)
with p,m ≥ 2.[30–32] Especially, determining how the se-
ries of fractional quantum Hall states leads to the ν = 1/2
gapless state is an interesting problem. We leave these
questions for future work.
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Appendix A: Additional numerical details at ν = 1/3

In Fig. 8, we plot additional figures showing the details
of the time evolution for the V1 Haldane pseudopotential
interaction at Ly = 10`. The bond dimension of the
ground state is χ = 80 and the maximum bond dimension
in the time-evolved region is set to be χ = 512.

The correlation and entanglement entropy spread out
in a light cone with nearly equal speeds. The error
E(t) defined in Eq. (24) remains small until long times.
Further, the static structure factor calculated from the
ground state agrees with the one calculated by integrat-
ing the dynamical structure factor. Moreover, as ex-
plained in Eq. (19), the SMA energy is close to the first
moment of the dynamical structure factor s̄(qx, ω).

Appendix B: Additional numerical details at ν = 1/2

1. Two-wires

In Fig. 9, we plot additional figures similar to the case
of ν = 1/3 for Ly = 7.2` in the presence of Coulomb
interaction. The bond dimension of the ground state is
χ = 128, while the maximum bond dimension in the
region of time-evolution is χ = 512. The error E(t) is
more significant than the ν = 1/3 case at late times,
however, other quantities such as the first moment and
the frequency integral of the dynamical structure factor
are accurate except at small qx`.

As a complement to the Coulomb interaction, we show
the results for Ly = 7.2` in the presence of V1 Haldane
pseudopotential interaction in Fig. 10. The results are
similar to the former case. The Luttinger parameter is
found to be K− = 1.125 and there is a small gap at
small qx` due to the CF pair instability. The agree-
ment between the theory and data for the power law
s̄(2KF

x , ω) ∼ 1/ω2−1/K− is slightly worse when compared
with the Coulomb interaction case presented in the main
text. It may be a result of the inaccuracies caused by
larger entanglement entropies observed for V1 Haldane
pseudopotential interaction.

2. Three-wires

The additional figures for the three-wires case at Ly =
9.1` in the presence of Coulomb interaction are shown
in Fig. 11. The bond-dimension of the ground state is
χ = 200 while the maximum bond-dimension of the time-
evolved state is chosen to be χ = 700. The errors are sig-
nificantly larger when compared with the CFL composed
of two-wires.
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(a) (b) (c)

(d) (e)

FIG. 8. Additional figures for Laughlin state at ν = 1/3, Ly = 10` in the presence of V1 Haldane pseudopotential interaction.
(a) The connected correlation function defined in Eq. (30) (b) The excess bipartite von Neumann entanglement entropy ∆S
generated during time-evolution. It is obtained by computing the von Neumann entanglement entropy of the time-evolved
excited state when the cylinder is cut into two halves to the left of the given site and then subtracting the ground state value.
(c) The error E(t) vs time. The blue and the green curve correspond to the excited states obtained by applying the occupation
number operator nk on the 2nd and 3rd orbital in the unit cell respectively. (d) The comparison of the static structure factor
obtained from the ground state vs. the integral of the dynamical structure factor over ω > 0. (e) First moment of the dynamical
structure factor 〈ω〉 vs. SMA.

(a) (b) (c)

(d) (e)

FIG. 9. Additional figures for CFL state with a Fermi sea composed of two-wires, Ly = 7.2` in the presence of Coulomb
interaction. (a) The connected correlation function, (b) the excess bipartite von Neumann entanglement entropy, (c) The error
E(t) vs. time. (d) The static structure factor obtained from the ground state vs. the integral of the dynamical structure factor
over ω > 0. (e) First moment of the dynamical structure factor 〈ω〉 vs. SMA.

15



(a)

(b)

(c)
(d) (e)

FIG. 10. (a) The dynamical structure factor s̄(qx, ω) of the ν = 1/2 state at Ly = 7.2` for Gaussian Coulomb interaction (6)
with ξ = 20. The results are similar to Fig. 6. (b) The low energy mode at small qx` and the inset shows the linear dispersion
with a velocity u− = 0.43V1` where V1 represents the strength of the interaction. (c) s̄(2KF

x , ω) vs ω on a log-log scale, (d) Real
part of the density-density correlation function D̄(qx, ω) at qx` = 0.25, and (e) static structure factor s̄(qx)/(qx`)

3 for different
bond dimensions. Dashed curves in (c), (d) and (e) show theoretical prediction with Luttinger parameter K− = 1.125. In (e),
We estimate a gap ωg equal to 0.01e2/` using SMA.

(a) (b) (c)

(d) (e)

FIG. 11. Additional figures for CFL state with a Fermi sea composed of three-wires, Ly = 9.1` in the presence of Coulomb
interaction. (a) The connected correlation function, (b) the excess bipartite von Neumann entanglement entropy, (c) The error
E(t) vs time. The blue and green curves correspond to the excited states obtained by applying the occupation number operator
on the two sites inside the unit cell. (d) The static structure factor obtained from the ground state vs. the integral of the
dynamical structure factor over ω > 0. (e) First moment of the dynamical structure factor 〈ω〉 vs. SMA.
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