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Unconventional superconductors have been long sought for their potential applications in quantum
technologies and devices. A key challenge impeding this effort is the difficulty associated with probing
and characterizing candidate materials and establishing their order parameter. Here we present a
platform that allows one to spectroscopically probe unconventional superconductivity in thin-layer
materials via the proximity effect. We show that inducing an s-wave gap in a sample with an intrinsic
d-wave instability leads to the formation of bound-states of quasiparticle pairs, which manifest as a
collective mode in the d-wave channel. This finding provides a way to study the underlying pairing
interactions vicariously through the collective mode spectrum of the system. Upon further cooling
of the system we observe that this mode softens considerably and may even condense, signaling the
onset of time-reversal symmetry breaking superconductivity. Therefore, our proposal also allows for
the creation and study of these elusive unconventional states.

I. INTRODUCTION

Materials exhibiting unconventional superconductivity
are key components of many proposed quantum devices.
For instance, triplet superconductors may allow for the
incorporation of magnetic functionalities into supercon-
ducting electronics [1, 2], as well as offering larger critical
magnetic field strengths [1, 3]. Similarly, a large amount
of work has been devoted towards realizing topologi-
cal superconductors, such as the elusive chiral p-wave
state [4–6]. Many of these useful unconventional states
break additional symmetries, beyond global U(1) sym-
metry, such as time-reversal symmetry [7–12].

The question of how to realize [6, 13, 14] and prepare
these systems not withstanding, it is often very difficult
to even characterize and verify the nature of these uncon-
ventional superconducting phases. Often, low dimension-
ality, low temperature scales, and complex order param-
eters can conspire to obscure the microscopic structure
of the ground state, making the unambiguous identifica-
tion of the state challenging. It has recently been empha-
sized that one potential solution to this problem is to use
the spectrum of collective modes in the superconductor
to look for signatures of the ground state order [2, 15–
17]. For example, one may study the multiple different
Higgs modes of an anisotropic superconductor to iden-
tify the ground state symmetry [15, 18–20]. Similarly, in
the case of time-reversal symmetry breaking multicom-
ponent [17, 21, 22] or multiband [10, 23, 24] superconduc-
tors, it has been argued that collective modes associated
to the relative phase stiffnesses may also provide signa-
tures of the time-reversal symmetry breaking.

While promising, this method is greatly restricted in its
applicability. In order to support these collective modes,
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the material must already have two or more closely com-
peting interactions, and if the system has a nodal order
parameter there is an additional threat due to quasipar-
ticle damping. In addition, the relevant frequency scales
for these collective modes is almost always on the order
of the electronic gap, and therefore usually falls within a
challenging frequency range of low-to-mid THz.

In this article, we present a way to overcome these chal-
lenges in a controlled and tunable manner by using the
proximity effect to build a “designer” collective mode.
This collective mode can then be used to probe the order
parameter of a candidate material by standard means
such as Raman or tunneling spectroscopy. Further, we
show that this protocol may yield a way to engineer sys-
tems which spontaneously break time-reversal symmetry,
offering a way to systematically study these elusive su-
perconducting states.

Fundamentally, our scheme relies on using a conven-
tional bulk “substrate” superconductor to proximity in-
duce s-wave superconductivity in a thin “sample” layer
of unconventional superconductor which has an intrin-
sic instability towards pairing in a non-s-wave chan-
nel, as depicted in Fig. 1(a). In the presence of the
proximity-induced minigap this residual interaction man-
ifests through the formation of stable bound-states of
quasiparticle pairs (note this is different from the case of a
single-electron bound state [25–27]). These bound states
essentially realize the Bardasis-Schrieffer, or “particle-
particle exciton,” collective mode [28], but in this case the
sub-dominant pairing interaction is the dominant pairing
interaction in the sample.

We also confirm that if the intrinsic pairing interaction
in the sample is sufficiently strong, the particle-particle
bound-state may itself condense, at which point the sys-
tem undergoes a second phase transition into a time-
reversal symmetry breaking state with a mixed order in
both channels. This hierarchy of temperatures and the
various regimes are shown in Fig. 1(b).
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FIG. 1. (a) Schematic of the heterostructure under study in
this work: an unconventional superconducting sample placed in
proximity to a conventional bulk superconducting substrate. The
two sub-systems are coupled via single-particle tunneling which
occurs at the rate γ. (b) Phase diagram of the system. Below
Ts, the substrate is superconducting and induces a minigap in
the sample via the proximity effect. When this minigap becomes
large enough, it converts the overdamped fluctuations of the d-
wave superconducting order into a sharp collective mode. As the
sample transition temperature Td is approached, this proximi-
tized collective mode softens and ultimately condenses out-of-
phase with the substrate order parameter, spontaneously break-
ing time-reversal symmetry. Below Td, the proximity-induced col-
lective mode becomes the usual clapping mode in time-reversal
symmetry breaking superconductors.

II. MODEL

For specificity, we will first demonstrate this idea
by considering a concrete model where the sample has
single-band spin-singlet dx2−y2-wave order. In the ap-
pendix, we also consider a more complex example of f -
wave triplet pairing in moiré graphene, using the model
proposed in Ref. [29]; we will discuss this in more detail
later since it qualitatively resembles the similar case of
d-wave pairing for our purposes. Indeed, we expect that
our results will largely generalize to more complex order
parameters, provided they remain orthogonal to the s-
wave order in the presence of the interface [30], and that
the relevant order parameters commute with the normal
state Bloch Hamiltonian. We leave a systematic analysis
to future studies, only noting there is a potentially in-
teresting connection between the collective mode spectra
and the notion of “superconducting fitness”[31]. Addi-
tionally, for simplicity, we take the sample thickness to
be thin compared to the coherence length in the out-of-
plane direction, such that we may neglect the dispersion,
and hence the spatial dependence of the problem, in the
transverse direction.

In this case, we describe the intrinsic pairing interac-

tion in the sample by a BCS Hamiltonian

H0 =
∑
pσ

ξpc
†
pσcpσ

− gd
∑
q

∫
p,p′

χdpχ
d
p′c
†
p′+ 1

2q,↑
c†−p′+ 1

2q,↓
c−p+ 1

2q↓
cp+ 1

2q↑
,

(1)

with the dispersion relation ξp = p2/2m− EF . The sec-
ond term describes the d-wave pairing interaction with
center-of-mass momentum q and relative momentum p,
codified in the d-wave form-factor χdp =

√
2 cos(2θp) (the

momentum angle is measured from the x-axis).
Within mean-field theory the pairing interaction

can be decoupled, yielding the standard Bogoliubov-de
Gennes Hamiltonian for quasiparticles. Solving this self-
consistently for the d-wave gap

1

gd
∆d =

∫
p

χdp〈c−p↓cp↑〉, (2)

we find that d-wave pairing sets in at a temperature T
(0)
d

which is given by the standard BCS formula in terms of
the dimensionless pairing strength λd = gdνF (with νF
the density-of-states at the Fermi level), and a UV cutoff
Λ of order of the characteristic frequency of whatever
mediates pairing in the sample (e.g., for phonons, the
Debye frequency). In this work we do not consider any
changes to the intrinsic interaction due to the substrate,
though this is an interesting direction for future study.

We now introduce the coupling to the substrate, which
we treat as a fixed “reservoir,” that doesn’t experience
any back-reaction due to the coupling to the sample. In
particular, we assume the substrate is much thicker than
the sample and the s-wave coherence length. Crucially,
we also assume that the substrate transition temperature
Ts is much larger than the intrinsic transition tempera-

ture in the sample T
(0)
d , or equivalently that the substrate

superconducting gap |∆s| has largely saturated once the

temperature reaches T ∼ T (0)
d .

We assume a local tunneling into the substrate with an
effective tunneling matrix element t. At second-order we
find the tunneling energy scale γ = 2πνs|t|2, where νs is
the density-of-states in the substrate. We largely focus on
the regime ∆s � γ, such that the tunneling scale is less
than the substrate gap (for a less restrictive treatment,
see the appendix) and we may treat processes only in the
Andreev channel.

Provided the substrate superconducting phase is not
strongly fluctuating (the relevant energy and length
scales over which the phase varies are the plasma fre-
quency and the in-plane penetration depth of the sub-
strate, respectively), we can model the proximity-induced
superconducting gap in the sample by adding a term to
the Hamiltonian (see the appendix for derivation),

Hprox = −1

2
γ
∑
p

c−p↓cp↑
∆s

|∆s|
+ c†p↑c

†
−p↓

∆s

|∆s|
. (3)
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In particular, this opens a minigap at the Fermi level
for the electrons in the sample (in the Andreev regime
|∆s| � γ, the size of the minigap is γ/2) and the phase is
referenced with respect to the substrate phase. We hence-
forth set this phase to be zero, such that the substrate
gap is taken to be real and positive.

Since the proximity effect opens a gap on the Fermi sur-
face of the sample, we expect the intrinsic d-wave pairing
transition to be suppressed. Indeed, by solving the mean-
field equations in the d-wave channel in the presence of
the proximity gap (as described in the appendix), we find
that there is a depression of the critical temperature to

Td < T
(0)
d , as shown in Fig. 3a. We broadly expect this

to be the case so long as the order parameters are not
able to hybridize in presence of the interface; if they are
able to, then this analysis should be revised to include
the linear coupling between the two order parameters, as
in Ref. [14]. A rudimentary analysis of the gap equation
for Td in the proximity-induced case is carried out in the
appendix; within the BCS regime, this can be seen to
modify the low-energy density of states and therefore is
independent of the cutoff, except through dependence on

T
(0)
d , a low-energy parameter.

III. COLLECTIVE MODE

We now proceed to our main result: the emergence of
the bound-state collective mode. Above the new d-wave
transition temperature, the d-wave order is uncondensed
but still fluctuates due to the remnant pairing interac-
tion. Within the Random Phase Approximation we may
derive an equation of motion which describes the dynam-
ics of this fluctuating d-wave order. This is derived in
detail in the appendix, but it may be understood as the
linear-response pair-susceptibility of the sample in the
proximitized state [32]. The presence of a bound-state
collective mode then shows up as a resonance in the pair-
susceptibility.

We separate the d-wave order parameter into the com-
ponents which are in-phase and out-of-phase with respect
to the substrate condensate, writing ∆d

q(t) = hq(t) +
idq(t). We find that the in-phase component hq has no
sharp resonance and essentially mirrors the two-particle
continuum, and thus we will henceforth neglect the in-
phase component. This is in line with the expectation
that the s- and d-wave orders are competing and there-
fore the “repulsion” between the two orders is minimized
when they are mutually out of phase [9].

At linear order we calculate the spectral function for
the dynamic pair-susceptibility in the out-of-phase fluc-
tuation dq channel

Add(Ω,q) = − 1

π
=
{
−i
∫ ∞

0

dteiΩt〈[dq(t), d−q(0)]〉
}
,

(4)
which in particular captures the binding energy and
linewidth of the d-wave excitation. The spectral func-
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FIG. 2. Evolution of the collective mode spectral function with
temperature. Panels (a) and (b) are different visualizations of
the same function. (a) The collective mode spectral function for
temperatures between Td and 1.4Td, from which we see that
the spectral peak of the mode sharpens and progressively soft-
ens as the temperature is lowered. At T = Td, the mode ulti-
mately softens to zero frequency. (b) Close-up depiction of the
spectral function in (a) for T/Td = 1, 1.1, 1.2, 1.3, 1.4. We see
that the mode clearly separates from the quasiparticle contin-

uum below T . T
(0)
d , and softens completely at Td. In both we

fix the tunneling strength γ = .2 meV and substrate gap to be
∆s = 1.0 meV, and hold the cutoff Λ = 30 meV and BCS con-
stant λ−1

d = 4.58658, corresponding to an intrinsic critical tem-

perature of T
(0)
d = .344 meV. The finite γ leads to a reduced

critical temperature of Td = .282 meV, giving ratio T
(0)
d ∼ 1.2Td.

tion Add(Ω,q) is obtained in the appendix in terms of
the Nambu-Gor’kov Green’s functions using the Keldysh
technique, although it may also be calculated using, e.g.
the Anderson pseudo-spin method provided |∆s| � γ, so
that retardation and damping due to the substrate may
be safely neglected.

We present the spectral function Add(Ω,q = 0) in
Fig. 2 for different temperatures T ≥ Td at fixed

γ,∆s, T
(0)
d . In Fig. 2(a) we show the evolution of the

collective mode frequency and spectral weight with tem-
perature. At high temperatures, we see no clear distinc-
tion between the collective mode and the bottom of the
quasiparticle continuum. Lowering the temperature re-
duces the thermal broadening and pulls the mode out of
the continuum, yielding a sharp collective mode which re-
sides within the minigap. This is emphasized in Fig. 2(b),
where we show the same spectral function, now focusing
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FIG. 3. (a) Transition temperature Td of the sample as a func-
tion of the dimensionless d-wave coupling constant λd = νF gd,
plotted for different values of the tunneling rate γ. Notice that for
any fixed λd, Td is suppressed as the tunneling rate is increased.
(b) Temperature dependence of the quadratic coefficients in the
Ginzburg-Landau expansion for h and d. The change of sign of
each coefficient signals condensation in that channel, and one
sees that the out-of-phase d mode condenses first. (c) Ampli-
tude of the sample order parameter ∆d = i〈d〉 near Td. Inset:
illustration of the relative Higgs and Bardasis-Schreiffer modes,
and their phase relative to the s-wave substrate order parameter

on the relation between the collective mode and con-
tinuum. This separation occurs once the temperature

T ∼ T
(0)
d , the characteristic temperature scale of the in-

trinsic pairing interactions. As we decrease the tempera-
ture further the mode continues to soften. Qualitatively,
we find that the sharp collective mode resides within the

region of Td < T < T
(0)
d , which makes sense given that

it is a manifestation of the intrinsic pairing fluctuations,

which in turn are relevant for T . T
(0)
d . In the appendix

we show that to lowest order in the minigap γ, in the
purely Andreev limit, the size of this regime roughly be-

haves as (Td − T (0)
d )/T

(0)
d ∼ − 7ζ(3)γ2

32π2(T
(0)
d )2

, valid for small

γ. Remarkably, at T = Td < T
(0)
d the mode softens com-

pletely, and we see the d-wave bound-state itself con-
denses. As we now demonstrate, this signals the onset of
a second phase transition into a state with finite d-wave
order.

IV. TIME-REVERSAL SYMMETRY BREAKING

In fact, this split transition behavior is generic to sys-
tems with strongly competing superconducting orders,

and in this case it signals the onset of time-reversal sym-
metry breaking [7–9]. This is understood by noting that
the collective mode is in the out-of-phase channel, and
therefore it is odd under time-reversal symmetry. Con-
densing this mode requires spontaneously choosing the
relative phase to be ±π/2, entering into either an s+ id
or s− id state [8, 9].

This intuition is confirmed by explicitly solving the
Ginzburg-Landau mean-field equation for the d-mode as
we pass through the temperature Td. Expanding the gap
equation Eq. 2 for small ∆d we obtain an equation for
the static, homogeneous component of dq=0 ≡ d (see ap-
pendix) of (

rd + udd
2
)
d = 0. (5)

The coefficients rd ∼ T − Td and ud ∼ 1/T 2 [33], as well
as the quadratic Ginzburg-Landau coefficient for the am-
plitude mode rh are calculated microscopically in the ap-
pendix. In Fig. 3(b), we plot the coefficients rd and rh
and see explicitly that rd changes sign first at T = Td, so
that below Td the order parameter d acquires a non-zero
value shown explicitly in Fig. 3(c). Note this transition
does not spontaneously break U(1) symmetry, which has
already been broken by the substrate order parameter,
but it does break the remnant Z2 symmetry, under which
id→ −id.

The breaking of time-reversal symmetry in such an
“s-d” heterostructure has been predicted previously, for
instance at the twin-grain boundaries in cuprate sys-
tems [34–36], at the interface of “s-d” superconduc-
tors [37–39], and between twisted cuprate layers [40–
42]. Our calculation indicates that the breaking of time-
reversal symmetry in these systems ought to be heralded
by a softening collective mode, as we have shown. It is
also worth commenting that, just as we have shown the
Bardasis-Schrieffer collective mode emerges in the nor-
mal state of the heterostructure, we may also expect a
new collective mode to emerge once time-reversal sym-
metry is broken below Td [17, 21, 22, 24], thereby mak-
ing connection to previous proposals for collective mode
spectroscopy. This may also be relevant for multiband
systems which break time-reversal symmetry due to frus-
trated interband couplings [10, 23, 43–45].

In the appendix, we explore the collective mode de-
pendence on the substrate gap ∆s and the minigap γ. To
summarize, the coherent, sharp character of the collec-
tive mode is best when the substrate gap ∆s and mini-
gap γ are both large, while maintaining γ � ∆s. If the
minigap γ is too small then the collective mode essen-
tially becomes indistinguishable from the quasiparticle
continuum [46]. Similarly, if the substrate gap ∆s is too
small, then the collective mode can overlap with the sub-
strate continuum, in which case the substrate acts as an
incoherent reservoir, destroying the collective mode. We
then recover the known behavior for overdamped fluctu-
ations of the sample’s superconducting order [47], with
the d-wave pairs decaying with a characteristic lifetime
τ ∼ 1/(T −Td), thereby also allowing for the study of crit-
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ical superconducting fluctuations [32, 48, 49]. As such, in
order to apply this protocol, it is best to choose a sub-
strate with as large a quasiparticle gap as possible, and
to make good electrical contact with the sample, yielding
the largest possible tunneling matrix element t.

In practice, this is an experimental challenge, since it
requires a clean interface with strong coherent tunneling
matrix element t between the two materials. While the
minigap γ ∼ |t|2 need not be large as compared to the
substrate gap ∆s, it does control the size of the temper-
ature regime over which the mode exists and is sharp,

with the relevant window scaling as (γ/T
(0)
d )2. Thus, it

remains an experimental challenge as to whether it can be
made large enough in such a heterostructure as to enable
this kind of coherent mode. Nevertheless, recent advances
in the assembly of two-dimensional materials offers some
encouraging signs that this may be feasible [50–53].

V. EXPERIMENTAL PROSPECTS

Finally, we briefly discuss various experimental sig-
natures of this mode. The first is electron tunneling
spectroscopy [25–27, 54]. In inelastic tunneling spec-
troscopy, bosonic excitations such as phonons [55] and
magnons [56] are routinely observed by studying charac-
teristic I − V curves. In particular, these bosonic excita-
tions may appear as a sharp feature in d2I/dV 2, which
signals the opening of a new inelastic scattering channel
for electrons at that bias energy. In this context, we may
imagine it is also possible for an electron to emit a col-
lective mode in the process of tunneling in to the sample,
and therefore we should also expect a similar kink feature
to appear in the I − V curve once the energy passes the
collective mode threshold. While this is still a relatively
difficult measurement to perform, there is some prece-
dent for using this technique to study collective modes
of unconventional superconductors [57, 58]. Since, as we
have seen, the collective mode we identify here can have
strong temperature dependence, this may help to identify
such a feature since it in principle will soften considerable
as the temperature is lowered.

In a similar vein, it may also be possible to identify this
collective mode using ARPES, in which case the mode
will again manifest as an inelastic contribution to the
electronic self-energy [59–61]. In this context, ARPES
has the additional benefit of potentially observing the
momentum dependence of the coupling, which could help
identify the symmetry channel of the collective mode, and
thus the symmetry of the underlying pairing interaction.

Lastly, we expect Raman spectroscopy to also be sen-
sitive to the collective mode. This is not surprising since
it is known that the Bardasis-Schrieffer mode, when it
exists, is Raman active [62–64]. Like ARPES, Raman
spectroscopy also has the potential to probe the selection
rules of the collective mode in addition its frequency.

Finally, we discuss promising materials for the real-
ization of this proposal. In our model, we considered

a d-wave system but this is not crucial; much of what
we assumed only relied on the sample order parameter
being orthogonal to the s-wave substrate order. How-

ever, we do want the intrinsic critical temperature T
(0)
d

to be low compared to the bulk transition temperature of
the substrate, Ts. There are a number of interesting van
der Waals compounds [65, 66], such as MoS2 [67, 68],
NbSe2 [69], WS2 [70], and WTe2 [71–73] which exhibit
possibly unconventional superconductivity and can be
exfoliated into thin layers. Additionally, moiré bilayer
and trilayer graphene likely exhibit unconventional su-
perconductivity at a low temperature scale [74–77].

In this vein, we study one particular model of pair-
ing in graphene, wherein it was proposed that mag-
netic fluctuations may be responsible for pairing, and
that the preferred ground state is an intervalley f -wave
triplet state [29]. In the appendix we consider proximity-
inducing a gap in this system and carry out the cal-
culation for the proximity-induced collective modes in
this system. Within the quasiclassical approximation
∆/EF � 1, we find essentially no formal difference as
compared to the case of d-wave pairing described in
the text, except that due to the triplet nature of the
pairing we predict there will be three degenerate collec-
tive modes—one for each of the spin components. This
presents a possible route towards confirming this as the
pairing in graphene, especially since in the presence of
the spin degree of freedom these modes may also cou-
ple optically via magnetic dipole interactions, allowing
for their identification via microwave ferromagnetic res-
onance spectroscopy [2].

It may also be possible to study this physics using a
severely overdoped cuprate, provided the transition tem-
perature can be depressed below that of a realistic s-wave
system. This has the benefit of having an established
gap-symmetry and therefore may offer a useful test-case.
In addition, recent efforts have established that certain
cuprates may also be prepared in thin layers, or even
single copper-oxide layers [78]. In this context, our pro-
posal has some technical overlap with recent proposals
for time-reversal symmetry breaking chiral superconduc-
tivity in systems of twisted cuprate monolayers [40–42].

In addition to challenges concerning the quality of the
interface, another limitation of our proposal is the re-
quirement that the s-wave substrate superconductor have
a higher critical temperature than the sample. There are
relatively few choices which maximize the substrate tran-
sition temperature, with the most likely candidate sub-
strates being Nb, NbN, or NbTiN, with Ts ∼ 7− 15 K. It
may also be possible to use a fullerene such as Rb3C60,
with Ts ∼ 30K, at the expense of likely introducing other
complications [79].

It would be interesting to try and apply our results to
sample superconductors which already feature intrinsic
collective modes but which are overdamped. By opening
a proximity-induced gap, one may attempt to, e.g. stabi-
lize the Higgs collective mode, which is usually located at
the gap edge and subject to quasiparticle damping [80]. In
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this way, much like a charge-density wave order param-
eter can separate the Higgs mode from the continuum
and enable its coherent oscillation [81–83], it might also
be possible to use the small proximity-induced gap to
separate the continuum from the Higgs mode and enable
its widespread detection.

In conclusion, we have considered a simple model of an
unconventional superconducting sample that is proximi-
tized by an s-wave superconducting substrate and shown
that this can lead to a sharp collective mode which cap-
tures the intrinsic pairing interaction in the sample. This
potentially greatly expands the platforms for studying
unconventional superconductivity through their collec-
tive modes and increases the number of experimental
probes amenable to these difficult-to-characterize states.

VI. ACKNOWLEDGMENTS

We acknowledge useful discussions with Eugene Dem-
ler, Stuart S.P. Parkin, Manfred Sigrist, Jacob Linder,
Matteo Mitrano, Ken Burch, Zachary Raines, Andrew

Allocca, Niels Schröter, and Mostafa Marzouk. N.R.P.
and J.B.C. acknowledge the hospitality of the ETH
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Appendix A: Substrate Self-Energy

Here we derive the self-energy for the sample electrons and in particular recover the proximity effect Hamiltonian
in the regime dominated purely by Andreev processes.

For a detailed treatment see, for instance, Ref. 84–86. We begin by employing the Matsubara framework and model
the tunneling interaction via

Sint = −t
∫
d2r

∫
dτ
[
ψ(x)τ3Ψ(x, z = 0) + Ψ(x, z = 0)τ3ψ(x)

]
. (A1)

Here t is an effective local, spin and momentum independent tunneling matrix element, and ψ(x) is used to describe
the electrons in the thin-layer sample while Ψ(x, z) describes the electrons in the substrate with depth z ≤ 0 (the
interface is taken to be at z = 0).

We can formally integrate out the substrate electrons assuming a Gaussian approximation, which is well-justified
if the phase fluctuations are frozen out. We then generate an effective action for the sample electrons of

Seff = − log〈e−Sint〉 (A2)

with the expectation value evaluated using the substrate Green’s function. We find the formal result

Seff = −t2
∫
d3xd3x′ψ(x′)τ3〈Ψ(x′, z = 0)Ψ(x, z = 0)〉τ3ψ(x), (A3)

or in terms of the substrate Green’s function

Seff = t2
∫
d3xd3x′ψ(x′)τ3Ĝsub(x′, z = 0;x, z = 0)τ3ψ(x). (A4)

We use the well-known “local approximation” which evaluates the substrate Green’s function locally in space via

Ĝsub(x′, z = 0;x, z = 0) ∼ Ĝsub(τ ′, r; τ, r)δ2(r′ − r). (A5)

This is then related to the local density-of-states in the substrate in the frequency domain as

Ĝsub(iεm; r, r) =

∫
p

(iεm − ξpτ3 −∆sτ1)
−1

= −πνs
iεm + ∆sτ1√
ε2
m + ∆2

s

. (A6)
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In the effective action for the sample, this means that we find a contribution from the substrate of

Seff =
∑
p

ψpΣs(p)ψp (A7)

with self-energy

Σs(p) = t2τ3Ĝsub(iε; r, r)τ3 = −πνst2τ3
iεm + ∆sτ1√
ε2
m + ∆2

s

τ3 ≡ −
γ

2

iεm −∆sτ1√
ε2
m + ∆2

s

. (A8)

This defines the tunneling scale as

γ = 2πνs|t|2. (A9)

It is common to characterize the effect of the substrate in terms of the quasiparticle and gap renormalizations via

Z(iεm) = 1 +
γ

2

1√
ε2
m + ∆2

s

(A10a)

Φ(iεm) =
γ

2

∆s√
ε2
m + ∆2

s

, (A10b)

such that the electronic Green’s function in the normal state of the sample is

Ĝ−1
sample(iεm,p) = Z(iεm)iεm − ξpτ3 − Φ(iεm)τ1. (A11)

We can also analytically continue this result to get the retarded self-energy via

ZR(ε) = 1 +
γ

2

1√
∆2
s − (ε+ i0+)2

(A12a)

ΦR(ε) =
γ

2

∆s√
∆2
s − (ε+ i0+)2

. (A12b)

We note that in the limit of ∆s → ∞ the quasiparticle renormalization becomes trivial and the anomalous term
becomes the minigap, such that

ZR(ε)→ 1 (A13a)

ΦR(ε)→ γ

2
τ1. (A13b)

This justifies the use of a BdG Hamiltonian in this regime, dominated by the Andreev reflection back in to the sample,
with proximity induced gap term.

Appendix B: Gap Equation

In this section, we discuss the mean-field properties of our model in the Matsubara imaginary time formalism. In
particular, we solve the gap equation determining the transition temperature of the sample, Td, and show that the
resulting state of the coupled sample-substrate system spontaneously breaks time-reversal symmetry, with the sample
order parameter condensing π/2 out-of-phase with the substrate order parameter, forming an s+ id state.

Taking into account the self-energy contribution from the coupling to the substrate, the Matsubara action for the
sample reads

S =
1

gd

∑
q

∆̄d
q∆

d
q − tr logG−1 , (B1)

where ∆d
q is the d-wave order parameter in the sample and the inverse Gor’kov Green function is

Ĝ−1(p, q) = Zniωn − ξpτ3 −
(
Φn + ∆d

qχ
d
p

)
τ † + h.c. (B2)
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where ωn = 2π(n + 1
2 )T is a fermionic Matsubara frequency and τi are the Pauli matrices in Nambu space, with

τ = 1
2 (τ1 − iτ2). The quasiparticle renormalization and anomalous self energy due to the substrate are

Zn = 1 +
γ

2

1√
ω2
n + ∆2

s

(B3)

Φn = −γ
2

∆s√
ω2
n + ∆2

s

. (B4)

The BCS gap equation for the homogeneous order parameter ∆d ≡ ∆d
q=0 is given by the saddle point of this action,

∆d = −gdT
∑
p

χdp tr Ĝ(p, 0)τ = gdT
∑
p

χdp
∆dχdp + Φn

Z2
nω

2
n + Φ2

n + |∆d|2
(
χdp
)2 . (B5)

The critical temperature Td of the sample can be determined by solving the gap equation in the limit ∆d → 0. In this
limit, the gap equation reduces to

λ−1
d = 2πTd

∑
ωn<Λ

1√
Z2
nω

2
n + Φ2

n

= 2πTd
∑
ωn<Λ

[(
1 +

γ√
ω2
n + ∆2

s

)
ω2
n +

γ2

4

]−1/2

, (B6)

where λd = νF gd is the dimensionless d-wave coupling constant (with νF the density of states at the Fermi level) and

we have written
∑
p = νF

∑
ωn

∫
dξ
∫ dθp

2π and performed the integrals over θp and ξ. The frequency cutoff Λ can be
expressed in terms of a dimensionless cutoff N on the Matsubara index as Λ = 2πNTd.

We can approach the problem from a complementary perspective by expanding the action (B1) in powers of
∆d, which furnishes an effective Ginzburg-Landau theory, valid near Td. As discussed in the main text, it is useful to
decompose ∆d into its components in-phase and out-of-phase with the substrate order parameter, writing ∆d = h+ id.
In this section, we will be concerned with only the static, homogeneous order parameter at the level of mean field
theory, and thus neglect the frequency and momentum dependence of the fields h and d.

To organize the expansion, we write the Gor’kov Green function as Ĝ−1 = Ĝ−1
0 + Λ̂hh + Λ̂dd, with Λ̂h = −χdpτ1

and Λ̂d = χdpτ2. Expanding (B1) to fourth order in h and d, we find

S = rh h
2 + rdd

2 + uhh
4 + udd

4 + u′d2h2 . (B7)

The superconducting transition occurs when rd or rh changes sign, signalling an instability in the in-phase (nematic) or
out-of-phase (time reversal symmetry breaking) channel. Both of these functions are related to the (inverse) fluctuation
propagator L−1

dd (q = 0) discussed in the main text, and are explicitly given by

rh(T ) = g−1
d +

T

2

∑
p

(
χdp
)2

tr
(
Ĝ0Λ̂h

)2

= g−1
d − 2πνT

∑
ωn<Λ

1√
Z2
nω

2
n + Φ2

n

+ πνT
∑
ωn<Λ

Φ2
n

[Z2
nω

2
n + Φ2

n]
3/2

(B8)

rd(T ) = g−1
d +

T

2

∑
p

(
χdp
)2

tr
(
Ĝ0Λ̂d

)2

= g−1
d − 2πνT

∑
ωn<Λ

1√
Z2
nω

2
n + Φ2

n

. (B9)

Clearly, the zeroes of rd(T ) coincide with the solutions to (B6) which determine Td. Moreover, one finds numerically
that the second term in rh above is always positive, so that rd always changes sign first (i.e., before rh) as the
temperature is lowered. This implies that the sample order parameter condenses out-of-phase with the substrate
order parameter, ∆d ∼ id which implies the system spontanously breaks time reversal symmetry at Td.

To stabilize the expansion in d, we must calculate the quartic coefficient ud, which is given by

ud =
3ν

8
2πT

∑
ωn<Λ

1

[Z2
nω

2
n + Φ2

n]
3/2

. (B10)

We may then solve the saddle point equation for d, as discussed in the main text, which allows us to determine the
equilibrium value of the sample order parameter near Td,

〈∆d〉 = i〈d〉 = i

√
−rd(T )

2ud
. (B11)
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Appendix C: Dependence of Transition Temperature on Parameters

Here we analyze in more detail the dependence of the transition temperature reduction on parameters like the
cutoff. The transition temperature Td is determined by solving the linearized gap equation. In Matsubara frequency
this reads

λ−1
d = 2πTd

∑
ωn<Λ

1√
Z2
nω

2
n + Φ2

n

= 2πTd
∑
ωn<Λ

[(
1 +

γ√
ω2
n + ∆2

s

)
ω2
n +

γ2

4

]−1/2

. (C1)

We are interested in how this compares to the bare transition temperature, which is found by solving this equation
when γ = 0. We note that in the regime considered in this paper, Λ � ∆s, and that the leading divergence is still
the logarithmic Cooper divergence steming from the summation over frequencies ∆s < ωn < Λ, giving log(Λ). We

therefore subtract off this leading divergence, which can then be evaluated in terms of T
(0)
d to get

λ−1
d = 2πTd

∑
ωn<Λ

1

|ωn|
+

1√
Z2
nω

2
n + Φ2

n

− 1

|ωn|
= log

(
2ΛeγE

πTd

)
+ 2πTd

∑
ωn

1√
Z2
nω

2
n + Φ2

n

− 1

|ωn|
. (C2)

Now, the remaining summation is finite and therefore does not depend on the cutoff Λ, implying that the only

dependence of Td/T
(0)
d comes indirectly through the coupling constant and bare transition T

(0)
d .

Specifically, we find

log

(
Td

T
(0)
d

)
= 2πTd

∑
ωn

1√
ω2
n(1 + γ√

ω2
n+∆2

s

) + γ2/4
− 1

|ωn|
. (C3)

The right hand side clearly vanishes as γ → 0, in which case this implies Td → T
(0)
d . We now more closely consider

the regime where γ � Td � ∆s, corresponding to a small minigap but large substrate gap. In this case, we can safely
approximate the sum by

log

(
Td

T
(0)
d

)
∼ 2πTd

∑
n

 1√
ω2
n + γ2

4

− 1

ωn

 . (C4)

We study this by expanding in small γ/Td. We find corrected gap equation

log

(
Td

T
(0)
d

)
∼ −γ

2

4

πTd
(2πTd)3

∞∑
n=0

1

(n+ 1
2 )3

= −7ζ(3)γ2

32π2T 2
d

. (C5)

This is solved by using the Lambert W function W0(x), such that

Td/T
(0)
d =

√√√√√− 7ζ(3)γ2

32π2(T
(0)
d )2W0

(
− 7ζ(3)γ2

32π2(T
(0)
d )2

) . (C6)

Note that for small x, W0(x) ∼ x so that as γ → 0 we recover Td = T
(0)
d . This is plotted in Fig. 4. For small γ we find

Td/T
(0)
d =

1√
1 + 7ζ(3)γ2

32π2(T
(0)
d )2

. (C7)

In Fig. 5, we compare this analytical estimate against the explicit numerical solution for different parameters. In
the left-side panel of Fig. 5, we consider the same parameters as used in the main text, in which case the ∆s is
not particularly large. We see that the analytical estimate is fairly poor quantitatively in this case, although it does
serve as an upper bound, indicating that the departures from the simple estimate in fact make the effect larger than
predicted. On the right-side panel, we use an artificially large value of ∆s (while still taking it less than the cutoff in
most cases) and find that this improves agreement with the analytical estimate. Overall, we therefore conclude that
the analytical estimate obtained here is qualitatively useful, and shows how the relevant energy scales enter, but it
tends to underestimate the actual importance of the effects we outline in this paper.
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FIG. 4. Analytical estimate for the depressed critical temperature as a function of minigap following the functional form of Eqn. C6,
derived under assumption ∆s →∞. Here we plot for rather large values of γ to illustrate the full dependence, however we note that
once γ ∼ πTd the solution presented begins to lose validity.
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Δs = 10

FIG. 5. Comparison of the analytical estimate Eq. C6 for Td to numerical solutions for varying values of the cutoff Λ. In the left panel,

we study δTd ≡ Td − T (0)
d for the parameters used in the main text, but where the analytical estimate Eq. C6 is not well-justified. In

the right panel, we consider a case where Eq. C6 is better justified. We find this analytical estimate agrees with the numerical results

for T
(0)
d & γ. Notably, the numerical results are not explicitly dependent on the cutoff, and depend only on the cutoff through T

(0)
d .

Appendix D: Collective Mode Propagator

Here we derive the collective mode propagators in the Random Phase Approximation using the Keldysh technique.

We follow Kamenev [87] and introduce fermion fields on the ± time contours. The BCS action can be written in
terms of Nambu-Gorkov space for each time-contour as

S =

∫
dt
∑
p

ψpσ3 [i∂t − ξpτ3]ψp

+ gd
∑
q

∫
p,p′

χdpχ
d
p′

∫
dt
[
ψp+ 1

2q+τ
†ψp− 1

2q+ψp′− 1
2q+τψp′+ 1

2q+ − ψp+ 1
2q−

τ †ψp− 1
2q−

ψp′− 1
2q−

τψp′+ 1
2q−

]
(D1)
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Here τ are the Nambu-Gor’kov matrices and σ are the Keldysh matrices. We perform the Larkin-Ovchinikov rotation(
ψp+

ψp−

)
=

1√
2

(σ1 + σ3)

(
ψpS

ψpA

)
,
(
ψp+, ψp−

)
=
(
ψpS , ψpA

) 1√
2

(σ1 + σ3)σ3. (D2)

We henceforth use ψ to indicate the rotated spinor. The action is

S =

∫
dt
∑
p

ψp [i∂t − ξpτ3]ψp

+ gd
∑
q

∫
p,p′

χdpχ
d
p′

∫
dt
[
ψp+ 1

2q

σ1

2
τ †ψp− 1

2q
ψp′− 1

2q
τψp′+ 1

2q
+ ψp+ 1

2q
τ †ψp− 1

2q
ψp′− 1

2q

σ1

2
τψp′+ 1

2q

]
. (D3)

We perform a Hubbard-Stratonovich decoupling of the interaction in the Cooper channel. Introducing fields
∆cl

q (t),∆q
q(t) and their conjugates the action can be recast as

S =

∫
dt
∑
p

ψp [i∂t − ξpτ3]ψp

−
∑
q

∫
p

∫
dt
[
ψp− 1

2q
χdp∆

cl

q τψp+ 1
2q

+ ψp+ 1
2q
χdp∆cl

q τ
†ψp− 1

2q

]
+

∫
dt
∑
q

∫
p

∆
q

q

[
−1

gd
∆cl

q −
∫
p

χdpψp− 1
2q

σ1

2
τψp+ 1

2q
+

]
+ ∆q

q

[
−1

gd
∆
cl

q −
∫
p

χdpψp+ 1
2q

σ1

2
τ †ψp− 1

2q

]
. (D4)

Here we see the field ∆q acts a Lagrange multiplier for the classical field.
We simplify to get

S =

∫
dt

∫
p

∑
q

ψp+ 1
2q

[
δq,0(i∂t − ξpτ3)− τ †χdp(

σ1

2
∆q

q + ∆cl
q )− τχdp(

σ1

2
∆
q

−q + ∆
cl

−q)
]
ψp− 1

2q
−
∑
q

∫
dt

1

gd

(
∆
q

q∆cl
q + ∆

cl

q ∆q
q

)
.

(D5)
This can be written compactly by introducing the Keldysh kernel

Ǧ−1
p,q = δq,0 (ε− ξpτ3)− χdp

(
τ †∆̌q + τ∆̌−q

)
(D6)

with the pair scattering vertices

∆̌q =
σ1

2
∆q
q + ∆cl

q . (D7)

Here, and throughout we indicate fermionic and bosonic four-momenta as p = (ε,p), q = (ω,q).
We can now include the effect of the substrate via the retarded self-energy computed above. We have

Σ̂R(ε) = −γ
2

(
ε−∆sτ1√

∆2
s − (ε+ i0+)2

)
. (D8)

From this we obtain the advanced self-energy as

Σ̂A(ε) = −γ
2

(
ε−∆sτ1√

∆2
s − (ε− i0+)2

)
, (D9)

and Keldysh self-energy via fluctuation-dissipation relation of

Σ̂K(ε) = F (ε)
(
Σ̂R(ε)− Σ̂A(ε)

)
. (D10)

The function F (ε) is the Keldysh occupation function and in equilibrium it is fixed to be

F (ε) = tanh(
βε

2
). (D11)
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This yields the Keldysh kernel of

Ǧ−1
p,q = δq,0

(
ε− ξpτ3 − Σ̌(p)

)
− χdp

(
τ †∆̌q + τ∆̌−q

)
, (D12)

such that the BCS action is

S = − 1

gd

∑
q

(
∆
q

q∆
cl
q + ∆

cl

q ∆q
q

)
+ ψ · Ǧ · ψ, (D13)

and the effective action obtained by integrating out the electrons is

Seff = − 1

gd

∑
q

(
∆
q

q∆
cl
q + ∆

cl

q ∆q
q

)
− iTr log Ǧ−1[∆,∆]. (D14)

This functional of the order parameter is then evaluated in a saddle-point expansion.

1. Saddle-Point

For the saddle-point we take

δSeff

δ∆
q

q

= 0 (D15)

and assume ∆cl
q only has a condensate at zero momentum. We find the gap equation

− 1

gd
∆cl − i

∫
p

trǦ(p)(−σ1

2
)τχdp = 0.

This reads

1

gd
∆cl =

i

2

∫
p

trχdpτσ1Ǧ(p). (D16)

The trace over the Keldysh space matrices gives the Keldysh component, such that

1

gd
∆cl =

i

2

∫
p

trχdpτĜK(p). (D17)

We have

ĜR(p) =
(
ZR(ε)ε− ξpτ3 − ΦR(ε)τ1 −∆clχdpτ

† −∆
cl
χdpτ

)−1

(D18)

with the wavefunction renormalization and anomalous self-energy

ZR = 1 +
1

2
γ

1√
∆2
s − (ε+ i0+)2

ΦR(ε) =
1

2
γ

∆s√
∆2
s − (ε+ i0+)2

.

(D19)

The trace over τ selects the anomalous component, while the integral over the d-wave form factor projects out the
substrate contribution. Crucially, this only holds if the unconventional order is in an orthogonal channel to the s-wave
substrate order. In the limit of small ∆cl, using the fluctuation dissipation representation for ĜK we find the linearized
gap equation

1

gd
∆cl =

i

2

∫
p

F (ε)(χdp)2∆cl

[
1

(ZR(ε)ε)2 − ξ2
p − (ΦR(ε))2

− 1

(ZA(ε)ε)2 − ξ2
p − (ΦA(ε))2

]
. (D20)
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FIG. 6. Relationship between λ−1
d and transition temperature Td evaluated including the proximity-induced self-energy. Results are

plotted for cutoff Λ = 30meV and substrate gap ∆s = 1.057meV, corresponding to a substrate transition temperature of Ts = 7K.
We plot using causal regulator 0+ = .005meV and plot for a series of different tunneling size γ’s, as indicated.

We make the quasiclassical approximation and average over the Fermi surface, enabled by the fact that the gap is
s-wave and respects the symmetry of the Fermi surface. Introducing density-of-states at the Fermi level νF , and
pairing constant λ = gdνF we find

1

λ
=

∫
dε

1

2
tanh

βε

2

∫
dξP (ε, ξ). (D21)

with pairing spectral function

P (ε, ξ) = − 1

π
=
[

1

(ZR(ε)ε)2 − ξ2 − (ΦR(ε))2

]
. (D22)

It is easily seen that this is an even function of ξ, which is cutoff at ξ = Λ, and we can see that ε→−ε corresponds to
taking the complex conjugate (or alternatively, switches the R and A components), such that this is an odd function
of ε. We therefore fold the integrations twice, noting tanh is also odd in ε. Thus we get

1

λ
= 2

∫ ∞
0

dε tanh
βε

2

∫ Λ

0

dξP (ε, ξ). (D23)

Note that in the absence of the self-energy we have

P (ε, ξ) = sgn(ε)δ(ε2 − ξ2),

which gives the equation for λ of

1

λ
= 2

∫ Λ

0

dξ
tanh(βξ/2)

2ξ
⇒ T

(0)
d =

2eγE

π
Λe−1/λ,

which is the standard BCS gap equation. Here we have introduced the value of T
(0)
d which is the intrinsic d-wave tran-

sition temperature in the absence of the substrate. In the presence of the substrate, this will be evaluated numerically.
This is complicated by the need to regularize the spectral functions with a factor of 0+, and also to cutoff the

integrals over ω at a finite high-frequency cutoff, which we take to be ω∗ = 100meV (the integrands decay rapidly in
frequencies above the cutoff Λ). Throughout this we take 0+ = .005meV. All in all, we find the results including the
proximity effect summarized in Fig. 6.
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2. Collective Mode

We now consider the fluctuation propagator by expanding around the saddle-point. In the normal state with ∆cl = 0
we can expand to quadratic order in ∆̌ to obtain the collective mode. In addition to the Hubbard-Stratonovich term,
which is already quadratic in ∆, we also have to evaluate the functional determinant. Expanding this gives

Seff = − 1

gd

∑
q

(
∆
cl

q ∆q
q + ∆

q

q∆
cl
q

)
+ i

1

2
TrǦ0Λ̌Ǧ0Λ̌. (D24)

We can simplify the calculation by first invoking the fluctuation dissipation relation, such that we only need to
calculate the retarded propagator, which is the cl − q component.

Furthermore, we decompose the d-wave mode in to the real and imaginary parts with respect to the substrate gap
(which we take to be real). If we write

∆α
q = hαq + idαq (D25)

for α = q, cl we then can write the pairing vertex as

τ †∆̌q + τ∆̌−q = σα
[
τ1h

α
q − τ2dαq

]
, (D26)

where we have introduced the short-hand notation that for α = q, cl we have σq = 1
2σ1 and σcl = σ0.

We expand the effective action in terms of the parameterized collective modes. The Hubbard-Stratonovich term has

SHS = − 2

gd

∑
q

[
hcl−qh

q
q + dcl−qd

q
q

]
, (D27)

and is therefore diagonal in this representation. The quasiparticle contribution is

SQP =
i

2

∑
q

∫
p

|χdp|2tr

{
Ǧ0(p+

1

2
q)σα

[
τ1h

α
q − τ2dαq

]
Ǧ0(p− 1

2
q)σβ

[
τ1h

β
−q − τ2d

β
−q

]}
. (D28)

Consider the cross-coupling between the h and d modes. This involves a trace over the Green’s functions with one
vertex in the τ1 channel and the other in the τ2 channel. The only non-trivial contraction of the Nambu matrices must
involve a τ3 in one Green’s function and a τ0 in the other, and thus must be odd in ξ. As such, in the quasiclassical
limit this goes as

∫
dξξ and will nearly vanish due to approximate particle-hole symmetry (more accurately, it is small

in ∆/EF ). Therefore we neglect the cross coupling and see that the h and d modes decouple.
The action for each is then found to be

Sdd =
∑
q

[
− 2

gd
dq−qd

cl
q + dαq d

β
−q
i

2

∫
p

|χdp|2trǦ0(p+
1

2
q)σατ2Ǧ0(p− 1

2
q)σβτ2

]
(D29a)

Shh =
∑
q

[
− 2

gd
hq−qh

cl
q + hαq h

β
−q
i

2

∫
p

|χdp|2trǦ0(p+
1

2
q)σατ1Ǧ0(p− 1

2
q)σβτ1

]
. (D29b)

Of these, the q−q components are determined by fluctuation dissipation relation, so we focus on the q− cl components.
We have

Sq−cldd =
∑
q

[
− 2

gd
dqqd

cl
−q + dqqd

cl
−qi

∫
p

|χdp|2trǦ0(p+
1

2
q)σqτ2Ǧ0(p− 1

2
q)σclτ2

]
(D30a)

Sq−clhh =
∑
q

[
− 2

gd
hqqh

cl
−q + hqqh

cl
−qi

∫
p

|χdp|2trǦ0(p+
1

2
q)σqτ1Ǧ0(p− 1

2
q)σclτ1

]
. (D30b)

This reduces down to the calculation of the correlation functions

(LR)−1
ab (q) = − 2

gd
δab + i

∫
p

|χdp|2trǦ0(p− 1

2
q)σqτaǦ0(p+

1

2
q)σclτb, (D31)

and in particular we have the d-mode propagator in the a = b = 2 channel and the h-mode in the a = b = 1 channel.
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We evaluate the trace over the Keldysh matrices to find

(LR)−1
ab (q) = − 2

gd
δab +

i

2

∫
p

|χdp|2tr

[
τbĜK(p− 1

2
q)τaĜR(p+

1

2
q) + τaĜK(p+

1

2
q)τbĜA(p− 1

2
q)

]
. (D32)

We evaluate this at center of mass momentum q = 0, to simplify our analysis. In this case, the quasiclassical
approximation may be invoked and we can average over the Fermi surface. This removes the d-wave form factors and
gives

1

νF
(LR)−1

ab (Ω,q = 0) =−2λ−1
d δab+

i

2

∫
dε

2π

∫
dξtr

[
τbĜK(ε− Ω

2
, ξ)τaĜR(ε+

Ω

2
, ξ) + τaĜK(ε+

Ω

2
, ξ)τbĜA(ε− Ω

2
, ξ)

]
.

(D33)
We can simplify slightly by shifting ε to get for the diagonal components

1

νF
(LR)−1

aa (Ω,q = 0) = −2λ−1
d +

i

2

∫
dε

2π

∫
dξτaĜK(ε, ξ)τa

[
ĜR(ε+ Ω, ξ) + ĜA(ε− Ω, ξ)

]
. (D34)

In equilibrium we have

ĜK(ε, ξ) = tanh(
βε

2
)
[
ĜR(ε, ξ)− ĜA(ε, ξ)

]
. (D35)

In order to accelerate integrals and improve convergence we fold the integration over −ε and integrate only over
positive ξ. The integrals over positive ξ only are permissible because all terms odd in ξ will not enter and therefore
don’t need to be cancelled. All terms in the given expression are either in the τ0, τ3, τ1 channels. The Green’s function
trace will therefore involve traces of the terms τ2

0 , τ
2
1 , τ

2
3 , τ1, τ3, iτ2. Of these, the last three will vanish and only the

first three survive, which are the squares of each individual term and therefore the trace will kill all terms odd in ξ.
Thus, we evaluate this numerically as

1

νF
(LR)−1

aa (Ω,q = 0) = −2λ−1
d

− 1

2i

1

2π

∫ ∞
0

dε2

∫ Λ

0

dξ
(
τaĜK(ε, ξ)τa

[
ĜR(ε+ Ω, ξ) + ĜA(ε− Ω, ξ)

]
+ τaĜK(−ε, ξ)τa

[
ĜR(−ε+ Ω, ξ) + ĜA(−ε− Ω, ξ)

])
.

(D36)

In particular, we plot the spectral functions

Add(Ω) = − 1

π
=LR22(Ω,q = 0) (D37)

which are used to locate the collective mode resonances.

Appendix E: Dependence on Substrate Gap and Minigap

Here we briefly detail the dependence of the spectral functions on the substrate gap ∆s and the minigap γ, shown
in Fig. 7 and Fig. 8, respectively. We see in particular that for finite γ with ∆s = 0 the substrate acts as a reservoir
and broadens the electronic spectral function. We then see no sharp mode in the d-wave channel, but instead it is
replaced by an overdamped superconducting fluctuation. In the absence of strong substrate effects this mode will have
a lifetime which scales as τ−1 ∼ T − Td, as it condenses at T = Td [47]. By inducing a substrate gap we crossover from
the fluctuation regime, with Azlamazov-Larkin type features, to the sharp collective mode outlined in the main text.

In Fig. 8 we explore the dependence of the spectral function on the minigap γ. We see that for small γ, the mode
is not sharp since the minigap is small and there is considerable overlap between the continuum and bound state. As
the minigap increases, we see the separation of the bound state improve as the spectral weight between the collective
mode and conitnuum is suppressed.

Appendix F: f-Wave Pairing in Graphene

As a more involved and relevant application we consider the recent proposal by Chou, et. al. [29] that many graphene
based superconductors realize a generically spin-triplet f -wave paired state. In particular, we argue that in this case,
the system is also well suited for study via the collective-mode method we outline here.
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FIG. 7. Collective mode spectral function for different values of ∆s at fixed γ = .2meV, T = T
(0)
d = .344meV, and Λ = 30meV. We plot

the spectral function for ∆s = 0, .1, .2, .5, 1.0meV in (a)-(e) respectively. We see the evolution from an overdamped superconducting
fluctuation in (a) in to a sharp collective mode in (e). Dashed line indicates the value of γ in each plot, which is fixed at γ = .2meV.
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FIG. 8. Spectral function of proximity-induced Bardasis-Schrieffer collective mode for different strengths of the tunneling-induced
minigap. We fix the substrate gap to be ∆s = 1.0 meV, and hold the cutoff Λ = 30 meV and BCS constant λ−1

d = 4.58658,

corresponding to an intrinsic critical temperature of T
(0)
d = .344 meV. We also fix the temperature T = T

(0)
d . We then study the

spectral function while we vary the size of the tunneling rate γ from .1meV in (a) through .4meV in (d) in increments of .1 meV.
The plots are shown over a frequency range from 0 to 2γ, and at Ω = γ we place a line as a guide to the eye, which indicates where
the two-particle continuum formally begins.

In Ref. [29], it was argued that a nearby ferromagnetic critical point was the origin of pairing in many moiré
graphene systems, and a simple spin-fermion model was employed to model these magnetization fluctuations. The
interaction was decomposed into multiple pairing channels involving the spin (σ), valley (ρ), and sublattice (ζ) degrees
of freedom, along with the usual particle-hole (τ ) subspace (with their corresponding Pauli matrices indicated), and
it was shown that generically the f -wave spin-triplet pairing dominated, within a BCS-type approximation.

We adopt this argument and focus on the dominant pairing. We use an effective description of graphene near charge
neutrality with Bloch Hamiltonian

H0(k) = vF (ρzζxkx + ζyky)− EF , (F1)

where vF is the Fermi velocity and EF is a Fermi level introduced to model the departure from perfect neutral-
ity/perfect single-layer graphene dispersion.

The relevant pairing considered is in the spin-triplet channel, with order parameter (written here as d vector)

d = gf

∫
k

〈ψT−k (iσyσiρy)ψk〉. (F2)

In contrast, a simple even-parity s-wave singlet pairing state has order parameter

∆ = gs

∫
k

〈ψT−k (−iσyρx)ψk〉. (F3)
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Following the simpler example described in the text, we will consider proximity inducing an s-wave singlet gap in this
channel, and look for the collective modes in the corresponding f -wave triplet channels.

We describe the paired system in terms of the Nambu spinor

Ψk =

(
ψk

(iσy)ρx(ψ†−k)T

)
. (F4)

Here we consider pairing between Kramer’s doublets. Note that in the presence of the valley pseudospin, time-reversal
symmetry acts on an electron in real space as T = iσyρxK where K is the usual complex conjugation. We maintain
T 2 = −1.

In the absence of the substrate self-energy, the quasiparticle dynamics are governed by the Bogoliubov-de Gennes
Hamiltonian

ĤBdG(k) =

(
H0(k) ρzσ · d(x)

ρzσ · d(x) −ρxHT0 (−k)ρx

)
. (F5)

We have allowed for a slowly-varying triplet field d, relevant for the fluctuation effects discussed later. We assume
pairing interaction in the f -wave channel, but a proximity induced gap in the s-wave channel.

We note the following relation

− ρxHT0 (−k)ρx = −H0(k). (F6)

We also have [σ,H0(k)] = [ρz,H0(k)] = 0. In this way, the f -wave pairing commutes with single-particle Hamiltonian,
making an interesting connection with the recently introduced concept of superconducting fitness [31].

The substrate self-energy is written in the Nambu basis as

Σ̂R(ε) = −γ
2

(
ε−∆sτ1√

∆2
s − (ε+ i0+)2

)
(F7)

with substrate gap ∆s chosen to be real, and γ = 2πνs|t|2 the minigap induced by the tunneling into the substrate
and back. Note that the valley matrix ρx is absorbed into the Nambu spinor.

We now determine the pair spectral function in the f -wave channel, which the system would otherwise condense
into. We take inverse BCS pairing constant in the relevant channel of 1

gf
.

One of the main differences with the previously considered d-wave pairing model is that, due to the miniscule
spin-orbit coupling in graphene, the three triplet spin polarizations are degenerate. As a result, we expect that we
should find not one, but three Bardasis-Schrieffer collective modes, each with a different spin polarization. While at
the level of Gaussian fluctuations, this is true, the story does become more interesting and complicated if the second
transition temperature is crossed. In this case, it remains to be seen whether the condensate spontaneously breaks
both time-reversal and spin-rotation symmetry, or if a more complicated scenario involving strong spin fluctuations
is favored. This is a very interesting possibility, which we will leave to future works.

We again employ the Keldysh framework to describe the collective mode fluctuations. The retarded/advanced
propagators are found using the Bogoliubov-de Gennes Hamiltonian described above, and we find

GR(ε,p) =
(
ε−HBdG(p)− Σ̂R(ε)

)−1

. (F8)

We clarify, to avoid confusion, that here the σ matrices now characterize the spin degree of freedom, whereas
previously they were the Keldysh space. We here leave the Keldysh indices explicit to avoid confusion. To obtain the
collective mode propagator, we expand to second order in the fluctuating d-wave order. We find retarded generalized
RPA contribution in the Bardasis-Scrhrieffer (out-of-phase pairing) channel, now spin resolved,

ΠR
lm(q) =

i

4

∫
p

tr
[
σlρzτyĜR0 (p+

q

2
)σmρzτyĜK0 (p− q

2
) + σmρzτyĜK0 (p+

q

2
)σlρzτyĜA0 (p− q

2
)
]
. (F9)

We have an additional factor of 2 since we are now dealing with the full particle-hole doubled Nambu space to
incorporate the triplet order as well. In this case, the propagator is the normal-state Hamiltonian, plus the substrate
self-energy, so that

ĜR0 (p) =
(
ε− τ3H0(p)− Σ̂(ε)

)−1

(F10)
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where we have explicitly used the fact that the normal-state part of the BdG Hamiltonian is τ3 times the reduced
Bloch Hamiltonian H0(k). The s-wave pairing is captured by the off-diagonal part of Σ.

In this case the total pair propogator for the f -wave fluctuations is, at q = 0,

LRlm(Ω,q = 0) = − 2

gf
δlm + ΠR

lm(Ω). (F11)

In the absence of magnetic ordering this is isotropic in spin space, and indeed in the s-wave proximized state we find
that [σ, Ĝ] = 0, so that the trace over spin index yields a Kronecker delta. Evidently, we can diagonalize the Bloch
Hamiltonian, and write in terms of the energy eigenvalues alone, which are degenerate for the two valleys, as ξp,ζ with

ξp,± = −EF ± vF |p|. (F12)

We can perform the trace over spin and valley indices to get ΠR
lm(Ω) = δlmΠR(Ω) with

ΠR(Ω) =
i

2

∫
p

∑
ζ=±

tr

[
τyĜR0 (ω +

Ω

2
, ξp,ζ)τyĜK0 (ω − Ω

2
, ξp,ζ) + τyĜK0 (ω +

Ω

2
, ξp,ζ)τyĜA0 (ω − Ω

2
, ξp,ζ)

]
. (F13)

Furthermore, one can diagonalize the remaining degrees of freedom (sublattice ζ) by passing to the energy eigenbasis
of the normal state Hamiltonian. We find as q → 0 a further simplification since the pairing vertices also commute
with the resulting band indices, so that we can perform the trace over ζ as well. We then find

ΠR(Ω) = i
∑
ζ=±1

∫
p

trĜK0 (ε, ξp,ζ)
[
τyĜR0 (ε+ Ω, ξp,ζ)τy + τyĜA0 (ε− Ω, ξp,ζ)τy

]
. (F14)

The trace now is only over the Nambu index, which is the only remaining degree of freedom. Furthermore, this will
ensure that the integrand only depends on the kinetic energy through a dependence on ξ2

p,ζ . We can evaluate functions
of the form ∑

ζ=±1

∫
d2p

(2π)2
F(ξ2

p,ζ) =

∫
dξν(ξ)F(ξ2), (F15)

with the aggregated density of states being

ν(ξ) =

{
(ξ+EF )
2πv2

F
ξ > −EF

(−ξ+EF )
2πv2

F
ξ < −EF .

(F16)

Importantly, we find a non-zero density of states at the Fermi level, with νF = EF /(2πv2
F ). We will here make the

quasiclassical approximation, though in the likely event that EF is small, this should be revisited, since it is likely
that particle-hole symmetry will be strongly violated.

In the limit of quasiclassical approximation, we find indeed that this integral now exactly recovers to the form
previously investigated, and we therefore conclude that the up to numerical factors of 2 and such, the phenomenology
is the same besides the emergence of three modes in this case. Studying these collective modes in even greater detail
is an interesting topic which we reserve for later study.
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