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We present a thorough experimental study of the three-dimensional hyperhoneycomb Kitaev magnet β-
Li2IrO3, using a combination of inelastic neutron scattering (INS), time-domain THz spectroscopy, and heat
capacity measurements. The main results include a massive low-temperature reorganization of the INS spec-
tral weight that evolves into a broad peak centered around 12 meV, and a distinctive peak in the THz data at
2.8(1) meV. A detailed comparison to powder-averaged spin-wave theory calculations reveals that the positions
of these two features are controlled by the anisotropic Γ coupling and the Heisenberg exchange J , respectively.
The refined microscopic spin model places β-Li2IrO3 in close proximity to the Kitaev spin liquid phase.

I. Introduction

In contrast to 3d transition metal oxides with half filled or-
bital levels, where spins interact mainly through the isotropic
Heisenberg interactions, strong spin-orbit coupling (SOC) in
heavier 4d and 5d systems introduces anisotropic exchange
interactions that may give rise to exotic forms of magnetism
[1, 2]. One prominent example is the bond-dependent Ising
interaction between S = 1/2 spins on a honeycomb lat-
tice, which forms an exactly solvable quantum spin liquid
known as the Kitaev spin liquid (KSL) [3]. A honeycomb lat-
tice of spin-orbital Jeff = 1/2 degrees of freedom, formed
by Ir4+ and Ru3+ coordinated by edge-sharing octahedra
was shown to have the potential to realize this important
model [4]. Experimental exploration of such materials has
revealed spin-liquid-like features in antiferromagnetically or-
dered α−RuCl3 [5, 6] and also in H3LiIr2O6 - albeit with
inter-layer disorder - which shows no conventional magnetic
order [7–9]. The demonstrative features of a KSL state how-
ever, remain elusive and the search for more ideal compounds
to realize the KSL continues.

As part of this effort there is a need for a better understand-
ing of factors that influence the strength of the various mi-
croscopic interactions in insulating magnetic materials. Thus,
experiments in magnetically ordered systems where magnetic
interactions can be accurately determined by measuring and
analyzing spin wave excitations can provide an important ex-
perimental reference point. Magnetic ordering has been ob-
served in most KSL candidates, either due to the presence of
inter-layer interactions or non-Kitaev interactions that desta-
bilize the KSL. Particularly interesting is a family of such ma-
terials with the chemical formula Li2IrO3. Ir4+ ions in the
α−Li2IrO3 form 2D honeycomb lattices, in β-Li2IrO3 form a
3D hyperhoneycomb lattice [10–12], while in γ-Li2IrO3 form
a stripy-hyperhoneycomb lattice [13, 14]. All members of
the family share similar coordination and connectivity for the

Jeff = 1/2 Ir4+ ions.
In this work we are interested in β-Li2IrO3, which devel-

ops long range magnetic order at TN = 38 K [11, 14] with
counter rotating spins with an incommensurate propagation
wave vector Q = (0.57, 0, 0) indexed in the orthorhombic re-
ciprocal lattice [10, 15, 16]. The application of a magnetic
field along the b−axis can suppress this order with a critical
field of µ0H

∗ = 2.8 T [16]. The minimal spin Hamiltonian
for the Li2IrO3 compounds has been suggested to contain Ki-
taev (K), Heisenberg (J), and off-diagonal anisotropic (Γ) ex-
change terms [12, 17–25]. In this J-K-Γ model, the zero-field
spin structure for β-Li2IrO3 is stabilized in the regime where
|J | ≤ K/3, K<0, and Γ <0 [26]. Furthermore, it has been
found that H∗ depends only on J , and that the value of µ0H

∗

corresponds to a small value of J ∼ 0.35 meV [25]. Still, the
ground state order suggests a significant Γ interaction. The
field-induced state for H > H∗ has been suggested to be a
“quantum correlated paramagnet” instead of a fully polarized
state [12, 16, 25, 27], with similarities to α-RuCl3 [6, 28].
The fragility of the zero-field ground state order when intro-
duced to a magnetic field as well as the low Néel temper-
ature indicated relatively close proximity to the realization
of the Kitaev model in three dimensions. This was recently
supported by Resonant Inelastic X-ray (RIXS) studies [29],
where signatures of long-lived fractionalized excitations sep-
arating the low-T ordered phase from the high-T paramagnetic
regime were observed.

The goal of this study is to investigate the magnetic exci-
tations and refine the spin Hamiltonian of β-Li2IrO3 using a
combination of inelastic neutron scattering , time domain THz
spectroscopy, and heat capacity measurements on a powder
sample. A close comparison is made to spin-wave theory cal-
culations to connect the microscopic exchange parameters to
the experiments.

The main results can be summarised as follows: i) The spe-
cific heat and powder INS data are consistent with long-range
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magnetic ordering below TN = 38.5(5) K, with a strong mo-
mentum dependence and distinct intensity around the incom-
mensurate wavevector Q = 0.57(1) a∗. ii) The integrated
INS intensity reveals a spin gap of ∆ = 2.1(1) meV in the
excitation spectrum at the incommensurate wavevector, con-
sistent with the anisotropic nature of this magnet. iii) At
T < TN , the powder INS spectra show a massive spectral
weight transfer into a broad peak centered around 12 meV,
fully consistent with powder-averaged, dynamical spin struc-
ture factor calculations based on linear spin-wave theory. The
position of this peak depends very strongly on the value of
Γ, providing a strong constraint on this parameter. iv) The
THz data reveal a distinctive, Q = 0 peak at 2.8(1) meV that
develops gradually below TN , again in full agreement with
spin wave theory. The position of this peak depends strongly
on J , again providing a strong constraint on this parameter.
v) The best fit of the data to linear spin wave theory yields
Γ = −9.3(1) meV and K = −24(3) meV. The Heisenberg
term J , which controls the gap at the magnetic Brillouin zone
center, is further refined to J = 0.40(2) meV based on time-
domain THz spectroscopy and heat capacity measurements.
This set of exchange parameters refines previous estimates
from various experimental and theoretical works (see Table I
below) and places β−Li2IrO3 in the regime of dominant Ki-
taev interactions. Based on our results, the system is in close
proximity to the ideal KSL point.

II. Experimental methods

A. Materials synthesis

The β−Li2IrO3 powder investigated in this work was syn-
thesized by a solid-state reaction using powders of Li2CO3

and metallic Ir. The reagents were 99% enriched 7Li and 193Ir
to reduce the neutron absorption cross section and the inco-
herent scattering cross section [30]. The obtained powder was
confirmed to be a single phase of β−Li2IrO3 by powder x-ray
diffraction.

B. Neutron scattering

Inelastic neutron scattering directly measures the dynamic
spin structure factor in momentum-energy space. Specifically,
the normalized scattering intensity is given by

I(Q, ω) = r2
0|
g

2
F (Q)|2e−2W (Q)

×
∑
α,β

(δαβ − Q̂αQ̂β)Sαβ(Q, ω), (1)

Here r0 = 5.3906 fm, g is the gyromagnetic ratio for the
magnetic ion, F (Q) is the magnetic form factor, 2W (Q) =
〈(Q · u)2〉 is the Debye-Waller factor associated with dis-
placements, u of the magnetic ion. The dynamic correlation

function Sαβ(Q, ω) is given by

Sαβ(Q, ω) =
1

2π~

∫
dt e−iωt〈Sα(−Q, 0)Sβ(Q, t)〉 (2)

where ~Q is momentum transfer and ~ω is energy transfer.

Sα(Q, t) =
1

N
∑
r

e−iQ·rSαr (t) , (3)

is the Fourier transform of the spin operator at time t, with N
being the total number of spins and r denoting the physical
positions of the spins, with superscripts α and β labelling the
orthorhombic axes a, b, and c.

For a powder sample with an isotropic grain orientation
distribution, neutron scattering probes a spherical average of
I(Q, ω) in momentum space:

I(Q,ω) =

∫
dΩQ

4π
I(Q, ω). (4)

This is the physical quantity presented in Figures 1 and
2. Probing magnetic excitations in a powder sample of β-
Li2IrO3 by INS presents three significant challenges. Stable
isotopes of iridium all have significant neutron absorption. To
minimize absorption we utilized the least absorbing 193Ir iso-
tope where σa = 111(5) barn for 25 meV neutrons. Secondly,
for a powder sample, scattering at the important high symme-
try Γ point is accessible, but only near Q = 0 in the first
Brillouin zone. Beyond Q = 0 the spherical averaging takes
effect making it impossible to distinguish the scattering be-
tween points in the Brillouin zone of equivalent Q. The high-
est energy transfer that can be accessed for a given wave vec-
tor transfer Q is ~ωmax = v̄~Q where v̄ = (~/2m)(ki + kf )
is the average neutron velocity. (Fig. 1 and Appendix B 4).
Thirdly, the magnetic form factor for Ir4+ decreases sharply
for increasing momentum transferQ, leading to a reduction in
the magnetic scattering cross section by 50% for Q=1.7 Å−1

and a 90% reduction for Q=3.0 Å−1.
The neutron scattering experiment was conducted on the

SEQUOIA spectrometer [31] at the ORNL spallation neutron
source. The powder was loaded under 1 atm 4He at room
temperature in an annular aluminum can with an outer diam-
eter of 20 mm and annulus thickness 0.5 mm. The height of
the corresponding annular powder sample was 34 mm. The
total mass was 3.8 g and the packing density was 3.6 g/cm3

which is 50% of the nominal density. The can was attached to
the cold finger of a low-background closed cycle refrigeration
cryostat.

Data were acquired with fixed incident energy Ei = 18
meV, 30 meV, and 60 meV for each of the temperatures T =
4.0(1) K, 45.0(1) K, and 200.0(1) K. In addition, Ei=120
meV data were taken at T = 4.0(1) K and 300.0(1) K. For
Ei=18 meV and 30 meV we used the fine chopper configura-
tion, while forEi=60 meV and 120 meV the high flux chopper
was used. Energy and momentum transfer dependent absorp-
tion corrections determined by a Monte-Carlo method were
applied to the data [32]. A temperature independent back-
ground was remove from each measurement using the prin-
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ciple of detailed balance, the details of which may be found
in B 2. The one-phonon scattering was estimated from high
temperature measurements where it dominates and then sub-
tracted from the lower temperature data. Elastic incoherent
scattering from a vanadium standard sample was used to nor-
malize count rates to absolute units in accordance with Eq. 1.
To cover a broad range of momentum-energy space with the
right compromise between resolution and count rate, we com-
bined data acquired for the four different incident energies.
See Appendix B for further details about the neutron scatter-
ing data analysis.

Additional measurements were acquired with fixed incident
energy Ei = 22 meV in the high flux configuration to exam-
ine the temperature dependence of the magnetic Bragg Peaks
along with the inelastic spectrum. These data were corrected
for absorption, normalized to vanadium, and binned in 2.5 K
temperature steps.

C. THz spectroscopy

Time-domain THz spectroscopy was performed using a
custom-built system with frequency range 0.2-2 THz [33] at
zero magnetic field. The measurement was performed on a
dry pressed powder pellet of β−Li2IrO3 with diameter 5 mm,
thickness 0.6 mm and mass 5.0(1) mg. Transmission spectra
were collected at temperatures from T = 3 K to 40 K. The
T = 50 K spectrum was used as an approximately nonmag-
netic reference.

The energy dependent complex THz transmission through
a slab of material with thickness d may be written as

T̃ (ω) =
4ns

(1 + ns)2
exp (i

ωd

c
(ns − 1)). (5)

Here, ns = n − ik is the complex refractive index of the
material. Note, that the real part of the refractive index n in-
dicates the phase velocity, while the imaginary part k is called
the absorption coefficient and measures the attenuation of the
electromagnetic wave while propagating through the material.
We solve for ns numerically for all temperatures. The index
of refraction at temperature T is given by nT =

√
ε(1 + χM ),

where ε is the generalized permitivity and χM is the magnetic
susceptibility. For a sample that has a magnetic response be-
low a reference temperature Tref and no magnetic response
above Tref , we derive an expression for magnetic suscepti-
bility by taking the ratio of the refractive indices above and
below the transition temperature.

nT
nTref

=
√

1 + χM , (6)

from which we obtain

χM (ω) = (
nT
nTref

)2 − 1 (7)

See Ref. [33, 34] for full details of the derivation and use of
this technique.

D. Heat capacity

Heat capacity measurements were performed in a Quantum
Design physical properties measurement system (PPMS). To
enhance thermal conduction, we used a pellet pressed of equal
parts by mass of silver and β-Li2IrO3. Measurements were
taken at zero field for the range of T = 2 − 300 K and at
µ0H = 14 T for the range of T = 2 − 100 K. The silver
contribution to the specific heat was subtracted based on tab-
ulated values in Refs. [35–37]. Low temperature heat capac-
ity measurements for T = 0.1 − 3.5 K were performed us-
ing the PPMS dilution refrigerator option. This measurement
was done on a 1.50(1) mg piece of a pressed pellet of pure
β-Li2IrO3 with no silver.

III. Experimental Results

A. Magnetic neutron scattering

Fig. 1(a,b) show color images of the inelastic magnetic neu-
tron scattering from a powder sample of β-Li2IrO3 at T=45 K
and T=4 K, which are above and below the magnetic ordering
temperature respectively. Representative energy and momen-
tum cuts through the same data are shown in Fig 2. In the
paramagnetic phase at T = 45.0(1) K (Fig. 1(a) and Fig.
2(a,b)), the spectrum extends from the lowest accessible en-
ergy transfer of 2 meV to beyond the kinematic limit of the
experiment (near 30 meV).

The scattering cross section is further attenuated with in-
creasing Q than the squared iridium form factor (dashed line,
Fig. 2(b)). This indicates short ranged inter-site spin correla-
tions. The spectrum of fluctuations (Fig. 2(a)) extends to en-
ergies well beyond kBT , which is characteristic of frustrated
magnetic materials where competing interactions do not favor
a state with long range spin order. In particular the T = 0
dynamic spin correlation function of the Kitaev quantum spin
liquid is virtually Q-independent while the spin flip excitation
spectrum is broad and featureless above a gap [38, 39].

A massive rearrangement of spectral weight occurs upon
cooling to T = 4.0(1) K � TN (Fig. 1(b)). Lower energy
magnetic neutron scattering shifts to a ~ω ≈ 12 meV inten-
sity maximum. Strong momentum dependence develops in
the low energy regime (Fig. 2) with a distinct intensity near
the incommensurate magnetic wavevector Qm = 0.57(1)a∗

[40]. There is an apparent gap ∆ = 2.1(1) meV in the mag-
netic excitation spectrum (Fig. 2(c)).

The detailed temperature dependence of magnetic neutron
scattering from β-Li2IrO3 is in Fig. 3. Panel (a) shows the
development of elastic magnetic Bragg peaks as an order pa-
rameter (squared). The Néel temperature is consistent with a
peak in the magnetic specific heat plotted as ∆C(T )/T ver-
sus T in the inset to Fig. 5(a). Fixing the critical tempera-
ture to TN = 38.5(5) K inferred from ∆C(T )/T to be dis-
cussed later, a fit to the temperature dependent Bragg intensity
yields a rough estimate of the critical exponent β = 0.42(6).
This value is consistent with the value for the 3D Ising model
(βIsing = 0.326) but also indistinguishable from the Heisen-
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FIG. 1. Magnetic excitation spectrum of β-7Li1932 IrO3 probed by in-
elastic neutron scattering at (a) T = 45 K and (b) T = 4 K. The data
combines scattering from neutrons of incident energies 10.5 meV, 30
meV, 60 meV, and 120 meV. Data acquired at T = 200 K and 300 K
were used to determine the temperature dependent one-phonon scat-
tering, which was subtracted to isolate the magnetic scattering (see
Appendix B). The dashed lines show the kinematic limit for each in-
cident neutron energy employed.

berg (βHeisenberg = 0.365) and XY models (βXY = 0.345).
Fig. 3(b) displays the temperature dependence of the mag-
netic excitation spectrum as a color image. The data illustrate
depletion of low energy inelastic scattering as in an Ising-
like phase transition and the transfer of spectral weight into
a broad peak centered at 10 meV (Fig. 2(c)).

B. THz spectroscopy

The Q = 0 spectrum is of particular interest as it reflects
spin-space anisotropy, which is central to the Kitaev model.
To measure this, we use THz spectroscopy. The THz trans-
mission spectrum for β − Li2IrO3 is presented in Fig. 4(a),
and the absorption coefficient k is shown in Fig. 4(b). Low
THz transmission at higher energy transfers precluded reli-
able measurements of spin-wave excitations above 5 meV.
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FIG. 2. Cuts across experimental data shown in Fig. 1. The spec-
tra in (a) and (c) represent averages over Q ∈ [0.4, 1.5] Å−1 while
the Q−dependent scattering intensity in (b) and (d) average over
~ω ∈ [2, 25] meV. Q−averaging is weighted by Q2 to represent the
average of I(Q,ω) throughout a spherical shell of momentum space.
The kinematic limits indicated in Fig. 1 impact these cuts as the aver-
ages can only be extended over kinematically accessible regimes of
Q and ~ω. The dashed purple line in (b) shows the scaled magnetic
form factor |F (Q)|2 for Ir4+.

The higher energy feature seen in THz transmission near 7
meV is not temperature dependent and thus we do not at-
tribute it to magnons. Another feature at ≈1.6 meV is an in-
strumental interference effect that is not associated with the
electromagnetic response of the sample. However, the peak
at 2.8(1) meV has a Lorentzian shape and gradually forms
at temperatures below TN = 38 K. The corresponding T−
dependent imaginary part of the dynamic magnetic suscepti-
bility χ′′(ω) at Q = 0 is shown in Fig. 4(c). We associate
this peak with a zone center gap in magnetic excitations from
the ordered state. The finite gap in the excitation spectrum is
direct evidence of anisotropic magnetic interactions.

C. Heat Capacity

To access the Q−averaged magnetic excitation spectrum
to the lowest energies, and to probe the critical regime near
the magnetic phase transition, we measured the specific heat
capacity C(T ). The result is shown as a plot of C/T in
Fig. 5(a). The zero field data set (black symbols) features
a sharp peak at TN = 38 K that is suppressed and broad-
ened by the application of a 14 T magnetic field (inset to
Fig. 5(a)). This indicates a magnetic phase transition in an
anisotropic material as detailed in previous studies on single
crystalline samples [10, 11, 16]. The change in entropy asso-
ciated with the temperature regime in the immediate vicin-
ity of the phase transition (10 K to 40 K) is estimated to
∆Sm = 0.41(1)Jmol−1K−1. Representing just 7% of the
Rln2 total spin entropy per iridium, this small peak indi-
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FIG. 3. Temperature dependence of magnetic neutron scattering
from β-7Li1932 IrO3. (a) Temperature dependence of theQ-Integrated
intensity of the magnetic Bragg peaks (1,1,1)-k and (0,0,0)±k shown
in the inset. The line through the data is that of an order parameter
squared with critical exponent β = 0.42(6) and the critical tempera-
ture TN = 38 K (dashed red line) determined from the specific heat
capacity data in Fig. 5(a). The inset depicts the integrated elastic
scattering around the magnetic Bragg peaks at T = 3.95 K (blue
points) and T = 50.0 K (red points). the cyan line depicts an exam-
ple of the gaussian fits used to extract magnetic diffraction intensity
which is a measure of the staggered magnetization squared. (b) Tem-
perature dependent inelastic magnetic neutron scattering integrated
over Q ∈ [0.5, 1.0] Å−1.

cates the magnetic order is incomplete and/or develops from
a strongly correlated state. This observation is consistent with
the small ordered moment (0.47(1) µB [14]) and the fact that
the magnetic excitation spectrum extends well beyond kBT
for T = 45 K > TN (Fig. 1(a) and Fig. 2(a)). Correspond-
ingly, the peak in C(T ) marking the phase transition rides on
a broad maximum, which in addition to contributions from
phonons, is associated with the development of short range
spin correlations.

Fig. 5(b,c) display C(T )/T in the low temperature regime.
While the upturn for T < 1 K is associated with hyperfine
splitting of the nuclear spin-3/2 of iridium, there is also a
Sommerfeld-like term C(T ) = γT that is unusual for a long
range ordered insulating magnetic material. γ is driven to zero
in a field of 14 T, which indicates it is associated with gapless
electronic excitations. Further analysis and discussion of the
heat capacity data is in sections IV C and V.
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FIG. 4. Time-domain THz spectroscopy of β-7Li1932 IrO3. (a) Raw
THz transmission data at temperatures from 3 K to 40 K. (b) Ab-
sorption coefficient k inferred from the transmission data in (a). The
sharply defined temperature dependent peak at 2.8(1) meV is asso-
ciated with a magnetic excitation from the long range ordered state.
Based on Eq.7, this peak is shown as χ′′(ω) in the inset. A second
excitation is seen around 7.0(2) meV but its temperature dependence
is quite different from the 2.8 meV peak and its origin is unclear. The
quality of the higher energy data is impacted by the reduced transmis-
sion (see frame (a)). The temperature independent peak at 1.6 meV
arises from an instrumental interference effect.

IV. Analysis

A. Spin Hamiltonian and spin wave theory

To account for the counter-rotating spin structure, the mini-
mal spin Hamiltonian for β-Li2IrO3 is the J-K-Γ model [12,
22, 23, 25, 41, 42]

H=
∑
t

∑
〈ij〉∈t

Htij , (8)

where

Htij = JSi · Sj +KSαt
i Sαt

j + σtΓ(Sβti S
γt
j + Sγti S

βt
j ). (9)

Following the nomenclature of Ref. [43], Si denotes the
pseudo-spin jeff = 1/2 operator at site i. The five differ-
ent types of NN Ir-Ir bond are labeled t ∈ {x, y, z, x′, y′}
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FIG. 5. Specific heat capacity of β-7Li1932 IrO3 plotted as C(T )/T .
In all subplots black points represent zero field measurements, blue
points represent 14 T measurements. Square symbols denote data
acquired using the dilution refrigerator configuration of a physical
properties measurement system. Circle symbols denote data from
the high temperature configuration of the PPMS. (a) Specific heat
at zero-field and µ0H = 14 T. (Inset) View around TN = 38 K
highlighting the peak associated with the magnetic phase transition.
The plotted quantity ∆C(T )/T is the difference between the zero
field and 14 T measurements. (b) Detailed view of the low T regime
with model fitting. The red line is the sum of three terms: (1) The
calculated contribution from 3D antiferromagnetic spin waves above
a 2.8 meV gap in the excitation spectrum (Fig. 4), (2) a T− linear
term that vanishes at high fields, and (3) a separate T 3 term that we
associate with acoustic phonons. (c)C/T vs T 2. The T−linear term
in C(T ) is clearly visible here as the intercept with the y-axis. The
14 T data (blue points) show a zero intercept so that the T−linear
term appears to be associated with magnetic excitations.

with associated cartesian components (αt, βt, γt) = (x, y, z),
(y, z, x), and (z, x, y) for t ∈ {x, x′}, {y, y′}, and {z}, re-
spectively. For simplicity, we take K to be bond independent
though the z type bond by symmetry is distinguishable from
the (x, x′) and y, y′ type bonds. The prefactor σt=±1 deter-
mines the sign of the Γ interactions which is bond-dependent

and prescribed by lattice symmetry [22]. Fixing the overall
energy scale to be J2 + K2 + Γ2 ≡ 1, the Hamiltonian in
Eq.(9) can be parameterized in terms of polar angles θ and φ
as

J = sin θ cosφ, K = sin θ sinφ, Γ = sgn(Γ) cos θ. (10)

Within this parameterization, Luttinger-Tisza (LT) analysis
indicates the counter-rotating order is stabilized in the approx-
imate range of (θ, φ) ∈ [(0, π2 ), ( 3π

2 ,
13π
8 )] [23, 44]. Varying

mostly with φ, the incommensurate wave vector Q = ha∗

takes on values in the range 0.53 . h . 0.80 [22], which may
be compared to the experimental value of h = 0.57(1)[15].
The LT method does not include the higher harmonic compo-
nents that are required to ensure a fixed spin length for a gen-
eral incommensurate order. Instead of using an incommensu-
rate wavevector, we take the magnetic structure to be a long-
wavelength deformation of the closest Q = (2/3, 0, 0) com-
mensurate approximation of the true order [44]. Within the
region of phase space with dominant Kitaev interactions, this
description accounts for most experimental findings reported
so far, including the observed static spin structure factor, the
irreducible representation, magnetic structure of two counter-
rotating spin sublattices, the response under a magnetic field,
as well as Raman scattering [16, 25, 29, 40, 43, 45, 46].

Given the Hamlitonian (9) and the parameterization (10),
we employ the standard 1/S semiclassical expansion (see
details in Refs. [43, 44]) and compute the dynamical spin
structure factor (DSF) given by Eq.(2). To accommodate the
zero-field spiral magnetic order with propagation wavevector
Q ‖ a∗, we use an enlarged magnetic unit cell composed of
three orthorhombic unit cells along the a-axis with 48 mag-
netic sites [44].

B. Extraction of Exchange Parameters

We describe the excitation in the antiferromagnetic state of
β−Li2IrO3 by linear spin wave theory and refine the exchange
parameters J,K and Γ in Eq.(9) by comparison to inelastic
neutron scattering, THz spectroscopy, and heat capacity mea-
surements presented in section III.

Fig. 6(a) presents the calculated S(Q,ω) with the best fit
INS spectra (Fig. 1, Appendix A), with K = −24(3) meV,
Γ = −9.3(1) meV, and J ≈ 0.40(2) meV. For Q within
the kinematic limits set by the experimental conditions and
indicated by the white line in Fig. 6(a), the model calcula-
tion is consistent with the experimental data in Fig. 1(b). In
the J-K-Γ model, the effects of each parameter on the cal-
culated spectra are shown in Appendix A, from which it is
immediately clear that the part of S(Q,ω) accessed in our
neutron scattering experiment is sensitive to Γ and K. In con-
trast, the Heisenberg interaction J barely affects the spectrum
that is visible in INS, and therefore is not well constrained by
the neutron data. The fidelity in refining J,K,Γ from INS
is quantitatively reflected in the variation of χ2 with each pa-
rameter as shown in Fig. 6 (c-e). While χ2 v.s. K and Γ have
a parabolic shape, Fig. 6 (c) shows the value of J is not well
constrained by the INS data. The magnitude of the Q = 0
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FIG. 6. Results from fitting linear spin wave theory to magnetic neutron scattering data for β-7Li1932 IrO3. (a) The calculated spectrum of
inelastic neutron scattering for the best fit parameters. The white line represents the kinematic limit of the experiment which combined four
different incident neutron energies. (b) The calculated gap at the Γ point in the phase space of J-K-Γ model, as described by parameters θ and
φ in Eqn. (10).The solid white lines depict phase boundaries between dominant K and Γ interactions as described in Ref. [12] and the triangle
represents the best fit result from our experiment which is used to calculate the spectrum in panel (a). The white space represents the region
of phase space in which the observed magnetic structure is not stabilized as the lowest energy ground state. The dashed white line shows the
path through phase space where ∆E = 0.4 meV. (c-e) The χ2 goodness of fit versus the free parameters J,K, and Γ. The red dashed lines in
(d) and (e) are parabolic fits from which the minima and their uncertainties were extracted. The experimental uncertainty for each parameter
is determined by the range of the parameter over which χ2 is less than χ2

min/(1 + 1/(Nd − Np)), with Nd being the number of pixels in
our measurement and Np being the number of free parameters in the fit. This fitting process is not able to determine the Heisenberg exchange
parameter J because the kinematically accessible part of the magnetic neutron scattering cross section is insensitive to J .

gap ∆E is however, closely linked to J . To determine J , we
therefore turn to THz spectroscopy, which probes the Γ point
spectrum and is sensitive to ∆E. The result of calculating ∆E
using LSWT over the phase space consistent with the incom-
mensurate order is shown in Fig. 6 (b). Near our best fit point
from INS, ∆E increases strongly with increasing values of φ
or J . This is shown explicitly in Fig. 7 (a).

Using the values of K and Γ and the range of J deter-
mined from INS, the LSWT predicts the lowest two modes
at Q = 0 to be at 0 − 1 meV and 1 − 5 meV. We designate
these modes as M1 and M2 respectively and their dependence
on J within linear spin wave theory is presented in Fig. 7.
Assigning the 2.8 meV peak observed in THz spectroscopy
(Fig. 4) to the higher energy mode leads to the refinement
of J = 0.40(2) meV and the prediction of the lower en-
ergy mode at 0.4 meV. Here we do not consider the effects of
magnon anharmonicity, which may renormalize M1 and M2

to be much closer together in energy. The Q = 0 mode en-
ergy estimates obtained by treating the magnon interactions at
the level of a mean-field decoupling of the quartic terms (and
disregarding the magnon decay processes driven by the cubic
terms) appear to be able to bring M1 and M2 much closer
to each other with renormalized energies slightly below and
slightly above 3 meV [46].

We now use the extracted parameters to calculate the full
spectrum of magnetic excitations for comparison with future
INS or RIXS experiments on single crystals. The spin wave
dispersion relation along a high symmetry trajectory through
the magnetic Brillouin zone has previously been reported in

Ref. [46]. Fig. 8 shows the diagonal components of the dy-
namic spin structure factor, Saa(Q, ω), Sbb(Q, ω), Scc(Q, ω)
for wave vector transfer along the orthorhombic (100) direc-
tion. The off-diagonal elements Sab(Q,ω) and Sbc(Q,ω) are
zero by the C2b symmetry (two-fold rotation around the b
axis) of the zero-field ground state and the ground state when
the magnetic field is applied along the b axis. The off-diagonal
component Sac(Q,ω) is much smaller than the diagonal com-
ponents.

C. Application of LSWT to Heat Capacity

The temperature-dependent specific heat capacity
Cmag(T ) ≈ ∂U/∂T can be modeled by bosonic magnons
starting from

U(T ) =

∫ ∞
∆

ε g(ε)

eβε − 1
dε. (11)

Here, ε is the spin wave excitation energy, ∆ is the excita-
tion gap, β = 1/kBT , and g(ε) is the magnon density of
states[50]. For a three dimensional antiferromagnet with a
dispersion relation ε(q) =

√
∆2 + (cq)2 (where ∆ is the spin

gap and c is the spin-wave velocity), the density of states is

g(ε) =
V η

2c3π2
ε
√
ε2 −∆2 , (12)
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Source JKΓ Estimate Method
Ref. [12] |K| > |Γ| � |J | LLG using magnetic structure
Ref. [47] Γ = −15(11) meV, 3J +K = −11(4) meV Single crystal Magnetization
Ref. [25] J ≈ 0.3 meV, |K| � |J |, |G| � |J | Hc and Magnetic Structure
Ref. [48] K ≈ Γ < 0, J � |K|, J > 0 Diagonalization
Ref. [49] K = [−15,−12] meV, Γ = [−3.9,−2.1] meV, J = [0, 1.5] meV Diagonalization and MRCI+SOC

Refs. [29, 43] K = −18 meV, Γ = −10 meV, J = 0.4 meV Raman Scattering, RIXS
This work K = −24(3) meV, Γ = −9.3(1) meV, J = 0.40(2) meV INS, TDTS, Heat capacity

TABLE I. Summary of literature estimates of exchange parameters in β-Li2IrO3.
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FIG. 7. (a) Calculated energies at the Γ point for spin wave modes
M1 and M2 in β-7Li1932 IrO3 as described in the text versus the
Heisenberg exchange constant J . Cyan points highlight the over-
all best fit value of J = 0.4 meV. The blue point shows the observed
M2 mode energy determined by THz spectroscopy (TDTS). (b) Cal-
culated THz response for β−Li2IrO3 (blue) and the measured TDTS
at T = 3 K (black). The main peak is clearly described by the model
in cyan using the best fit parameters J = 0.4 meV, K = −24 meV,
and Γ = −9.3 meV.

where V is the unit cell volume and η is a constant. The 3D
nature of the low energy magnons is reflected in the linear-
ity of Cmag/T versus T 2 for temperatures above ∆/kB (Fig.
5(c)). The values for c, ∆, and η = 4 were fixed by the calcu-
lated linear spin-wave dispersion for the lowest energy band at
the Γ point. Because c and ∆ are closely coupled, the specific
heat data do not provide an independent estimate for ∆. To

fit the measured specific heat, we must add a T−linear term
with γ = 1.28(2) mJ/mol/K2, an additional T 3 term that may
be associated with acoustic phonons, as well as a contribu-
tion at very low temperatures from the nuclear specific heat
(C(T ) ∝ 1/T 2). A T−linear term in the specific heat capac-
ity was previously associated with fermionic quasi-particles in
spin-1/2 chains [51] and quantum spin liquid candidates [52]
though it can also be associated with localized possibly disor-
der related excitations [53].

V. Discussion and Conclusions

Using a double isotope powder sample and the high in-
tensity time of flight spectrometer SEQUOIA at the SNS,
we have acquired inelastic magnetic neutron scattering data
within the paramagnetic and within the incommensurate mag-
netically ordered state of the spin-1/2 hyper-honeycomb lat-
tice of β−7Li193

2 IrO3. Complementary information about
electronic excitations was obtained through time domain THz
spectroscopy and specific heat capacity measurements.

To quantitatively establish a spin Hamiltonian for this ma-
terial we compared the multiple inelastic neutron scattering
measurements to detailed spin-wave theory of the anisotropic
nearest neighbor J-K-Γ model. This comparison constrained
the parameters to J = 0.40(2) meV, K = −24(3) meV, and
Γ = −9.3(1) meV. The same set of parameters also predicts
the excitations at the Γ point observed by TDTS and is con-
sistent with the heat capacity measurements.

Inelastic neutron scattering response shows a characteristic
broad feature around 10 meV that is consistent with powder-
averaged dynamical spin structure factor calculations within
linear spin-wave theory. This feature appears to arise from
the combination of: i) the particularly strong response in the
Saa channel in that regime (see Fig. 8(a), ii) the otherwise
large number of excitation modes in the same regime (reflect-
ing, in part, the large magnetic unit cell of the multi-sublattice
ordered state), iii) the result of powder averaging in a sys-
tem with a highly anisotropic response (see different panels
in Fig. 8). To these we should also add the effect of higher-
order spin-wave corrections, which, although not calculated
explicitly here, are known to be significant especially in highly
anisotropic systems [54].

Furthermore, the extracted Heisenberg exchange J is con-
sistent with the critical field for the ordered state, which is
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predicted to vary as µBµ0Hc = 0.46J [25]. Using our re-
sult for J we find µ0Hc ≈ 3.2(2) T, which is consistent with
the observed value of 2.8 T. Secondly, the strong absorption
feature near ~ω = 7 meV in our THz data is close to the pre-
diction of the third-lowest excitation at ~ω = 7.5 meV at the
Γ point though low THz transmission precludes definite iden-
tification of the 7.5 meV anomaly (Fig. 4(b)) with a magnetic
excitation. The feature also exists for T > TN and appears
temperature independent even at high temperatures, making
its nature rather unclear. However, the main feature in the
THz spectrocsopy at ~ω meV is consistent with the two peaks
seen in recent Raman scattering work. These peaks lie at 2.5
and 3.0 meV and are signatures of non-Loudon-Fleury scat-
tering processes, generated by magnetic-dipole-like terms in
the Raman vertex, which are of a similar nature as the excita-
tions probed by THz and INS [46]. Our results are generally
consistent with previous theoretical and experimental works
that have attempted to estimate these parameters as shown in
Table I.

The ratios of J/|K| = 0.017(2) and |Γ|/|K| = 0.39(5)
suggest that β−Li2IrO3 is in relative close proximity to the
ideal KSL phase. While the precise details of the quantum
phase diagram of the hyperhoneycomb J-K-Γ model have
not yet been established, a comparison to the closely related
two-dimensional honeycomb case is rather instructive, as the
above ratios would place the two-dimensional model within
the KSL phase [55]. Though we are dealing with a three-
dimensional material, the proximity of β-Li2IrO3 to a highly
frustrated point in parameter space is further corroborated by
the relatively low value of TN compared to the dominant en-
ergy scale of the problem (TN/|K| ∼ 0.13), the small amount
of entropy associated with the magnetic phase transition, and
by the reported fragility of the low-T incommensurate phase
under modest external perturbations. Indeed, both a modest
external magnetic field and hydrostatic pressure suppress the
order at µ0Hc = 2.8 T [16, 47] and 1.4 GPa [27, 30], re-
spectively. Moreover, one should also keep in mind that, at
the classical level, the Γ interaction fails to lift the infinite
ground state degeneracy of the Kitaev model completely, and
an infinite submanifold of ground states still remains along the
J = 0 line for negative K and Γ [12].

Finally, we discuss the linear term γT in the zero-field heat
capacity (Fig. 5). The presence of linear term in the spe-
cific heat of a magnetic origin in β−Li2IrO3 is interesting
because it cannot be accounted for by the spin wave theory
that was used here to successfully account for the ordered
state as well and the inelastic magnetic neutron scattering
spectrum. A T−linear term can arise from fermionic quasi-
particles with the Sommerfeld constant γ proportional to the
density of states at the Fermi level. γ ranges from mJ/mole/K2

in uncorrelated metals such as copper to J/mol/K2 in heavy-
fermion systems [56–58]. With no fermionic charge carriers,
a linear term is generally unexpected for insulators. The com-
plete suppression of γ for β−Li2IrO3 under a 14 T magnetic
field (Fig. 5) indicates its magnetic origin and is consistent
with prior NMR and THz data [59]. While a field dependent
Sommerfeld term could arise from a metallic impurity phase,
powder XRD studies as well as low temperature susceptibil-

ity measurements place an upper limit on the concentration of
impurities at the percent level (see Appendix B 6). If such im-
purities are the origin of the γT term they would need to be
heavy fermion like.

Intrinsic T−linear specific heat terms have been reported
in materials with quasi-one-dimensional spin-1/2 chains such
as copper pyrazine di-nitrate[60]. There it is quantitatively
accounted for by fermionic spinons, which form a Luttinger
liquid with γ = 2/3R(kB/J) in zero field. A linear term
was also reported in QSL candidate materials including the
hyperkagome system Na4Ir3O8 [61]. In our measurement,
γ = 1.20(1) mJ/mol/K2 is comparable to Na4Ir3O8 where
γ ≈ 2mJ/mol/K2 [61], but less than other insulating QSL
candidates like κ−(BEDT-TTF)2Cu2(CN)3 where γ = 12
mJ/mol/K2 [52]. For spin-1/2 chains two different field ef-
fects on γ have been demonstrated. In copper pyrazine dini-
trate the T−linear term is enhanced in an applied field. This
is fully accounted for theoretically as resulting from a field
induced suppression of the spinon-velocity, which enhances
the spinon density of states at the fermi level. The opposite
effect is found in copper benzoate, which has two magnetic
sites per 1D unit cell with symmetry-related g-tensors. As
a result a uniform applied field produces an effective stag-
gered field that opens a gap in the magnetic excitation spec-
trum and replaces the T−linear specific heat capacity by ex-
ponentially activated behavior[62–64]. It seems unlikely that
exotic fermionic quasi-particles associated with a proximate
spin liquid phase would contribute to the very lowest energy
part of the excitation spectrum within a symmetry-breaking
long range ordered state of β-Li2IrO3. The incommensurate
nature of the order could be relevant as it admits a gapless pha-
son mode as well as complex domain wall structures both of
which have the potential to contribute to the low temperature
heat capacity. A detailed study of the field dependence of γ
to determine for example whether its disappearance coincides
with the 2.8 T critical field [16] would be informative.
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FIG. 8. The diagonal components of the spin dynamical structure
factor (a-c) and their sum (d). In the background, we also plot the
linear spin wave spectrum (shown by thin white lines). The color
scale is arbitrary and different for each panel. Calculations were per-
formed for the parameter set of J=0.4 meV, K=-24 meV, and Γ=-9.3
meV.

VII. Appendices

A. Calculated scattering J,K,Γ Dependence

The fits to the measured INS data were performed by the
systematic calculation of neutron scattering spectra for many
sets of exchange parameters. Spectra were first calculated
globally in the region of J − K − Γ parameter space that
stabilizes the incommensurate magnetic order [12]. Then the

calculations were refined for the smaller range of parameters
that best reproduce the observed spectra.

The pattern of scattering varies differently with each of the
exchange parameters, as illustrated in Fig. 9. J has very little
effect on the spectra. The value of Γ has the greatest impact on
the excitation spectra, controlling the overall energy scale of
the spin-waves. The influence of K is more subtle. It impacts
the energies and intensities of select bands at energies higher
than Γ. This is seen in the second row of spectra in Fig. 9.
Thus, inelastic magnetic neutron scattering scattering from a
powder sample of 7Li and 193Ir can be used to extract values
for K and Γ but not J .

B. Neutron Data Analysis

1. Annular Absorption Correction

Although we have taken care to minimize absorption by
means of a custom annular aluminum sample can and isotopic
enrichment of both 193Ir and 7Li, significant energy transfer
dependent neutron absorption still affects the measurement.
To account for this, we use a Monte-Carlo method imple-
mented in the Mantid software which takes into account the
full neutron path for each pixel as a function of scattering an-
gle and energy transfer [65]. Further details may be found
in the Mantid documentation for the AnnularRingAbsorption
method. Finally, the measurements were normalized to units
of barn/eV/sr/ mol Ir by comparing to the scattering intensity
measured for a known quantity of vanadium.

2. Detailed Balance Correction

To isolate the true inelastic neutron scattering from the
sample from various types of background we used the fact
that inelastic scattering from the sample at a given temper-
ature T must obey the detailed balance principle S(−ω) =
exp(−~ω/kBT )S(ω). The component of the scattering that
does not obey detailed balance between positive and nega-
tive energy transfer processes can be considered an approxi-
mately temperature-independent background component. As-
suming that there exists a true inelastic signal S(Q,ω) and a
temperature-independent background Ibkg(Q, |ω|), the scat-
tering intensity for a particular point in Q − ω space at tem-
perature T , should obey the following relationship:

I(T, δ) = Ibkg(δ) + e−βω(1−δ)/2S(T ) (B1)

Here, δ = [1,−1] and denotes positive or negative energy
transfer. Due to kinematic constraints, some values of Q and
|ω| do not permit (Q, |ω|) and (Q,−|ω|) to be simultaneously
accessed. These points are therefore excluded from the anal-
ysis. For every pixel in Q − ω space the value of Ibkg(δ),
Ibkg(−δ), and S(T ) are independent free parameters. S(T )
can furthermore take on different values for each temperature.
This leads to 2NT equations with 2 + NT unknowns, where
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FIG. 9. Calculated powder averaged INS intensities for Ei = 30 meV with variations in J , K, and Γ. The magnetic form factor of Ir4+ is
not considered in the calculation, and a constant broadening in energy of width 1 meV is used to approximate instrumental resolution effects.
While Γ and K are well constrained by this method, J has little influence on the scattering data that is accessible for Ei = 30 meV. The
intensity scale is arbitrary but consistent across the calculations.

NT is the number of temperatures where fullQ−ω dependent
data sets have been acquired. So long as NT ≥ 2, a solution
can be found for theQ−ω dependent inelastic scattering cross
section at each temperature.

The system of equations was solved using a weighted ordi-
nary least-squares method [66], resulting in full solutions of
S(T ), Ibkg(δ), and Ibkg(−δ) for every value of Q,ω, and T
where scattering data are available for positive and negative
values of ω Estimates for the standard error are also obtained.
This detailed balance correction was performed separately for
each incident neutron energy. We note that the method re-
quires accurate correction for energy-dependent neutron ab-
sorption and detector efficiency. Also note that temperature-
dependent elastic scattering is not treated correctly with this
method.

Fig. 10 shows how inelastic scattering with contributions
from magnetism and phonons is separated from temperature
independent backgrounds and elastic scattering. Note the suc-
cessful removal of the tails of Bragg scattering for ~ω < 0.
These are clearly seen in the raw data (Fig. 10 (a-c)). They
are identified as a temperature-independent background (Fig.
10(d)), and are no longer present in the inelastic scattering
spectra after the procedure (Fig. 10 (e-g)). In Fig. 11 (a-
c), we presented the energy cuts integrating over 1.5Å−1 <

Q < 2.0Å−1 for both raw data and the inelastic spectra after
detailed balance correction. We note that at high energy trans-
fers in panels (a-c), the scattering intensity in the extracted
inelastic spectra (blue) exceeds that in the raw data (black) at
some ω values. This is because the detailed balance method is
not employing a direct point-by-point subtraction but carries
out a least-square fit to the full temperature dependent data set
under the assumption that the non-inelastic scattering (back-
grounds and elastic scattering) is temperature-independent.
Both statistical uncertainty and any temperature-dependence
of non-inelastic contributions to the measured count rates can
cause the intensity after this background correction process to
exceed the raw count rate within error bars (Fig. 11).

3. Subtracting the contribution from phonons

The contribution from phonons can be removed by com-
paring scattering spectra taken at low- and high-temperatures.
Specifically in our experiment, measurements at T = 4 K
and T = 200 K have been used. Because phonon scatter-
ing increases with T while magnetic scattering is capped by
the total moment sum-rule, the high-temperature scattering
cross section can be regarded as dominated by scattering from
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FIG. 10. Inelastic neutron scattering spectra for β-7Li1932 IrO3 before and after background subtraction as described in Appendix B 2. (a-c)
Spectra measured at T = 4 K, 45 K, and 200 K with incident neutron energy Ei = 30.0 meV. The detailed balance correction was performed
for measurements with all Ei configurations. (d) The temperature-independent background Ibkg(Q,ω) (Eqn. B1).
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FIG. 11. Energy cuts with integration over Q ∈ [1.5, 2] Å−1 for
β-7Li1932 IrO3 extracted from the data sets shown in Fig 10. The
black symbols represent raw data before the detailed balance cor-
rection was applied. The blue symbols represent the extracted in-
elastic scattering IT (Q,ω) and the green line represents the inferred
temperature-independent background Ibkg(Q,ω).

phonons. Using the expression for one-phonon scattering and
neglecting the temperature dependence of the Debye Waller
factor, the magnetic scattering Im(Q,ω) can be approximated
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FIG. 12. Demonstration of the subtraction of phonon scattering from
inelastic neutron scattering data for β-7Li1932 IrO3 using Eq. B2. T =
4 K data (a) is subtracted by the appropriately scaled T = 200 K data
(b) to produce the reported magnetic scattering (c).

by:

Im(Q,ω) = IL(Q,ω)

−1− e−βH~ω

1− e−βL~ω

×e(〈u2〉H−〈u2〉L)Q2

×IH(Q,ω), (B2)

where the subscripts L and H represent low and high temper-
atures respectively, and βi = 1/kBTi(i = L,H). The ratio of
Debye Waller factors on the third line may be approximated
as 1 for small Q and moderate TH . Note that this procedure
does not remove multi-phonon scattering. An example of the
results of this process are shown for Ei=30 meV in Fig. 12.
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4. Combination of Measurements of Differing Incident
Neutron Energy

For a given incident neutron energyEi, access to the (Q,ω)
space is constrained by the kinematic limit and the elastic res-
olution of the instrument. By combining spectra acquired for
several incident energies it is possible to extended the acces-
sible range of Q− ω space.

The lowest accessible Q is given by:

Qmin(ki, kf) =
√
k2

i + k2
f − 2kikf cos (2θmin). (B3)

Here ~ki and ~kf are the initial and final momentum of the
neutrons and 2θmin denotes the minimum accessible scatter-
ing angle of the spectrometer. In the forward scattering limit
(2θmin = 0), this expression simplifies to

Qmin = |ki − kf | =
|k2

i − k2
f |

ki + kf
=
|ω|
v̄
, (B4)

where v̄ = (vi + vf)/2 is the average neutron speed. The
elastic full-width-half-maximum energy resolution ∆E ∝ Ei
increases in proportion to Ei. While the constant of propor-
tionality can be reduced for example by reducing the open-
ing time of the monochromating chopper on a direct geometry
spectrometer, better energy resolution generally implies more
restricted access to Q-space.

To optimize resolution and coverage that we combine data
acquired for multiple values of Ermi. In the main Fig 1, for
each pixel in the Q − ω space, we present the magnetic scat-
tering intensity as measured in the configuration with highest
instrument resolution in our experiment. As different config-
urations contribute to different regions in the Q−ω space, the
boundaries separating them are marked by white dashed lines.

5. Simultaneous fitting of Multiple Incident Neutron Energies

Now that the scattering data taken at each incident energy
configuration have been corrected for absorption, background,
and phonon contributions, they are ready to be compared with
the calculated magnetic scattering cross section associated
with spin wave excitation. In this procedure, We used all the
data acquired with differentEi configurations. For a particular
set of parameters (J,K,Γ), we first performed a high resolu-
tion calculation of the LSWT over the Q − ω space probed
in our neutron scattering measurements. Then, for each Ei,
the calculated spectrum is convoluted with the energy- and
momentum-dependent resolution function, which is different
for each instrumental configuration. We also masked out the
elastic line based on the elastic resolution of the particular in-
strumental configuration. A pixel by pixel fit of J,K,Γ was
then performed by minimizing χ2 defined as follows:

χ2
Ei

=
1

NEi

NEi∑
j=1

(IEi
mag(Qj , ωj)−AEiIEi

LSWT(Qj , ωj))
2

σIEi
mag(Qj , ωj)2

χ2 =
∑
Ei

χ2
Ei
. (B5)

In the first equation, j labels the pixels in the entire Q − ω
space probed by neutrons with a certain incident energy, NEi

represent the total number of pixels, IEi
mag represents the mea-

sured magnetic scattering in the configuration of incident en-
ergy Ei, IEi

LSWT represents the calculated spin-wave spectra
convoluted with the resolution function at that incident en-
ergy, and σIEi

mag is the standard deviation associated with the
measured magnetic scattering intensity IEi

mag. An overall scale
factor AEi was introduced to minimize χ2

Ei
for each Ei. The

values of χ2 calculated in this way are presented in Fig. 6
(c-e).

6. Verification of sample quality

A γT term in the specific heat capacity can arise from vari-
ous types of impurities in the sample. To look for such impu-
rities powder samples used for this work were characterized
through x-ray diffraction and magnetic susceptibility mea-
surements. Identical measurements were performed on each
batch of powder used for INS, heat capacity, and THz exper-
iments. In the final products used for the experiments no im-
purities were detected by these methods indicating phase pure
materials with minority phases below the 1% level. One batch
that was discarded contained IrO2 impurities, which therefore
may be present in trace amounts in our samples.

We present the effective moments and Curie-Weiss temper-
atures extracted from fits to χ−1 curves as seen in the inset to
Fig. 13(b). Note that we only include batches that were used
in the experiments, which is why indexing does not start from
one.

Batch No. ΘCW (K) µeff (µB/Ir) Mass (g)
4 58.6 1.31 0.24
5 93.6 1.22 0.22
6 22.4 1.65 0.56
7 56.4 1.41 0.55
8 31.0 1.55 0.51
9 26.2 1.61 0.58
10 20.2 1.63 0.59
11 10.2 1.63 0.68

TABLE II. Magnetic properties of each batch of 7Li and 193Ir powder
used in this work.
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FIG. 13. (a) Powder x-ray diffraction patterns from one batch
of β−7Li1932 IrO3 showing the evolution of the diffraction pattern
through various annealing steps. No impurity phases were observed
in the final product for any of the batches used in this study. (b) Mag-
netization and susceptibility data for the same powder sample. The
main feature in the data indicates the magnetic phase transition ex-
pected to occur at TN = 38 K.
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