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We develop the coherent state representation of lattice vibrations to describe their interactions
with charge carriers. In direct analogy to quantum optics, the coherent state representation leads
from quantized lattice vibrations (phonons) naturally to a quasi-classical field limit, i.e., the defor-
mation potential. To an electron, the deformation field is a sea of hills and valleys, as “real” as
any external field, morphing and propagating at the sound speed, and growing in magnitude with
temperature. In this disordered potential landscape, the charge carrier dynamics is treated nonper-
turbatively, preserving their coherence beyond single collision events. We show the coherent state
picture agrees exactly with the conventional Fock state picture in perturbation theory. Furthermore,
it goes beyond by revealing new aspects that the conventional theory could not explain: transient
localization even at high temperatures by charge carrier coherence effects, and band tails in the
density of states due to the self-generated disorder (deformation) potential in a pure crystal. The
coherent state paradigm of lattice vibrations supplies new tools for probing important questions in
condensed matter physics as in quantum optics.

I. INTRODUCTION

Crystal lattice vibrations had initially been treated es-
sentially as a classical field, but in the early papers one
phonon perturbation theory was adopted [1, 2]. Since
the introduction of second quantization, lattice vibra-
tions have been treated as a quantum field in the Fock
state picture. In this description, the particle (phonon)
aspect of lattice vibrations gets the most attention by de-
sign, and one rarely if ever thinks of the lattice vibrations
as a classical field.

There is a viable alternative to the Fock state descrip-
tion, just as in quantum optics: coherent states are equiv-
alent yet permit the construction of the quasi-classical
field from the quantum field of lattice vibrations. The
wave aspect of lattice vibrations is thus emphasized, pro-
viding a different perspective from the usual Fock state
picture. Although it is common in quantum optics to
use coherent states to describe quantized electromagnetic
wave [3, 4], coherent states have rarely been used in con-
densed matter physics to describe quantized lattice vi-
brations.

In the conventional Fock state description, the inter-
action of an electron with lattice vibrations requires a
phonon creation or annihilation within first-order per-
turbation theory. Higher order interactions are approxi-
mated as an incoherent and uncorrelated chain of the first
order events through Boltzmann transport theory [5–8].
In this way, any electron coherence lasting from one colli-
sion to the next has been neglected. Given that a phonon
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bath has changed in the host lattice, it might seem rea-
sonable to neglect coherence, by the usual bath-induced
decoherence arguments. However, in the quantum opti-
cal analog, this argument would be equivalent to saying
that electrons cannot behave coherently in a strong elec-
tromagnetic field, which is of course not true.

The conventional Bloch-Grüneisen theory [9, 10] em-
ploying the Fock states picture describes the tempera-
ture dependence of electrical resistivity of most metals by
taking the scattering of electrons from acoustic phonons
into account. However, despite the success of the the-
ory, there are major phenomena where the conventional
methods seem to fall short, such as the mystifying lin-
ear temperature dependence of resistivity and universal
scattering rate in strange metals [11–17]. The new per-
spective in this work, using a coherent state description
of lattice vibrations, may shed light on these unexplained
phenomena.

In the coherent state representation of the lattice vi-
brations, we lose both the ability and the need to count
phonons. This is replaced by information about the
phase and amplitude of each vibrational normal mode,
leaving the occupation numbers uncertain. Here, we ex-
plore the overlooked part of the wave-particle duality for
lattices, considering lattice vibrations to be waves, in-
stead of particles (phonons). We will refrain from using
the word phonon and instead use lattice vibrations if pos-
sible to emphasize the wave nature of quantum lattice
vibration. A phonon, after all, is a single and countable
quantum, a particle like a photon.

There are two different applications of the term coher-
ence used here; First, we preserve electron coherence over
multiple scatterings, and second, there is the coherence
of lattice vibrations described by coherent states.
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FIG. 1. (a) Schematic of an atomic lattice subject to acoustic deformations. Classical path of an electron subject to the
resulting deformation potential is shown by blue arrow. (b) A particular realization of the coherent state lattice vibrations
at a certain temperature. Electron wave packet (real part shown in green and its direction denoted by dotted-black arrow)
coherently propagates in a spatially continuous internal field formed by the acoustic deformations. Electrons quasi-elastically
scatter (quite similar to impurity scattering) from the disordered landscape formed by the lattice vibrations.

We derive a quasi-classical field, called the deforma-
tion potential, from the quantum field for the interaction
of an electron with lattice vibrations within the coher-
ent state representation. The deformation potential is
schematically shown in Fig. 1. The interactions of an
electron with this field are quasi-elastic and mostly re-
main coherent. Such electron coherence is absent in the
conventional theories of electron-phonon interaction such
as the Bloch-Grüneisen theory. Below, we do find agree-
ment with the conventional theory whenever electron co-
herence is not important. The present work is therefore
viewed as an extension of the current theory into the co-
herent regime, agreeing with the conventional approaches
in the normal regimes. The electron coherence shows in-
teresting new physics such as temporary (or transient)
localization, even at high temperatures, and existence of
band tails in density of states.

The article is organized as follows. In Sec. II, we pro-
vide a historical background indicating the explicit and
implicit use of the coherent state description of the lat-
tice vibrations and electromagnetic waves in literature.
In Sec. III, we introduce the definition and properties of
a coherent state, and then consider its application to the
lattice vibrations by discussing its advantages over a Fock
state. In Sec. IV, we derive the explicit form of the quasi-
classical field of the deformation potential and discuss its
properties. In Sec. V, we calculate transport scattering
rate in the perturbation theory in coherent state picture
and show its equivalence to the Fock state picture. In
addition, the differences between quantum and classical
fields are discussed. In Sec. VI and VII, we perform full
quantum calculations using the split operator method.
We also implemented semiclassical ray trajectory calcu-
lations in Appendix C. These are well justified in some
but certainly not all regimes of temperature and doping.
In Sec. VI, we construct a temperature-Fermi momen-
tum phase diagram obtained from our coherent state-
quantum electron wavepacket numerical results. We go
beyond recovering the conventional theory in Sec. VII,
demonstrating the existence and consequence of electron
coherence and multiple scattering effects which were ne-

glected before. In particular, we show that electrons “at-
tempt” to localize in a short time, causing density of
states to exhibit band tails. We discuss the possible im-
plications of our findings and conclude in Sec. VIII.

II. HISTORICAL BACKGROUND

The concept of what we now refer to as the coher-
ent state of a harmonic oscillator was introduced by Er-
win Schrödinger in 1926. Employing his time dependent
equation, he showed that a displaced ground state os-
cillates without changing shape, with the mean position
and mean momentum obeying classical equations of mo-
tion [18]. The extension of this result to many oscilla-
tors, including harmonic solids, is direct and straightfor-
ward [19]. This shows that any classical behavior like
sound propagating through a harmonic lattice has an ex-
act quantum analog within a coherent state representa-
tion.

Coherent states appeared in a different context in 1954,
beginning with Hanbury Brown and Twiss’s [20, 21] in-
terferometric measurement of apparent stellar diameters
using two telescope mirrors spaced a variable distance
apart. The field arriving from a distant star is extremely
weak and presumably incoherent, so that arriving quanta
(particle picture) at distant detectors were expected to be
uncorrelated. Instead, Hanbury Brown and Twiss found
the signal to be correlated, like advancing waves would be
at nearby points on a beach. The correlation degrades as
the telescopes are moved farther apart, and the decorrela-
tion distance reveals the apparent diameter of the distant
star. The implication that such weak light from an in-
coherent source arrived as waves did not receive a warm
welcome, well after the discovery of the photoelectric ef-
fect. Eventually, however, the battle of wave vs. particle
paradigms regarding the Hanbury Brown and Twiss con-
troversy initiated the unification of the two paradigms in
1963, sparking the field of quantum optics, with coherent
states playing a central role [3, 4, 22].

Nowadays, in addition to quantum optics [23–26], co-
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herent states play an important role, e.g., in studies
of light-matter interaction in cavity quantum electro-
dynamics [27], quantum chaos such as scarring [28–30],
novel states of quantum matter such as superconduc-
tivity or superfluidity [31], and quantum fields in gen-
eral [32]. Despite the triumph of the coherent state pic-
ture in physics, its advantage in describing the dynamics
of a lattice has remained elusive, with a few rare excep-
tions indicating the possibility of an unused asset, such
as Refs. [19, 33–35]. In this paper, we want to amend
this conceptual shortcoming.

The present work may be viewed as a recapitulation of
the Hanbury Brown-Twiss story: what had always been
treated as particles (phonons in Fock states picture) is
sometimes better viewed as waves (coherent states pic-
ture), within the context of a unified wave-particle the-
ory. A terahertz (THz) lattice mode has about 13 quanta
at 100 K, and a gigahertz (GHz) mode has 13,000. How-
ever, no matter how few quanta occupy the modes in a
Fock space, the coherent state picture is valid, although it
may not necessarily be in the classical limit. In any case,
weakly occupied modes play a minor role in electrical re-
sistivity. We also remark that even a field equivalent to
one photon arriving per second would show the wave-like
Hanbury Brown-Twiss interference effect.

The traditional approach to the interaction of an elec-
tron with lattice vibrations traces back to the 1950 paper
of Bardeen and Shockley [1, 2] who introduced the no-
tion of a deformation potential experienced by electrons,
resulting from the acoustic wave compression and dila-
tion of the lattice. There was a moment when a classical
field picture could have been adopted, but the deforma-
tion potential has instead ever since been employed ex-
clusively in Fock states description with the first-order
perturbation theory [36–42].

The traces of the idea of employing deformation po-
tential as a real, non-perturbative field can be found only
on dusty shelves of the literature. A prescient suggestion
in this direction was made as early as in 1959 by Ted
Holstein in a footnote [43], where he suggested a treat-
ment of phonons based on the classical lattice-vibration
wave packets, implying that he suspected the advantages
of treating electrons as evolving non-perturbatively in
a classical (not quantized) lattice field. However, the
promised work never materialized [44].

Whenever lattice vibrations (such as sound waves) are
treated classically, the coherent state representation is
implied: the amplitude and phase of an oscillation give
the coherent state, specifying the positions and momenta
of all the atoms in the lattice. For example, Pippard [45]
treated the ultrasound field produced by a transducer as
a classical wave in order to interpret the observed rapid
attenuation of ultrasound in metals. It would indeed
seem strange to utilize a second quantized occupation
number formalism for a classically occupied mode with
billions of quanta.

In the classic solid state textbook by Ashcroft and
Mermin [5], two chapters are devoted to “semiclassical”

methods, by which is meant treating external fields act-
ing on electrons in metals as classical fields, where the ki-
netic part of the Hamiltonian governed by the band struc-
ture. Lifschitz and Kosevich [46] took this methodology
further by developing a coherent, semiclassical analysis,
revealing the contribution of coherent semiclassical orbits
on the Fermi surface to magnetic field oscillations, includ-
ing the Shubnikov-de Haas effect [47]. It is evident that a
coherent quantum treatment of the conduction electron
in external (or internal as we do here) fields is necessary
for interference effects like Shubnikov–de Haas. Non-
equilibrium Green’s functions (NEGF) formalism also
provides a solid framework for the study of quantum dy-
namics and coherence effects in general [48, 49]. While
NEGF is used for coherence-preserving elastic scattering
due to impurities, the scattering of electrons due to lat-
tice vibrations have almost exclusively been employed as
an incoherent process, unlike what we do in this paper.

Over the years, there have been other developments
and suggestions related to what we propose here. For
example, in his text Solid State Theory [50], Walter Har-
rison wrote

Because of the low frequencies of the acousti-
cal modes, it is possible to correctly compute
their contributions to the electron scattering
by conceptually freezing the atoms at their
positions in the deformed crystal and com-
puting the electron scattering associated with
the corresponding distortions. Just as we cal-
culated the scattering by defects in crystals.
(italics ours)

“Freezing” the atoms in position is very far from a
Fock state. It is closer to a coherent state representa-
tion. Thus, it has been suspected for a long time that
the deformation field can be taken at face value as a po-
tential which would scatter electrons at the correct rate,
acting like a sea of defects in the process. This is also
implied by the formal equivalence of the occupation num-
ber and coherent state representations [51], which is dis-
cussed further in Sec. V.

This “elastic” program is already highly developed in
the field of thermal diffuse scattering (TDS) from crys-
tals. In one version of TDS, collimated electron pulses
are sent through crystals; both Bragg and diffuse scatter-
ing result. The diffuse scattering increases with temper-
ature, and changes with time if vibrational population
evolution is occurring. The frozen lattice (adiabatic) ap-
proximation, i.e., supposing the lattice to be fixed at typ-
ical configurations as the electrons pass through, works
extremely well at explaining the diffuse scattering and
better, quantitatively exploiting it for the inverse scatter-
ing problem, yielding the geometry of lattice vibrational
modes and vibrational energy evolution [52, 53].

Nevertheless, the explicit utilization of the coherent
state representation for lattice motion is uncommon in
the literature. A notable exception is the 1972 paper by
Noolandi and Kranendonk (see Refs. [33, 34]), “The use
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of coherent states in the theory of quantum crystals.”
In their work, the aim was mainly to understand solid
hydrogen, but the paper has been largely ignored. It is
difficult to find other examples taking a conceptual step
towards this direction, except some of our own related
works [19, 35, 54].

III. COHERENT STATE DESCRIPTION OF
LATTICE VIBRATIONS

In this section, we introduce the definition and basic
properties of a coherent state and its utility for describ-
ing the lattice vibrations. The coherent state picture is
an appropriate way to treat the lattice vibrations fully
quantum-mechanically, of equal, unassailable stature to
the conventional Fock (number) state approach relying
on the concept of individual, particle-like phonons.

Classically, a field consists of waves with well-defined
amplitude and phase. However, this is not the case when
the field is quantum mechanical. Fluctuations are asso-
ciated with the amplitude and phase of the field. A field
in a number state |n〉 has a well-defined amplitude, but
lacks knowledge of phase. A field defined by a coherent
state has an equal amount of uncertainty in both ampli-
tude and phase. The field phase ϕ and particle number
n satisfy the uncertainty principle [55–57]:

∆n∆ϕ >∼ 1. (1)

The coherent state satisfies ∆n = ∆ϕ, and it is a special
case of a more general class of states which may have
reduced uncertainty in one parameter at the expense of
increased uncertainty in the other. Such states are known
as squeezed states [58], e.g., an amplitude squeezed state
(∆n < 1) or a phase squeezed state (∆ϕ < 1). These
states can be created from coherent states by employing
a unitary squeeze operator.

In this paper, we associate each normal mode with a
wavevector q and a branch index λ of the lattice vibration
to a coherent state |αqλ〉 where αqλ is a complex param-
eter. These states are most easily defined via the unitary
displacement operator composed of the annihilation âqλ
and creation operator â†qλ of the field as

D(αqλ) = eαqλâ
†
qλ−α

∗
qλâqλ . (2)

With the displacement operator, the coherent state is
generated as

|αqλ〉 = D(αqλ)|0〉, (3)

where |0〉 is the vacuum (ground) state. This construc-
tion coincides with the original definition of being an
eigenstate of the annihilation operator, i.e.,

âqλ|αqλ〉 = αqλ|αqλ〉. (4)

By definition, a coherent state |αqλ〉 contains an indefi-
nite number of quanta, but it has an average number of

FIG. 2. Representation of a coherent state as a displaced
form (blue circle) of vacuum state (green circle) in the phase

space of a (dimensionless) normal coordinate Xqλ = (â†qλ +

âqλ)/2 and its conjugate momentum Pqλ = (â†qλ − âqλ)i/2.

The coherent state |αqλ〉 is identical to the vacuum state |0〉
except the coordinate shift with an amplitude

√
〈nqλ〉 and the

rotation by a phase ϕqλ. Thus, the coherent state is identified

with the complex parameter αqλ =
√
〈nqλ〉 exp(iϕqλ) with

quantum fluctuations in the amplitude ∆nqλ and in the phase
∆ϕqλ, which are restricted by the uncertainty principle. In
the case of a coherent state, the amplitude and the phase have
equal dispersion ∆nqλ = ∆ϕqλ, in contrast to a more generic
squeezed state.

quanta of

〈nqλ〉 = 〈αqλ|â†qλâqλ|αqλ〉 = |αqλ|2. (5)

As illustrated in Fig. 2, the coherent state |αqλ〉 can be
interpreted as the displaced form of the vacuum state |0〉,
and the state is characterized by its amplitude ∼ |αqλ| =√
〈nqλ〉 and phase arg(αqλ) = ϕqλ, whose fluctuations

are bounded by the uncertainty principle in Eq. (1). Even
though these coherent states are not orthogonal, they
form an overcomplete basis for the corresponding Hilbert
space. A more detailed discussion on the coherent states
can be found, e.g., in Refs. [23–26].

The coherent state picture offers an alternative descrip-
tion to conventionally used number states: The latter
emphasizes the particle nature of the lattice vibrations,
whereas the former accentuates the wave nature. How-
ever, this wave-particle duality is normally hidden by the
approximations the two limits encourage. Nonetheless,
although at the most fundamental level the two pictures
are equivalent, there are two clear benefits of employing
the coherent state over the number state representation.

The first virtue of coherent states is that they are the
closest quantum mechanical states to a classical descrip-
tion allowed by the uncertainty principle. This quantum-
classical correspondence enables us to construct quasi-
classical fields from quantum fields, and to study the
boundary between the classical and quantum realms in
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general, reflecting Schrödinger’s original idea of coher-
ent states [18]. In the limit of macroscopic occupation,
the coherent state picture blends into the concept of a
classical field with a fixed amplitude and phase. It is
also as close as possible to a specification of the instanta-
neous positions and momenta of the atoms in the lattice.
This explains why coherent states |αqλ〉 are referred to
as quasi-classical. On the downside, because they are
intrisically in motion, like the lattice itself, the lattice
coherent states ultimately demand a time dependent de-
scription of the field they generate on the electron. To-
day, this is not much of a barrier to implementation.

Second and more importantly, the coherent states
|αqλ〉 are robust against the effect of the environment.
In fact, these states are pointer states, i.e., they corre-
spond to some value of a pointer in a classical measuring
apparatus (see, e.g., Refs. [59–61]). In other words, the
pointer in the measuring device can only have classical
probability. Any coherent superposition of states |αqλ〉
is fragile and it will rapidly decay to a classical probabil-
ity distribution of different coherent states [59–63]. For
example, a cat state constructed of coherent states will
break down into a classical probability distribution since
the external interactions easily destroy the quantum co-
herence of the initial state [64–67]. In a similar manner,
squeezed states are also fragile against an influence of en-
vironment (see, e.g., Refs. [68, 69]). In particular, in the
presence of a perturbation such as dissipation, a high-
number Fock state |nqλ〉 promptly decomposes into an
incoherent linear combination of coherent states |αqλ〉
with different phases ϕqλ and amplitude ∼ √nqλ (see,
e.g., Refs. [25, 70–72]). In this light, it is natural to
describe the lattice vibrations in terms of the coherent
states.

Since the vibrational normal modes are independent of
one another, the entire lattice vibrations as a whole can
be described with the product state of the coherent states
|αqλ〉 of the normal modes qλ’s, a multimode coherent
state

|α〉 =
∏
qλ

|αqλ〉 , (6)

as considered in Ref. [19], where α = (. . . , αqλ, . . . ) is
the collection of the complex numbers αqλ of the nor-
mal modes. A realistic lattice is coupled to an environ-
ment which is expressible employing thermal ensembles
of coherent states [73, 74]. Therefore, we consider that
each mode is in thermal equilibrium with a heat bath
at temperature T , and the average number of quanta of
corresponding coherent states follows the Bose-Einstein
statistics, i.e.,

Nqλ = 〈nqλ〉th =
1

exp (~ωqλ/kBT )− 1
. (7)

The amplitudes of the modes ∼ |αqλ| are determined
by taking the thermal average value in Eq. (7) for the

average occupation in Eq. (5):

|αqλ|2 = Nqλ. (8)

This approach of associating the thermal average value
with the average occupation has been widely utilized as
a natural pathway to thermalize a field, e.g., by Bardeen
and Shockley for a classical field of lattice vibration [2],
and by Hanbury Brown and Twiss for a classical field of
electromagnetic wave [20].

In general, the coherent state |α〉 gives the exact quan-
tum dynamics of the entire lattice. However, we can take
a next step by following the similar road as in the the-
ory of quantized electromagnetic fields: by merging the
concepts of the quantum lattice vibration field and the
(thermal) coherent states, we construct a quasi-classical
lattice vibration field that yields the deformation poten-
tial.

IV. DEFORMATION POTENTIAL

Inspired by the coherent state picture of lattice vibra-
tions described in the previous section, we introduce a
new framework for the interaction of an electron with
lattice vibrations. We begin with second-quantized form
of lattice vibrations, then derive the deformation poten-
tial employing the thermal ensemble of coherent states.

The concept of the deformation potential was first in-
troduced by Bardeen and Shockley for non-polar semi-
conductors [1, 2]. The main idea is that local electronic
band energy can be used as an effective potential when
the variation of the lattice distortions is sufficiently grad-
ual. This is the case for the long-wavelength longitudinal
acoustic lattice deformation which interacts with elec-
trons of thermal velocity.

In this work, we focus on the acoustic lattice defor-
mation since its thermal population is much larger than
the optical lattice deformation. Nonetheless, if necessary,
optical deformation potential can also be considered and
employed in a similar manner to the acoustic deformation
potential [8, 75–79].

A. Derivation

In a distorted lattice, lattice deformation is character-
ized by a displacement field u(x) that is a displacement
of an atom at a position x from its equilibrium position.

The displacement field gives strain fields εij(x) = ∂ui(x)
∂xj

(ui and xj are i and j-th component of u and x, respec-
tively). The local electronic band energy E (k; εij(r)) is
a function of strain fields εij(r) evaluated at the electron
position r. For simplicity, we assume the lattice has a cu-
bic (or square in two dimensions) symmetry; we consider
a more generic case in Appendix A 1.

Assuming the amplitudes of the strain fields are small,
we can expand the conduction (valence) band energy in
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the strain fields about the equilibrium lattice configura-
tion

E (k; εij(r)) = E0(k) + Ed∇ · u(r) + . . . (9)

where k is an electron wavevector, E0(k) is band energy
of undistorted (periodic) lattice, Ed is the deformation
potential constant, and∇·u(r) is dilation. The first-order
correction term in the expansion defines a deformation
potential :

VD(r) = Ed∇ · u(r). (10)

In principle, the deformation potential constant Ed has
k-dependence, but it is usually taken to be a constant [2].
The material-dependent Ed value is determined either ex-
perimentally [80–83] or computationally, e.g., employing
the density functional theory [79].

Next we quantize the displacement field u(x) in a sim-
ilar fashion as in quantum field theory. The displace-
ment field operator û(x, t) is expressed through the cre-

ation a†qλ and annihilation aqλ operators of modes iden-
tified with wavevector q, branch index λ, and angular
frequency ωqλ. Here λ actually refers to the polarization
index of acoustic modes since we only focus on acoustic
lattice deformations. In this mode expansion, the quan-
tum displacement field is given as

û(x, t) = i
∑
q,λ

√
~

2ρmVωqλ
εqλ

×
(
aqλe

−iωqλt + a†−qλe
iωqλt

)
eiq·x,

(11)

where εqλ is the polarization unit vector, ρm and V are
the mass density and the volume (or the area in two di-
mensions) of the solid, respectively. The field operator
above can be understood as a canonically quantized ver-
sion of the classical lattice displacement field considered,
e.g., in Refs. [84, 85]. It also agrees with the quantum
field presented in the textbook by Mahan (see Eq. (1.85)
of Ref. [8]).

Analogous to Eq. (10), the quantum field of the defor-
mation potential is determined as

V̂D(r, t) = Ed∇ · û(r, t)

= −
∑
q

gql(aqle
−iωqlt + a†−qle

iωqlt)eiq·r (12)

where the parameter

gql = Ed

√
~

2ρmVωql
|q| (13)

represents electron-phonon coupling strength. It should
be noted that only the longitudinal (λ = l) acoustic
modes contribute to the deformation potential (q · εql =
|q|), whereas the transverse (λ = t) acoustic modes do
not (q · εqt = 0).

We next construct a corresponding quasi-classical field
of the deformation potential VD(r, t) by taking the ex-
pectation value of the quantum field of the deformation
potential V̂D(r, t) with respect to the multimode coherent
state |α〉 (see Eq. 6) describing the lattice.

VD(r, t) = 〈α| V̂D(r, t) |α〉

= −
∑
q

gql(αqle
−iωqlt + α∗−qle

iωqlt)eiq·r(14)

The amplitudes of the modes ∼ |αqλ| are determined by
the thermal occupations (see Eq. (8)).

Now we use the Debye model that introduces linear
dispersion ωql = vs|q| (vs is sound speed) and Debye
wavenumber (isotropic cutoff) qD. Then, the quasi-
classical field of the deformation potential is written as

VD(r, t) = −
∑
q

q<qD

2gql
√
Nql cos(q · r− ωqlt+ ϕql)

(15)

where ϕqλ = arg(αqλ) is the phase of a coherent state
|αqλ〉. Examples of this potential are given in Figs. 1, 3
and 4.

We want to emphasize two aspects regarding the
derivation. First, although our deformation potential
was derived from the quantized lattice vibrations, it can
also be deduced from the classical lattice vibrations as
shown in Appendix A 2. Second, the lattice model is not
necessarily the Debye model and any appropriate dis-
persion relation ωql can be used. Nevertheless, we will
employ the Debye model, assuming the linear dispersion
ωql = vs|q| where vs is sound velocity.

We should also note that a very similar expression was
derived in 1957 by Hanbury Brown and Twiss for the
vector potential of a blackbody field [86, 87]. The forces
acting on electrons in the blackbody field is very simi-
lar to the forces acting on electrons in the deformation
potential field. However, the essential difference between
these two is in the existence of the ultraviolet cutoff qD in
the deformation potential originating from the minimal
lattice spacing.

B. Properties

The derived quasi-classical deformation potential field
has important statistical properties. We treat phases
{ϕql}q appearing in Eq. (15) as uniformly distributed
random variables. Then, the deformation potential value
VD is a random variable normally distributed with mean
µVD and standard deviation σVD by the central limit the-
orem, i.e.,

VD ∼ N (µVD , σ
2
VD ).

The mean is zero µVD = 〈VD〉 = 0 and the standard
deviation is root-mean-square of the potential values
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σVD =
√
〈V 2
D〉 = Vrms. Note the average 〈·〉 can be taken

over either position r, time t, or phase ϕql; they all give
the identical results as they appear in the argument of
the same cosine in Eq. (15) [88].

The potential is homogeneously random [89] in space
and in time, meaning the probability distribution of VD
does not depend on a position r or time t given that
the phases ϕql are random variables. Thus, each spatio-
temporal section of the potential is statistically indistin-
guishable from another.

The spatio-temporal autocorrelation function
C(δr, δt) = 〈VD(r, t)VD(r + δr, t+ δt)〉 gives the
strength of the potential fluctuation and the decay
of its spatio-temporal correlation (see more details in
Appendix A 3). In 2D, the autocorrelation is

C(2D)(δr, δt) =
V

(2π)2

∫ qD

0

g2qlNqlπJ0(qδr) cos(vsqδt)qdq

(16)

The autocorrelation is significant for a spatio-temporal
relation δr = vsδt corresponding to the sound wave prop-
agation.

From the autocorrelation, we can obtain the typical
energy scale of the potential fluctuation, i.e., the root
mean square of the potential values Vrms =

√
C(0, 0).

Note although the electron-phonon coupling amplitude
of each mode gq ∼ 1/

√
V has a volume dependence, the

potential fluctuation Vrms does not. This is because the
number of modes ∼ V cancel the volume dependence out
as shown in Vg2ql factor in Eq. (16).

The typical length scale of the potential is determined
by its largest wavenumber components. At tempera-
ture T , a Bose wavenumber qB(T ) = kBT/~vs deter-
mines the effective largest wavenumber from the ther-
mal occupation. The modes below the Bose wavenumber
(q <∼ qB(T )) are thermally active while the modes above
the Bose wavenumber (q >∼ qB(T )) are effectively frozen
out; the Bose wavenumber qB(T ) acts as a soft ther-
mal cutoff. The actual effective thermal cutoff is given
roughly by 5qB(T ) as the factor gql

√
Nql in Eq. (15)

becomes negligible for q >∼ 5qB(T ). Thus, the effective
wavenumber cutoff is the minimum of 5qB(T ) and qD,
i.e., qeff (T ) = min{5qB(T ), qD}, which determines the
length scale of the potential.

For T < 0.2TD, the potential effectively does not “no-
tice” the existence of the Debye cutoff qD since the ther-
mal cutoff 5qB(T ) comes first, i.e., qeff (T ) = 5qB(T ).
Fig. 3 shows the deformation potential at the two dif-
ferent temperatures both below 0.2TD. In this tempera-
ture range, as the temperature T increases, the effective
largest wavenumber qeff (T ) = 5qB(T ) increases, thereby
shorter length scale emerges. In addition, as the ampli-
tude of each mode increases as the temperature increases,
the bumps and dips get higher and deeper.

Furthermore, as shown in the top panel of Fig. 4, the
sizes of bumps and dips are characterized by the length
scale 2π/5qB of the spatial autocorrelation decay. For
T > 0.2TD, the potential notices the Debye cutoff qD,

FIG. 3. Contour plots of the deformation potential at 20 K
and 30 K demonstrating the opening of new vibrational modes
with increasing temperature. Both the legend and the lattice
length are given in arbitrary scale for illustration purposes.
Identical random phases are used to generate the deformation
potential for both temperatures. The bumps and dips also get
higher and deeper with increasing temperature.

i.e., qeff (T ) = qD and the relevant length scale ∼ 2π/qD
is seen in both the potential and the autocorrelation func-
tion as shown in the bottom panel of Fig. 4.

Similarly, the typical timescale of the potential change
is determined by its largest frequency components. Tem-
poral autocorrelation function C(0, δt) gives the charac-
teristic timescale of the change of the potential, which
is given by 2π/5ωB for T < 0.2TD, and 2π/ωD for
T > 0.2TD where ωB = vsqB and ωD = vsqD (see more
details in Appendix A 3).

C. Usage

The electronic band energy in Eq. (9) can be treated
as a Hamiltonian for an electron:

H(~k, r, t) = E0(k) + VD(r, t) (17)

where k is an electron wavevector, E0(k) is band energy
of undistorted (hence periodic) lattice and VD(r, t) is the
quasi-classical field of the deformation potential in Eq.
(15). The dynamics of the electron under the Hamil-
tonian can be studied by solving the time-dependent
Schrödinger equation.

We use the effective mass model E0(k) = ~2k2/2m∗
where m∗ is an effective mass of an electron. Any initial
wavefunction can be used, but the Gaussian wavepacket
with an initial momentum is a reasonable choice for
studying electron transport. Although any energy of con-
duction (valence) electron can be considered, we mostly
examine electrons with Fermi energy EF = ~2k2F /2m∗
as the important carriers. Electron wavepackets with an
initial momentum ~kF are thus investigated.

When the Fermi velocity is far faster than the sound
speed, vF � vs, the electron quickly enters into a new re-
gion that is uncorrelated to its original region. Then, as
the potential is homogeneously random, the uncorrelated
new region is statistically indistinguishable from another
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FIG. 4. Potentials (insets) and their spatial autocorrelation
functions at the two different temperatures T = 0.1TD (top
panel) and T = 2TD (bottom panel). The blue curve (“Nu-
merical”) is from the numerical evaluation of the autocorre-
lation C(δr, 0) = 〈VD(r, t)VD(r + δr, t)〉 for one realization of
the deformation potential, and the red curve (“Analytical”)
is from the evaluation of the analytical expression (16). At
T = 0.1TD, 2π/5qB is the length scale of the autocorrelation
decay. The sizes of the black dips and white bumps are sim-
ilar to the length 2π/5qB of the green stick. At T = 2TD,
the autocorrelation has first negative and positive peaks at
5.4/qD and 8.5/qD, respectively, both are in a similar order
as the characteristic length scale of the cutoff 2π/qD. As a
result, the potential shows granular structure which was not
seen in the temperature T = 0.1TD. In the potential, the dis-
tance between a white bump and an adjacent black dip indeed
matches with the length 5.4/qD of the yellow stick. Also, the
distance between adjacent white bumps (or black dips) agrees
with the length 8.5/qD of the green stick.

region of the potential at another time. Thus, the elec-
tron dynamics in the deformation potential VD(r, t) can
be approximated as the dynamics in a frozen deforma-
tion potential VD(r, t = 0) when vF � vs. In this paper,
we mainly use the frozen deformation potential, and the
time dependence of the potential is discussed when it is
necessary.

The Drude theory of metals states that, for a metal
with a carrier of an effective mass m∗, an absolute value
of charge e, and carrier density n, electrical resistivity ρ is
determined by the momentum relaxation time τ through

the relation ρ = m∗/ne2τ . We focus on the inverse mo-
mentum relaxation time 1/τ in place of resistivity ρ.

V. PERTURBATION THEORY IN COHERENT
STATE PICTURE

We calculate transport scattering rate in the perturba-
tion theory in coherent state picture and show its equiv-
alence to the Fock state picture. In addition, the differ-
ences between quantum and classical fields are discussed.
We encourage readers to look at Appendix B for details
of the calculations.

A. Equivalence of coherent and Fock state
descriptions in perturbation theory

Consider a system of a harmonic solid with electrons
and quantized lattice vibrations. For simplicity, we think
of a single electron Hamiltonian and contemplate Fermi
statistics afterwards. Then, the system Hamiltonian is
written as

Ĥ = Ĥ0 + V̂

where

Ĥ0 =
p̂2

2m∗
+
∑
q

~ωql(a
†
qlaql + 1/2)

is the sum of the electronic kinetic energy and the elastic
energy of lattice vibrations and

V̂ =
∑
q

gql(aql + a†−ql)e
iq·r, (18)

is their interaction energy in the Schrödinger picture (c.f.
Eq. (12)).

Let us describe the lattice with a multimode coherent
state |α〉 defined in Eq. (6). Then, consider a scatter-
ing of an initial many-body state |k,α〉, where k is an
electron wavevector, by the quantum deformation field
V̂ . Time-dependent perturbation theory treats Ĥ0 as the
unperturbed Hamiltonian and V̂ as a perturbation [90].
Then, the transport scattering rate (or the inverse of the
momentum relaxation time) can be calculated from the
momentum autocorrelation

C(t) = 〈k,α| p̂ · p̂(t) + p̂(t) · p̂
2

|k,α〉

= ~k · 〈k,α| p̂(t) |k,α〉 (19)

where p̂(t) = eiĤt/~p̂e−iĤt/~ is the momentum operator
in the Heisenberg picture.

Now, consider the thermal average of the chosen state
|α〉 over thermal distribution P (α) of coherent states [4]
where

P (α) =
∏
q

[
e−|αq|2/Nql

πNql

]
.
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Then, the thermal average of the inverse momentum re-
laxation time is〈

1

τtr

〉
th

= −
∑
q

k · q
k2

2πg2ql
~

[Nqlδ(ε(k + q)− ε(k)− ~ωql)

+ (Nql + 1)δ(ε(k + q)− ε(k) + ~ωql)]
(20)

On the other hand, the transport scattering rate cal-
culated in Fock state description is the sum of the tran-

sition rates of phonon annihilation Γ
(abs.)
k→k+q and creation

Γ
(emi.)
k→k+q from initial state |k〉 to any final state |k± q〉

and weighted by the geometric factor −k·q
k2〈

1

τtr

〉
th

= −
∑
q

k · q
k2

[Γ
(abs.)
k→k+q + Γ

(emi.)
k→k+q] (21)

where the transition rates of phonon annihilation and
creation processes using Fermi’s golden rule are

Γ
(abs.)
k→k+q =

2π

~
g2qlNqlδ(ε(k + q)− ε(k)− ~ωql)

Γ
(emi.)
k→k+q =

2π

~
g2ql(Nql + 1)δ(ε(k− q)− ε(k) + ~ωql),

respectively. It is clearly seen Eqs. (20) and (21) are
exactly the same, showing the equivalence of coherent
state and Fock state descriptions.

Considering Fermi statistics, Eq. (20) becomes〈
1

τtr

〉
= −β

∫ ∞
0

dε(k)
∑
q

k · q
k2

2πg2ql
~

× [Nqlδ(ε(k + q)− ε(k)− ~ωql)

+ (Nql + 1)δ(ε(k + q)− ε(k) + ~ωql)]

× f(ε(k))(1− f(ε(k + q)))) (22)

where each scattering process is weighted by the product
of the probability f(ε(k)) that the initial state of energy
ε(k) is occupied and the probability 1− f(ε(k+q)) that
the final state of energy ε(k + q) = ε(k) ± ~ωql (+ and
− for a phonon absorption and emission, respectively) is
unoccupied.

The momentum relaxation process can be easily
demonstrated with the reciprocal space diagram for the
scattering shown in Fig. 5. The contour of equal elec-
tronic energy is drawn as a blue circle with a radius kF
varying only about the horizontal axis. Fourier trans-
form of the deformation potential is shown as a yellow
disk depending only on temperature T , the vertical axis.
The radius of the yellow disk is determined by the Bose
wavenumber qB(T ) roughly upto which normal modes
are thermally occupied. Also, the thickness of yellow
disk reflects the occupation number of each mode increas-
ing with temperature. In addition, a dashed black circle
shows the Debye cutoff qD. Then, the possible scattering
processes appear at the intersections of the blue circle
and yellow disk.

FIG. 5. Reciprocal space diagrams for given Fermi wavenum-
ber kF and temperature T . The contour of equal electronic
energy is drawn as a blue circle with a radius kF varying only
about the horizontal axis. Fourier transform of the deforma-
tion potential is shown as a yellow disk depending only on
temperature T , the vertical axis. The radius of the yellow
disk is given by the Bose wavenumber qB(T ) up to which
normal modes are thermally occupied. The color density the
disk reflects the occupation number the lattice modes, which
increases with temperature. A dashed gray circle shows the
Debye cutoff qD. The dashed green line shows the Bloch-
Grüneisen temperature TBG(kF ) = ~vs2kF /kB . Possible scat-
tering processes appear at the intersections of the blue circle
and yellow disk.

The critical temperature separating low and high tem-
perature behaviors are different in the following two
regimes:

(i) 2kF > qD (e.g. typical metals). The maximal scat-
tering wavenumber is given by Debye wavenumber qD,
and the critical temperature is given by the correspond-
ing Debye temperature TD = ~vsqD/kB .

(ii) 2kF < qD (e.g. semimetals). The maximal scatter-
ing wavenumber is given by twice the Fermi wavenum-
ber 2kF (backscattering), and the critical temperature
is given by the corresponding Bloch-Grüneisen temper-
ature TBG = ~vs2kF /kB . Although there exist shorter
wavelength modes (q > 2kF ), they do not contribute to
scattering the electron as there is no energy conserving
transition for them. We say the electron is “transparent”
to the shorter wavelength modes (q > 2kF ) [91].

We define the regime-independent paramters: the
maximal scattering wavenumber qmax = min{qD, 2kF }
and the corresponding critical temperature Tc =
~vsqmax/kB = min{TD, TBG}. The critical temperature
divides low and high temperature behaviors:

(i) For low temperature limit T � Tc, the number
of thermally activated modes rises as qB(T ) ∼ T in 2D
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((qB(T ))2 ∼ T 2 in 3D), the square of the matrix element

increases as |gql|2 ∼ T , and the geometric factor by 1 −
cos θ ∼ T 2, giving 1/τ ∼ T 4 in 2D (∼ T 5 in 3D).

(ii) For high temperature limit T � Tc, only the square

of the matrix element increases with temperature |gql|2 ∼
T , so resistivity goes as 1/τ ∼ T .

B. Comparison of the quantum and classical fields

In Sec. V A, we have obtained the inverse momentum
relaxation time in the presence of quantum field V̂ in Eq.
(22). We now want to get the corresponding expression
for a classical field. The classical field is constructed from
the quantum field in Eq. (18)

V = 〈α|V̂ |α〉 =
∑
q

gql(αql + α†−ql)e
iq·r, (23)

which basically amounts to replacing annihilation and
creation operators a and a† to complex numbers α and
α∗. As the complex numbers commutes, i.e., [α, α∗] = 0,
it does not capture quantum fluctuations (zero point mo-
tion of each normal mode). This is clearly seen by doing
time-dependent perturbation theory as in Appendix B 1:〈

1

τ
(C)
tr

〉
= −β

∫ ∞
0

dε(k)
∑
q

k · q
k2

2πg2ql
~

× [Nqlδ(ε(k + q)− ε(k)− ~ωql)

+Nqlδ(ε(k + q)− ε(k) + ~ωql)]

× f(ε(k))(1− f(ε(k + q)))), (24)

which clearly shows spontaneous emission is missing in
the classical field (c.f. the quantum field in Eq. (22)).
This result is natural since the missing quantum fluctua-
tions in the classical field is associated with spontaneous
emission. Since spontaneous emission is absent in a clas-
sical field, detailed balance is broken and an electron in
the classical field will heat up as time goes by.

We can further consider a classical time-independent
(frozen) field. The time dependence of the field comes
from the evolution of the normal modes, i.e. αql(t) =
αqle

−iωqlt. If time evolution is ignored, then αql(t) =
αql, which is equivalent to setting the frequencies to zero
ωql = 0 (except for those appearing in gql and Nql).
Thus, the inverse momentum relaxation time is〈

1

τ
(C0)
tr

〉
= −β

∫ ∞
0

dε(k)
∑
q

k · q
k2

2πg2ql
~

× 2Nqlδ(ε(k + q)− ε(k))

× f(ε(k))(1− f(ε(k + q)))), (25)

which shows there is no phonon absorption or emission
(c.f. the classical time-dependent field in Eq. (24)). Nec-
essarily, the scattering in the frozen field is elastic [92]
unlike in a time-dependent field.

The results from the different fields in Eqs. (22), (24),
(25) can be condensed, in the quasielastic approximation,
to the following equation,〈

1

τ
(F )
tr

〉
= −

∑
q

k · q
k2

2πg2ql
~

2NqlJ
(F )
ql

× δ(ε(k + q)− ε(k))|ε(k)=EF (26)

where F is an index indicating which field (quantum field
F = Q, classical field F = C, classical time-independent

field F = C0) is used and J
(F )
ql is a factor appearing in

the corresponding field choice

J
(Q)
ql = (Nql + 1)β~ωql,

J
(C)
ql = (Nql + 1/2)β~ωql,

J
(C0)
ql = 1.

Note J
(Q)
ql > J

(C)
ql > J

(C0)
ql = 1 for β~ωql > 0. In the

high temperature limit, where all the phonon energies are
small compared to thermal energy, all the factors become

unity lim
β~ωql→0

J
(Q)
ql = lim

β~ωql→0
J
(C)
ql = J

(C0)
ql = 1, so there

is no difference between the choice of fields in the high
temperature limit, within perturbation theory.

The underestimation of the inverse momentum relax-
ation time in the classical fields is significant near or
below the critical temperature Tc = min{TD, TBG} as
shown in Fig. 6. The inset of Fig. 6 shows the ra-
tios of the inverse momentum relaxation times to the
quantum field value. The difference between the blue
and red curves is from the missing spontaneous emission,
which suppresses the rate by about a factor of two. The
difference between the red and green curves arises from
ignoring the time dependence of the potential (elastic
approximation), which—with the missing spontaneous
emission—decreases the rate by five (four) times in 3D
(2D). The temperature dependence is, however, correctly
captured with the classical fields, allowing introduction
of a correction factor to reach the proper values, for ex-
ample based on Fig. 6.

VI. ELECTRON DYNAMICS WITH
COHERENT STATE LATTICE VIBRATIONS

In this section, we focus on nonperturbative
Schrödinger electron dynamics under the coherent state
description of lattice vibrations. We use the split opera-
tor method (the codes can be found in Ref. [93]) for elec-
tron wavepacket propagation [94–96]. We launch electron
wavepackets with an initial average momentum ~kF (to
the x̂ direction without loss of generality)

ψ(x, y, 0) =
1√

2πσxσy
exp

(
− x2

4σ2
x

− y2

4σ2
y

+ ikFx

)
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FIG. 6. Temperature dependence of the inverse momentum
relaxation time calculated using Eq. (B22) for 2kF /qD = 2.8
in 3D. Blue, red and green curves are from perturbation the-
ory in quantum (Q), classical time-dependent (C) and clas-
sical time-independent (C0) fields, respectively. The inset on
the bottom right shows the ratios of the inverse momentum
relaxation times to the one in the quantum field. The under-
estimation of the inverse momentum relaxation time in the
classical fields are significant near or below the critical tem-
perature Tc = min{TD, TBG} (in this case Tc = TD). They all
give correct temperature dependence in low and high temper-
ature limits, but their proportionality constants in low tem-
perature limit differ as shown in the inset.

on the deformation potential VD(r). The initial wave-
function |ψ(0)〉 is propagated with the (split operator)
propagator U(t) to obtain the state |ψ(t)〉 = U(t) |ψ(0)〉
at time t, and the average momentum 〈p̂〉 (t) =
〈ψ(t)|p̂|ψ(t)〉 is calculated.

Within the relaxation time approximation, the magni-
tude of the average momentum is expected to decay as
~kF e−t/τ , which allows us to extract the inverse momen-
tum relaxation time 1/τ by fitting the average momen-
tum to the exponential form. For region I and II in Fig.
7, the average momentum shows non-exponential decay
and the fit is not perfect. Nevertheless, the 1/τ value still
gives a qualitative description for the scattering rate.

Using this procedure, we construct a temperature-
Fermi momentum phase diagram of the inverse momen-
tum relaxation time 1/τ . As in the reciprocal space di-
agram in Fig. 5, we use dimensionless parameters T/TD
and 2kF /qD for axes. We have the following parameters
qualitatively affecting the dynamics:

(i) Vrms/EF , the ratio of the potential fluctuation Vrms

to the average kinetic energy of the wavepacket EF .
Vrms/EF � 1 is where the potential is a perturbation

FIG. 7. Temperature-Fermi momentum phase diagram from
numerical results. In region I, electrons are scattered by a
strong deformation potential, causing electrons to localize un-
der a frozen version of the deformation potential. Region II
shows perturbative and non-classical behavior such as wave
interference and diffraction. Region III shows perturbative
and classical behavior. The red dashed line (Vrms/EF = 0.3)
divides perturbative and non-perturbative regions. The white
dashed line (T = 0.1Tc) divides the low (1/τ ∼ T 4 for
T � Tc) and high (1/τ ∼ T for T � Tc) temperature be-
haviors.

to the free (effective mass) electron motion. This is
the regime of normal metals. Vrms/EF >∼ 1 is the non-
perturbative regime where the electron is strongly scat-
tered, or even partially trapped by the potential, showing
very different dynamics from the perturbed free (effective
mass) electron motion.

(ii) kF /qeff (T ) is the ratio of effective shortest wave-
length 2π/qeff (T ) of the potential to electron wave-
length 2π/kF . The classical regime is kF /qeff (T ) � 1
where the electron wavelength is shorter than the effec-
tive shortest length scale of the deformation potential.

The temperature-Fermi momentum phase diagram
(see typical metal parameters in Appendix D 1) is shown
in Fig. 7. We divided the phase diagram into three dif-
ferent regions according to distinct behaviors they show.
There are no sharp boundaries between the regions; the
changes are gradual, rather than phase transitions. We
explain the distinct regions as follows:

(i) Region I. The highly nonperturbative (Vrms/EF >
0.5) localization region. Electrons are scattered by a
strong deformation potential, which would cause elec-
trons to localize in short distances under a frozen de-
formation potential as a result of quantum interference
effects. However, the time dependence of the potential
will break this short-time localization, causing a transient
localization [97–99]. This will be discussed in the next
section. The average momentum shows non-exponential
decay due to quantum coherence and interference effects
in a similar way as in Ref. [91].
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FIG. 8. A snapshot of a wavepacket (shown in red/blue
scale) initially launched rightward in the deformation poten-
tial (shown in gray scale) in (a) the classical regime (region
III in Fig. 7) and (b) the non-classical regime (the left part
of region II in Fig. 7. The insets on the top left show the
probability distributions of the wave in the momentum space.
The constant electron energy contour (black dotted circle) is
overlain by the nonzero Fourier components of the potential
(light green disk). (a) Forward scattering is observed, which
will lead to the branched flow at longer times [91, 100], see
Fig. 15. (b) The scattering is diffractive and nearly isotropic.

(ii) Region II. This is the perturbative (Vrms/EF <
0.15) and non-classical (kF <∼ qeff (T )) region. Wave in-
terference and diffraction effects are important because
the electron wavelength is larger than the shortest length
scale of the deformation potential as shown in Fig. 8(b).
There is a partial transparency of the electrons to any
shorter wavelength modes (q > 2kF ) present in the un-
derlying deformation potential [91] as was explained in
Sec. V A. Similar to region I, the average momentum
shows non-exponential decay due to the quantum coher-
ence and interference effects [91].

(iii) Region III. This is the perturbative (Vrms/EF <
0.15) and classical (kF � qeff (T )) regime. Forward
scattering is observed in Fig. 8(a), which will lead to
branched flow at longer times, such as shown in Fig.
15. Branched flow regime is where propagating waves
(or a collection of rays) form tree-like branches under
a weakly disordered medium, due to small-angle refrac-
tion [91, 100, 101]. Exponential decay of the average
momentum of the wavepacket is observed. In this re-
gion Fermi’s golden rule works very well. Comparison of
the numerical result with the perturbation theory (Eq.
(B21) for F = C0) is shown in Fig. 9. Blue and red
curves compare numerical results with perturbation the-
ory, respectively, showing a very good match.

We also ran classical ray path simulations and checked
that it gives consistent results with the quantum dynam-
ics in region III (see more details in Appendix C). As
the classical dynamics cannot capture wave nature of the
electron such as interference and diffraction, it is not valid
in region I and II. Thus, in this work, we will focus on
quantum dynamics in the main text, leaving the discus-
sion of classical dynamics to Appendix C.

FIG. 9. Temperature dependence of the inverse momentum
relaxation time for 2kF /qD = 2.8. Blue curve is scattering
rate obtained from exponential fitting of momentum decay in
numerical results (vertical cross section of the phase diagram
in Fig. 7 at 2kF /qD = 2.8). The red curve is taken from
perturbation theory, Eq. (B21) for F = C0.

VII. CHARGE CARRIER COHERENCE
EFFECTS AND BAND TAILS

Coherent dynamics of a charge carrier interacting with
lattice vibrations not only recovers the correct tempera-
ture dependence of resistivity in metals, but also leads to
new results which the conventional formalism (incoher-
ent and uncorrelated succession of the first order events
through Boltzmann transport theory) is unable to cap-
ture. In this section, we discuss the charge carrier co-
herence effects that are carried beyond the single colli-
sion events, which may have important consequences for
charge carrier transport.

A. Short-time localization at high temperatures

In our wave packet simulations, we find charge carriers
to be localized by the frozen deformation potential in long
Fermi wavelength and high temperature regime (region
I in Fig. 7). To investigate this regime further in de-
tail, we choose parameters from a cuprate (see Appendix
D 2). In particular, we use 2kF /qD = 0.5, T/TD = 1 and

Vrms/E
(h)
F = 1.87 as our dimensionless parameters. Since

the charge carriers in cuprates are holes, we use hole en-

ergy at the Fermi surface E
(h)
F = EBM − EF that is the

difference between the band maximum energy EBM and
electron Fermi energy EF . Holes are just the absence
of electrons and thus discussions on electrons applies to
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FIG. 10. Short-time localization of the wave packet at

2kF /qD = 0.5, T/TD = 1 and Vrms/E
(h)
F = 1.87. (a) At

t = 0 the wave packet is launched to the right with an initial
momentum k. On the bottom-left the momentum space pic-
ture is shown as inset. (b) Within a very short time t < τφ,
the wave packet is localized by the frozen deformation poten-
tial. (c) Log-linear plot of radial probability density versus
position (radial distance) indicates the exponential decay of
the density profile radially in 2D space. (d) Fast saturation of
the mean distance as well as a slight quantum-boomeranglike
effect is shown. The inset shows the rapid decay of the aver-
age momentum to zero. After the rapid initial decay, average
momentum of the wave packet oscillates around zero.

holes as well.
The result of the simulation is shown in Fig. 10. The

wave packet with an initial momentum ~kF (Fig. 10(a))
is launched toward the right in the frozen deformation
potential. The momentum space picture is shown in the
bottom-left inset. Fig. 10(b) shows a snapshot of the
wave packet after 50 fs is passed. Due to the strong scat-
tering and interference, the wave packet becomes local-
ized to a zone in real space, indicated by the dashed black
circle.

We observe four different signatures of Anderson local-
ization in this short-time behavior. (1) The exponential
decay of radial probability density in Fig. 10(c). Linear
wings in the log-linear plot suggests that the density pro-
file decays exponentially. (2) The decrease of mean dis-
tance in the transport direction in Fig. 10(d), implying
the wave packet tries to return toward its initial launch
point, which is similar to the quantum boomerang ef-
fect [102]. (3) Rapid average momentum reversal in the
inset of Fig. 10(d). (4) The localized eigenstates obtained
from the time Fourier transform of the wavefunction at
given energies (see more details in Appendix A 5).

At time scales shorter than the characteristic timescale

of the potential change, lattice vibrations act like static
disorder. The short-time localization for the initial
wavepacket happens around ∼ 10 fs (Fig. 10). This oc-
curs earlier than the typical timescale for the potential
change ∼ 2π/ωD = 125 fs, so the frozen deformation po-
tential is valid for the short-time dynamics. The other
mechanisms for breaking electron coherence not consid-
ered here have similar or longer timescale. For a typ-
ical YBCO, electron-phonon inelastic scattering time is
found to be τe−ph = 100 fs at 400 K [103]. We also ex-
pect the electron dephasing time (τφ) to be in the order
of τe−ph [104] whereas electron-electron scattering time
τe−e = 1400 fs at 400 K which is much longer than other
relevant time scales [103].

Nevertheless, what we observe here should not be inter-
preted as full Anderson localization of the charge carrier,
since it only occurs under short-time dynamics. Because
the deformation potential is actually time-dependent, at
longer times, but before fully diffusive behavior is estab-
lished, the lattice dynamics can delocalize the charge car-
riers, a phenomenon so-called transient localization [97–
99]. In the transient localization, charge carriers en-
counter time varying landscapes of disorder, which breaks
the quantum interference causing localization and ini-
tiates delocalization [105, 106]. Due to strong scatter-
ing and transient localization effects, the charge carrier
motion slows down. As a result, short-time localiza-
tion as well as its breakdown at longer times may affect
the charge transport properties in the materials showing
bad/strange metal behavior.

B. Band tails in the density of states

The calculation of the quantum single electron den-
sity of states is simpler in the coherent state description.
By solving the time-independent Schrödinger equation
in Fourier space (basically using plane wave basis), we
obtain eigenvalues and eigenstates, hence the quantum
density of states as shown in Fig. 11. The quantum den-
sity of states obtained numerically is compared to the
classical density of states given as

DCl(E) = D
(2D)
free

1 + erf(E/
√

2Vrms)

2
(27)

where D
(2D)
free = m∗

2π~2 is the free electron density of states
in two dimensions, erf is the error function, and we did
not include spin degeneracy. Eq. (27) is identical to the
density of states expression in the presence of the high
density of impurities with Gaussian statistics as shown in
Ref. [107] as the deformation potential also has Gaussian
statistics (c.f. Sec. IV B).

The disorder in the deformation potential is, however,
not from the actual impurities but rather from ther-
mal fluctuations of the lattice which acts like an internal
and slowly moving (with sound speed) impurity poten-
tial. Thus, the band tails from the deformation potential
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FIG. 11. Band tail in a 2D density of states with a defor-
mation potential present. E = 0 is the threshold for the free
electron without the deformation potential and the red dashed
curve is its density of states. Blue bins are the histogram of
energy eigenvalues obtained numerically and green curve is
the classical density of states calculated from Eq. (27). The
quantum density of states calculated numerically matches well
with the classical density of states.

FIG. 12. The temperature dependence of the band tails in the
classical densities of states calculated from Eq. (27) at three
different temperatures. The widths of the tails are determined
by the fluctuation of the potential Vrms(T ). Unlike band tails
from impurities, the tails from the deformation potential have
temperature dependence.

has temperature dependence where the tail width is de-
termined by the fluctuation of the potential Vrms(T ) as
shown in Fig. 12.

The theory of the band tails from the deformation po-
tential, although it is not due to impurities, is relevant
to large literature on the band tails in heavily doped
semiconductors [108] including Halperin-Lax tails [109],
and the general theory of disordered systems or localized
states in amorphous materials involving Lifschitz tails
[110]. The band tail in Eq. (27) is classified as a Gaus-
sian tail [108, 109].

VIII. DISCUSSION AND CONCLUSION

We have introduced a coherent state description of
lattice vibrations and recast interactions with electrons,
providing a quite different paradigm for electron-phonon
interactions from the conventional Fock state description.
In the coherent state description, the quasi-classical field
of the deformation potential acts as an internal field on
electrons, preserving their coherence for many collisions.
This is analogous to an electron subject to a classical
blackbody electromagnetic radiation field; photons are
not counted, and the back-action of an electron on the
incident field is neglected [111]. In contrast, in the Bloch-
Grüneisen theory within the Fock state description of
lattice vibrations, any electron coherence effects lasting
longer than a single collision time are lost, since higher
order scattering is approximated as an incoherent and un-
correlated concatenation of first order scattering events
through Boltzmann transport [7, 112].

We successfully performed both semiclassical (in Ap-
pendix C) and fully quantum (in the main text) analy-
sis of the problem using ray trajectory and wave packet
propagation calculations, respectively. We not only find
an agreement with Bloch-Grüneisen theory in the weak
field limit, but also go beyond by retaining the charge
carrier coherence over longer times, revealing high tem-
perature coherence effects. We conclude that the charge
carriers can remain coherent in spite of conversing with
huge numbers of phonons, in an analogy with electrons
in an electromagnetic field.

For strong fields at high temperatures, the “at-
tempted” localization introduces modifications on carrier
transport, which might be related to the exotic phases of
strange metals. The violation of Mott-Ioffe-Regel limit
and nonsaturation of resistivity of some metals at high
temperatures, for example, can be a consequence of the
transient localization phenomenon, which hinders the
transport [97–99].

In the present work, we have considered the lattice to
be a smooth continuum. Nonetheless, it is also possible to
embed the problem within a discrete model: time depen-
dent tight binding calculation, including the effect of lat-
tice vibrations as time dependent hopping parameters, as
was carried out for graphene within the time-dependent
Schrödinger equation with no Born-Oppenheimer ap-
proximation [54].

Here, our attention focuses on charge carrier motion
in a deformation field, ignoring any back-action of the
charge carrier on the field. Particularly, the local lat-
tice response to a localized or quasi-trapped charge car-
rier has not been taken into account, but one can easily
imagine polaron-like scenarios [113–123]. Diagrammatic
quantum Monte Carlo method treats the electron-optical
phonon interactions non-perturbatively and gives useful
insights on polaron problems [120–123]. The avenue is
open to including back action, respecting the fluctuation-
dissipation theorem and electron-lattice vibrations cou-
pling as a thermalization pathway.
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In a recent paper [124], Fratini and Ciuchi showed that
“slow Boson modes” explain the anomalous infrared dis-
placed Drude peak behavior of the strange metals. They
did not specify what these slow modes are. The defor-
mation potential forms exactly the kind of “slow moving
Bosonic field”[124], or “self-induced” randomness [125],
needed to explain the anomalous infrared Drude peak.
The possible implications of our model in the case of dis-
placed Drude peak in optical conductivity will be a future
work.

The wave picture of the lattice vibrations introduced
in this paper opens new vistas unavailable to the con-
ventional particle picture implemented with perturbation
theory. We first show the consistency of the two pictures
in certain regimes and then go beyond by revealing new
aspects that the conventional theory could not explain.
The nonperturbative treatment of the electron dynamics
in the deformation potential has revealed the importance
of electron coherence effects such as transient electron lo-
calization and band tails in the density of states. The
coherent state paradigm of lattice vibrations gives new
insights on electron-phonon interactions and will serve
as a new theoretical framework to tackle important open

questions in condensed matter physics.

The codes for the split operator method can be found
in Ref. [93]
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APPENDIX A: More on the Deformation potential

1. General derivation: lattices with non-cubic (or
non-square) symmetry

In section IV, we regarded the lattice as having a cubic
(or square in 2D) symmetry. However, this is not a se-
rious restriction and can be generalized by starting with

more general form of the expansion in Eq. (9):

E (k; εij(r)) = E0(k) +
∑
i,j

Eijd (k)εij(r) + . . . (A1)

where k is an electron wavevector, E0(k) is band en-

ergy of undistorted (hence periodic) lattice, and Eijd (k)
are the expansion coefficients of the first order terms.
Here, the first-order correction terms in the strain fields,∑
i,j E

ij
d (k)εij(r), can be considered as the deforma-

tion energy. The expansion coefficients Eijd (k) have k-
dependence, but they can be treated as constants to a
good approximation, particularly for non-polar semicon-
ductors [2], and then Eijd are called deformation potential
constants. Thus, the deformation energy without the k-
dependence

VD(r) =
∑
i,j

Eijd εij(r) (A2)

is defined as the deformation potential. Eq. (A2) is the
generalization of Eq. (10) in the section IV; it does not
assume cubic (or square) symmetry. We can reduce Eq.
(A2) back to Eq. (10) by considering a lattice with cubic

(or square) symmetry where Eijd = 0 for i 6= j and Eiid =
Ed:

VD(r) = Ed∇ · u(r) (A3)

where
∑
i εii(r) = ∇ · u(r) is dilation.

2. Classical derivation

From the equation (A.28) of Bardeen and Shockley [2],
with a bit of generalization, the classical displacement
field from a normal mode with a wavevector q and a
polarization index λ can be written as

uqλ(x, t) = εqλ(Aqλe
iq·x−iωqλt +A∗qλe

−iq·x+iωqλt)

(A4)

where εqλ, ωqλ and Aqλ are polarization unit vector, an-
gular frequency and complex amplitude, respectively, of
a normal mode indexed by qλ. Note x is a spatial coor-
dinate that has nothing to do with electron coordinate r
so far. The total displacement field is the superposition
of the displacement fields from the normal modes.

u(x, t) =
∑
qλ

uqλ(x, t)

The Hamiltonian for a normal mode qλ is given by

Hqλ(t) =

∫
dx

[
1

2
ρm

(
∂uqλ

∂t

)2

+
1

2
ρmω

2
qλu

2
qλ

]
(A5)

= 2ρmVω2
qλ|Aqλ|2
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where ρm and V are mass density and volume of the
solid, respectively. For a system in thermal equilibrium,
the average Hamiltonian for each normal mode is given
by

〈Hqλ〉th = Nqλ~ωqλ

where Nqλ = 1/(e~ωqλ/kBT −1) is Bose occupation. Tak-
ing the thermal average value, we obtain

|Aqλ| =

√
Nqλ~

2ρmVωqλ

Also, the phase ϕqλ = arg(Aqλ) of a normal mode qλ
can be defined such that Aqλ = |Aqλ|eiϕqλ .

In the deformation potential model, the effective po-
tential for the electron at a position r is determined by
the strain field exactly at the same position r due to the
local approximation. Thus, the classical deformation po-
tential field can be written as

VD(r, t) = Ed∇ · u(r, t)

= Ed
∑
q

iq(Aqle
iq·r−iωqlt −A∗qle−iq·r+iωqlt)

where Ed is the deformation potential constant and l
stands for longitudinal acoustic mode. Note only lon-
gitudinal acoustic modes (q · εql = q) have a contribu-
tion to the deformation potential, not transverse modes
(q · εqt = 0), as the transverse modes do not change the
interatomic spacing upto the first order in lattice dis-
tortion. We use the Debye model that introduces linear
dispersion ωql = vs|q| where vs is sound speed and De-
bye wavenumber (isotropic cutoff) qD. Thus, we obtain
the classical deformation potential field

VD(r, t) = −Ed
∑
q

q<qD

√
2Nql~
ρmVωql

q sin(q · r− ωqlt+ ϕql)

where ωql = vsq. Trivially, the phases ϕql can be rede-
fined to get another equivalent form of the formula, e.g.,
the one with cosine instead of sine.

3. Spatio-temporal autocorrelation function

The spatio-temporal autocorrelation function of the
deformation potential gives the strength of the potential
fluctuation and the decay of its spatio-temporal correla-

tion:

C(δr, δt) = 〈VD(r, t)VD(r + δr, t+ δt)〉

= (VT )−1
∫
V

dr

∫ T
0

dtVD(r, t)VD(r + δr, t+ δt)

=
∑
q

|q|<qD

4g2qlNql cos(q · δr− ωqδt)/2

=

∫
|q|<qD

Vdq

(2π)d
4g2qlNql cos(q · δr− ωqδt)/2

(A6)

where d is the dimension of the considered system. The
autocorrelation is significant for spatio-temporal relation
δr = vsδt corresponding to the sound wave propagation.
From the autocorrelation, we can obtain the typical en-
ergy scale of the potential fluctuation, i.e., the root mean
square of the potential values

Vrms =
√
〈(VD(r, t))2〉 =

√
C(0, 0).

Note although the electron-phonon coupling amplitude
of each mode gq ∼ 1/

√
V has a volume dependence, the

potential fluctuation Vrms does not. This is because the
number of modes ∼ V cancel the volume dependence out
as shown in Vg2ql factor in Eq. (A6).

For one dimension d = 1,

C(1D)(δr, δt) =

∫ qD

0

dq

2π

E2
d2~q
ρmvs

cos(qδr − vsqδt)
e~vsq/kBT − 1

For two dimension d = 2,

C(2D)(δr, δt) =

∫ qD

0

dqq

(2π)2
E2
d2~q
ρmvs

πJ0(qδr)

e~vsq/kBT − 1
cos(vsqδt)

where we used∫ π

0

dθ cos(A cos θ) = πJ0(|A|)

Spatial autocorrelation function C(2D)(δr, 0) is shown in
Fig. 4. Temporal autocorrelation function C(2D)(0, δt)
is shown in Fig. 13.

For three dimension d = 3,

C(3D)(δr, δt) =

∫ qD

0

dqq2

(2π)3
E2
d2~q
ρmvs

2πsinc(qδr)

e~vsq/kBT − 1
cos(vsqδt)

where sinc(x) = sinx/x for x 6= 0, sinc(0) = 1.

4. Fourier transform of the potential

The Fourier transform of the deformation potential is

ṼD(q, t) =
1

V

∫
dre−iq·rVD(r, t) = 〈k + q|VD(t)|k〉

= gql
√
Nql(e

i(−ωqlt+ϕq) + e−i(−ωqlt+ϕ−q))

The absolute square of this quantity is∣∣∣ṼD(q, t)
∣∣∣2 = 2g2qlNqlΘ(qD − q) (A7)

where Θ is a unit step function.
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FIG. 13. Temporal autocorrelation functions at the two dif-
ferent temperatures T = 0.1TD (top panel) and T = 2.1TD
(bottom panel). (top panel) The blue curve is from the eval-
uation of the analytical expression (16). (bottom panel) The
blue curve (“Numerical”) is from the numerical evaluation of
the autocorrelation C(0, δt) = 〈VD(r, t)VD(r, t+ δt)〉 for one
realization of the deformation potential, and the red curve
(“Analytical”) is from the evaluation of the analytical ex-
pression (16). At T = 0.1TD, 2π/5ωB is the timescale of
the autocorrelation decay. At T = 2TD, the autocorrelation
has first negative and positive peaks at 4.2/qD and 7.6/qD,
respectively, both are in a similar order as the characteristic
timescale of the cutoff 2π/ωD.

5. Observation of localized eigenstates

To obtain an eigenstate φT (E) of energy E within the
time window T , one should calculate the time Fourier
transform of the wavefunction [126].

|φT (E)〉 =
1

π~

∫ T
0

dteiEt/~ |ψ(t)〉 (A8)

Also, the time Fourier transform of the autocorrelation
function gives spectrum.

ST (E) =
1

π~

∫ T
0

dteiEt/~ 〈ψ(0)|ψ(t)〉 (A9)

where ST (E) is normalized such that
∫∞
−∞ dEST (E) = 1.

Figure 14 shows a localized eigenstate of energy E =
0.545Vrms.

FIG. 14. The eigenstate obtained from Eq. (A8) for energy
eigenvalue E = 0.545Vrms for the deformation potential at
T/TD = 10.

APPENDIX B: Comparison of coherent and Fock
state pictures in perturbation theory

1. Perturbation theory in coherent state picture

Consider a system of a harmonic solid with electrons
and quantized lattice vibrations. For simplicity, we think
of a single electron Hamiltonian and contemplate Fermi
statistics afterwards. Then, the system Hamiltonian is
written as

Ĥ = Ĥ0 + V̂

where

Ĥ0 =
p̂2

2m∗
+
∑
q

~ωql(a
†
qlaql + 1/2)

is the sum of the electronic kinetic energy and the elastic
energy of lattice vibrations and

V̂ =
∑
q

gql(aql + a†−ql)e
iq·r, (B1)

is their interaction energy in the Schrödinger picture (c.f.
Eq. (12)).

Let us describe the lattice with a multimode coherent
state |α〉 defined in Eq. (6). Then, consider a scatter-
ing of an initial many-body state |k,α〉, where k is an
electron wavevector, by the quantum deformation field
V̂ . The time-dependent perturbation theory is used by
treating Ĥ0 as the unperturbed Hamiltonian and V̂ as a
perturbation [90]. Then, in the interaction picture,

V̂I(t) = eiĤ0t/~V̂ e−iĤ0t/~

p̂I(t) = eip̂
2t/2m∗~p̂e−ip̂

2t/2m∗~ = p̂
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The inverse of the momentum relaxation time can be
calculated from the momentum autocorrelation

C(t) = 〈k,α| p̂ · p̂(t) + p̂(t) · p̂
2

|k,α〉 (B2)

= ~k · 〈k,α| p̂(t) |k,α〉 (B3)

where p̂(t) = eiĤt/~p̂e−iĤt/~ is the momentum operator
in the Heisenberg picture. The average momentum in the
interaction picture can be written as

〈k,α| p̂(t) |k,α〉 = I〈k,α(t)|p̂I(t) |k,α(t)〉I (B4)

= 〈k,α| p̂I(t) |k,α〉+
I

〈
k,α(1)(t)

∣∣∣p̂I(t)∣∣∣k,α〉+
〈
k,α

∣∣∣p̂I(t)∣∣∣k,α(1)(t)
〉
I

(B5)

+
I

〈
k,α(1)(t)

∣∣∣p̂I(t) ∣∣∣k,α(1)(t)
〉
I

+
I

〈
k,α(2)(t)

∣∣∣p̂I(t)∣∣∣k,α〉+
〈
k,α

∣∣∣p̂I(t)∣∣∣k,α(2)(t)
〉
I

+ . . .

(B6)

where the terms were expanded upto the second-order in
the perturbation and∣∣∣k,α(1)(t)

〉
I

=

∫ t

0

dt′

i~
V̂I(t

′) |k,α〉∣∣∣k,α(2)(t)
〉
I

=

∫ t

0

dt′

i~

∫ t′

0

dt′′

i~
V̂I(t

′)V̂I(t
′′) |k,α〉

are the first and second order correction to the wavefunc-
tion. Note the time derivatives of the terms appearing in

the average momentum Eq. (B6) are vanishing upto the
first order:

d 〈k,α| p̂I(t) |k,α〉
dt

=
d(~k)

dt
= 0

d
〈
k,α

∣∣p̂I(t)∣∣k,α(1)(t)
〉
I

dt
+ c.c. =

k

i
〈k,α| V̂I(t) |k,α〉+ c.c.

= 0

and non-vanishing in the second order:

d
〈
k,α(1)(t)

∣∣ p̂I(t) ∣∣k,α(1)(t)
〉

dt
=

∫ t

0

dt′

~2
〈k,α| V̂I(t)p̂I(t)V̂I(t′) |k,α〉+ c.c.

=

∫ t

0

dt′

~2
∑
q

~(k + q) 〈k,α| V̂I(t) |k + q〉 〈k + q| V̂I(t′) |k,α〉+ c.c.

d
〈
k,α

∣∣p̂I(t)∣∣k,α(2)(t)
〉

dt
+ c.c. = −

∫ t

0

dt′

~2
~k 〈k,α| V̂I(t)V̂I(t′) |k,α〉+ c.c.

= −
∫ t

0

dt′

~2
∑
q

~k 〈k,α| V̂I(t) |k + q〉 〈k + q| V̂I(t′) |k,α〉+ c.c.

Thus, substituting the result into Eq. (B3), we obtain the inverse of the momentum relaxation time (or transport
lifetime)

1

τtr
= −d(C(t)/C(0))

dt
= −

∫ t

0

dt′

~2
∑
q

k · q
k2
〈k,α| V̂I(t) |k + q〉 〈k + q| V̂I(t′) |k,α〉+ c.c. (B7)

where

〈k,α| V̂I(t) |k + q〉 〈k + q| V̂I(t′) |k,α〉 (B8)

= g2qle
−i(ε(k+q)−ε(k))(t−t′)/~ 〈α| (a†qle

iωqlt + a−qle
−iωqlt)(aqle

−iωqlt
′
+ a†−qle

iωqlt
′
) |α〉 . (B9)

Now, consider the thermal average of the chosen state |α〉 over thermal distribution P (α) of coherent states [4] where

P (α) =
∏
q

[
e−|αq|2/Nql

πNql

]
.
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Then, the thermal average of the factor in Eq. (B9) is∫
dαP (α) 〈α| (a†qle

iωqlt + a−qle
−iωqlt)(aqle

−iωqlt
′
+ a†−qle

iωqlt
′
) |α〉

=

∫
dαP (α)

[
|αql|2eiωql(t−t′) + (|α−ql|2 + 1)e−iωql(t−t′)

]
= Nqle

iωql(t−t′) + (Nql + 1)e−iωql(t−t′).

Thus, the thermal average of the inverse momentum relaxation time in Eq. (B7) is〈
1

τtr

〉
th

= −
∑
q

k · q
k2

2g2ql
~2

[
Nql

sin((ε(k + q)− ε(k)− ~ωql)t/~)

(ε(k + q)− ε(k)− ~ωql)/~
+ (Nql + 1)

sin((ε(k + q)− ε(k) + ~ωql)t/~)

(ε(k + q)− ε(k) + ~ωql)/~

]
.

When the time t is sufficiently large, the summand can be well approximated as delta functions〈
1

τtr

〉
th

= −
∑
q

k · q
k2

2πg2ql
~

[Nqlδ(ε(k + q)− ε(k)− ~ωql) + (Nql + 1)δ(ε(k + q)− ε(k) + ~ωql)]. (B10)

2. Perturbation theory in Fock state picture

The derivation in Appendix B 1 is equally applicable
to Fock states. Consider a scattering of an initial many-
body eigenstate |k,n〉, labeled by the electron wavevec-
tor k and a collection of phonon occupation numbers
n = (. . . , nqλ, . . . ) from normal modes qλ’s, by the per-

turbation V̂ defined in Eq. (B1). The time-dependent
perturbation theory for the eigenstate |k,n〉 of the unper-

turbed Hamiltonian Ĥ0 reduces to Fermi’s golden rule.
Then, the inverse of the momentum relaxation time (or
transport lifetime) for the initial state |k,n〉 is deter-
mined by the sum of the transition rates Γk,n→k+q,n′

from initial state |k,n〉 to any final state |k + q,n′〉 and

weighted by the factor −k·q
k2 (c.f. Eq. (B7)):

1

τtr
= −

∑
q,n′

k · q
k2

Γk,n→k+q,n′ (B11)

where the transition rates are given by Fermi’s golden
rule

Γk,n→k+q,n′ =
2π

~

∣∣∣ 〈k + q,n′|V̂ |k,n〉
∣∣∣2

× δ(ε(k + q,n′)− ε(k,n))

and

ε(k,n) =
~2k2

2m∗
+
∑
q

~ωql(nql + 1/2)

is many-body eigenvalue for |k,n〉. Then, the Eq. (B11)
can be written as

1

τtr
= −

∑
q

k · q
k2

(Γ
(abs.)
k→k+q + Γ

(emi.)
k→k+q) (B12)

where

Γ
(abs.)
k→k+q =

2π

~
g2qlnqlδ(ε(k + q)− ε(k)− ~ωql)

Γ
(emi.)
k→k+q =

2π

~
g2ql(nql + 1)δ(ε(k + q)− ε(k) + ~ωql)

are scattering rates associated with phonon absorption
and emission, respectively.

Now, consider the thermal average of the cho-
sen state |n〉 over thermal distribution PF (n) =∏

q

[
e−β~ωql(nql+1/2)

]
. Then, the thermal average of the

inverse momentum relaxation time in Eq. (B12) is ex-
actly identical to Eq. (B10), showing the equivalence of
coherent state and Fock state descriptions.

3. Considering Fermi statistics

Considering Fermi statistics, Eq. (B10) becomes

〈
1

τtr

〉
= −β

∫ ∞
0

dε(k)
∑
q

k · q
k2

2πg2ql
~

[Nqlδ(ε(k + q)− ε(k)− ~ωql)f(ε(k))(1− f(ε(k) + ~ωql)))

+ (Nql + 1)δ(ε(k + q)− ε(k) + ~ωql)f(ε(k))(1− f(ε(k)− ~ωql)))] (B13)
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where each scattering process is weighted by the product of the probability f(ε(k)) that the initial state of energy
ε(k) is occupied and the probability 1− f(ε(k + q)) that the final state of energy ε(k + q) = ε(k)± ~ωql (+ and −
for a phonon absorption and emission, respectively) is unoccupied.

In the quasielastic approximation, phonon energies are far smaller than the electronic energies so that the electronic
energy remains almost the same after creating or annihilating a phonon ~ωql � ε(k + q), ε(k). Then, the factor
f(ε(k))(1−f(ε(k)±~ωql)) is narrowly peaked around ε(k) ≈ µ(T ) with a characteristic width kBT , for the temperature
kBT � EF . Note also µ(T ) ≈ EF for kBT � EF . Thus, the remaining integrand can be expanded at ε(k) = EF (or
k = kF ) and taking the lowest order (zeroth-order) term gives

〈
1

τtr

〉
= −

∑
q

k · q
k2

2πg2ql
~

[Nqlδ(ε(k + q)− ε(k)− ~ωql)g(~ωql) + (Nql + 1)δ(ε(k + q)− ε(k) + ~ωql)g(−~ωql)]|ε(k)=EF

(B14)

≈ −
∑
q

k · q
k2

2πg2ql
~

2Nql(Nql + 1)β~ωqlδ(ε(k + q)− ε(k))|ε(k)=EF (B15)

where we defined a function

g(u) =

∫ ∞
0

d(βε) f(ε)(1− f(ε+ u))

≈
∫ ∞
−∞

d(βε) f(ε)(1− f(ε+ u)) =
eβuβu

eβu − 1

and used g(~ωql) = (Nql + 1)β~ωql and g(−~ωql) =
Nqlβ~ωql. Note considering Fermi statistics gave addi-
tional g(±~ωql) factor in Eq. (B14) compared to Eq.
(B12).

4. Considering classical time-dependent and
time-independent fields

In Appendix B 1, 2, 3, we have obtained the inverse
momentum relaxation time in the presence of quantum
field V̂ in Eq. (B15). We now want to get the corre-
sponding expression for a classical field. The classical

field is constructed from the quantum field in Eq. (B1)

V = 〈α|V̂ |α〉 =
∑
q

gql(αql + α†−ql)e
iq·r, (B16)

which basically amounts to replacing annihilation and
creation operators a and a† to complex numbers α and
α∗. As the complex numbers commutes, i.e., [α, α∗] = 0,
it does not capture quantum fluctuations (zero point mo-
tion of each normal mode). This is clearly seen by doing
time-dependent perturbation theory as in Appendix B 1.
In the interaction picture the classical field is written as

VI = eip̂
2t/2m∗~V e−ip̂

2t/2m∗~

and following the same derivation as in Appendix B 1.
Fermi statistics can be considered as in Eq. (B13). In the
quasielastic approximation (c.f. Eq. (B14)), the classical
time-dependent field. the inverse momentum relaxation
time is

〈
1

τ
(C)
tr

〉
= −

∑
q

k · q
k2

2πg2ql
~

[Nqlδ(ε(k + q)− ε(k)− ~ωql)g(~ωql) +Nqlδ(ε(k + q)− ε(k) + ~ωql)g(−~ωql)]|ε(k)=EF

(B17)

≈ −
∑
q

k · q
k2

2πg2ql
~

Nql(2Nql + 1)β~ωqlδ(ε(k + q)− ε(k))|ε(k)=EF (B18)

which clearly shows spontaneous emission is missing in the classical field (c.f. the quantum field in Eq. (B10)).
This result is natural since the missing quantum fluctuations in the classical field is associated with the spontaneous
emission. Since spontaneous emission is absent in a classical field, detailed balance is broken and an electron in the
classical field will heat up as time goes by.

We can further consider a classical time-independent (frozen) field. The time dependence of the field comes from
the evolution of the normal modes, i.e. αql(t) = αqle

−iωqlt. If time evolution is ignored, then αql(t) = αql, which is
equivalent to setting the frequencies to zero ωql = 0 (except for those appearing in gql and Nql). Thus, the inverse
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momentum relaxation time is〈
1

τ
(C0)
tr

〉
= −

∑
q

k · q
k2

2πg2ql
~

2Nqlδ(ε(k + q)− ε(k))|ε(k)=EF (B19)

which shows there is no phonon absorption or emission
(c.f. the classical time-dependent field in Eq. (B17)).
Necessarily, the scattering in the frozen field is elastic
[92] unlike in a time-dependent field.

The results from the different fields in Eqs. (B15),
(B18), (B19) can be condensed to the following equation,〈

1

τ
(F )
tr

〉
= −

∑
q

k · q
k2

2πg2ql
~

2NqlJ
(F )
ql

× δ(ε(k + q)− ε(k))|ε(k)=EF (B20)

where F is an index indicating which field (quantum field
F = Q, classical field F = C, classical time-independent

field F = C0) is used and J
(F )
ql is a factor appearing in

the corresponding field choice

J
(Q)
ql = (Nql + 1)β~ωql,

J
(C)
ql = (Nql + 1/2)β~ωql,

J
(C0)
ql = 1.

Note J
(Q)
ql > J

(C)
ql > J

(C0)
ql = 1 for β~ωql > 0. In the

high temperature limit, where all the phonon energies are
small compared to thermal energy, all the factors become

unity lim
β~ωql→0

J
(Q)
ql = lim

β~ωql→0
J
(C)
ql = J

(C0)
ql = 1, so there

is no difference between the choice of fields in the high
temperature limit, within perturbation theory.

The underestimation of the inverse momentum relax-
ation time in the classical fields is significant near or
below the critical temperature Tc = min{TD, TBG} as
shown in Fig. 6. The inset of Fig. 6 shows the ra-
tios of the inverse momentum relaxation times to the
quantum field value. The difference between the blue
and red curves is from the missing spontaneous emission,
which suppresses the rate by about a factor of two. The
difference between the red and green curves arises from
ignoring the time dependence of the potential (elastic
approximation), which—with the missing spontaneous
emission—decreases the rate by five (four) times in 3D
(2D). The temperature dependence is, however, correctly
captured with the classical fields, allowing introduction
of a correction factor to reach the proper values, for ex-
ample based on Fig. 6.

The explicit forms of Eq. (B20) in two and three di-
mensions are

1

τ
(F,2D)
tr

=
m∗

2π~3k3F

∫ qmax

0

dqq2√
1− (q/2k)2

E2
d~q

ρmvs

J
(F )
ql

e~ωql/kBT − 1

(B21)

1

τ
(F,3D)
tr

=
m∗

4π~3k3F

∫ qmax

0

dqq3
E2
d~q

ρmvs

J
(F )
ql

e~ωql/kBT − 1

(B22)

Note the quantum field gives the conventional results.
In 2D, from Eq. (B15) we obtain〈

1

τ
(Q,2D)
tr

〉
≈ m∗

2π~3k3F

∫ qmax

0

dqq2√
1− (q/2kF )2

E2
d~q

ρmvs

×Nql(Nql + 1)β~ωql (B23)

where qmax = min{qD, 2k}, which is basically the for-
mula derived and used by Hwang and Das Sarma [127],
and Efetov and Kim [128, 129]. To explicitly
connnect this to their resistivity result, use the relation

∆ρ(2D)(T ) = m∗

ne2

〈
1

τ
(2D)
tr

〉
where k2F = πn, qmax = 2kF

and m∗vF = ~kF for graphene (they also considered ab-
sence of backscattering due to chiral nature of the car-
riers in graphene, which leads to additional factor of
1− (q/2kF )2 in the integrand in Eq. (B23)).

In 3D, from Eq. (B15) we obtain〈
1

τ
(Q,3D)
tr

〉
=

m∗

4π~3k3F

∫ qmax

0

dqq3
E2
d~q

ρmvs
Nql(Nql + 1)β~ωql

(B24)

which is basically the Bloch-Grüneisen formula [7]. To
explicitly connnect this to the resistivity result in the ci-

tation, use the relation ∆ρ(3D)(T ) = m∗

ne2

〈
1

τ
(3D)
tr

〉
where

n =
k3F
3π2 , qmax = qD and m∗vF = ~kF for normal metals.

APPENDIX C: Semiclassical dynamics on the
deformation potential: Ray trajectories

1. Semiclassical dynamics on the deformation
potential

In the classic solid state textbook by Ashcroft and
Mermin [5], two chapters are devoted to “semiclassical”
methods, by which is meant treating external fields act-
ing on electrons in metals as classical fields, with the
kinetic part of the Hamiltonian governed by the band
structure. Consider a metal at zero Kelvin. For a given
electronic band structure E0(k), the electron group ve-
locity is dr/dt = ∂E0(k)/∂(~k); r and ~k are single
electron position and momentum, respectively. If there
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are externally applied electric and magnetic fields E and
B, the traditional phenomenological semiclassical model
gives d(~k) /dt = −e[E(r, t) + ṙ× B(r, t)] [5, 130]. Con-
sequently, electron motion is treated classically. This is
an ad hoc idea, but it works extremely well.

A crucial observation is that, for region III in Fig. 7,
electrons are in a semiclassical regime with respect to the
deformation potential, having short Fermi wavelengths
compared to the length scale of the deformation poten-
tial. This supports the idea that the deformation poten-
tial VD(r, t) can be considered as a classical field acting
on the electrons, just as external fields are treated. Then,
Hamiltonian is given as H(~k, r, t) = E0(k) + VD(r, t).
We expect the (phenomenological) Hamilton’s equations
of motion to be

d(~k)

dt
= −∂H(k, r, t)

∂r
;

dr

dt
=

∂H(k, r, t)

∂(~k)
. (C1)

This allows use of nonperturbative semiclassical trajec-
tory based methods, just as external electromagnetic
fields are routinely treated [5, 130].

We numerically investigate the electron scattering by
the deformation potential using a fourth-order symplec-
tic scheme for integration [131]. For each temperature,
we run thousands of trajectories with the same initial
kinetic energy EF , using random initial directions and
positions, and several realizations of the random defor-
mation potential. Then, average momentum relaxation
time can be calculated from the simulation results.

The deformation potential and electron trajectories
are shown in Fig. 15. On the top, the contour maps
of the deformation potentials for two different tempera-
tures are given. On the bottom, the electron trajecto-
ries launched from a point in space over a small range
of angles are shown. In this classical and perturbative
regime (region III in Fig. 7), electrons make small-angle
forward scatterings under the deformation potential and
they exhibit branched flow [132–135]. Electrons forming
branched flow patterns have been experimentally shown
in 2D electron gas at very low temperatures [132]. The
forces from the semiclassical deformation potential on
conduction electrons have the correct properties to ex-
plain electron deflection and pure metal Drude resistivity
as checked by numerical results and perturbation theory
as shown in Fig. 16. For region III in Fig. 7, pertur-
bative and classical regime, the classical simulations give
consistent result with not only the classical perturbation
theory, but also quantum simulation and perturbation
theory given in the main text as explained in the next
section.

2. Classical perturbative derivation of the
temperature dependence of resistivity

As the sound speed vs is far smaller than the Fermi
velocity vF of an electron, it is reasonable to consider
the frozen deformation potential VD(r, t)|t=0 for this

FIG. 15. Deformation potential and semiclassical ray tra-
jectories at two different temperatures 4 K and 8 K for
graphene [128]. In blue tones, ensembles of classical electron
pathways launched uniformly over a small range of angles re-
vealing branched flow. Identical random phases are used to
generate the deformation potential for both temperatures. It
shows the emergence of new vibrational modes with increas-
ing temperature. The bumps and dips also get higher and
deeper with increasing temperature.

purpose. For the frozen deformation potential, the
momentum correlation function can be calculated
analytically using classical perturbation theory. One

knows δp(t) = p(t)− p(0) =
∫ t
0

dt′
(
−∂VD(r(t′))

∂r(t′)

)
. Then,

p(0) · p(t) = |p(0)||p(t)| cosχ(t) ≈ |p(0)|2
(

1− |δp(t)|
2

2|p(0)|2

)
where χ(t) is the angle between the two momenta,
and the quasielasticity of scattering |p(t)| ≈ |p(0)|.
Take the ensemble average (average over all pos-
sible realizations of deformation potentials speci-
fied by {ϕq}) to obtain 〈c(t)〉 = 〈p(0) · p(t)〉 =

|p(0)|2
(

1− 〈|δp(t)|
2〉

2|p(0)|2

)
where

〈
|δp(t)|2

〉
=

E2
d

∑
~q

|~q|<qmax

2~q
ρmVvs

(
q

q·p(0)/m∗

)2
1−cos(q·p(0)t/m∗)
e~vsq/kBT−1 us-

ing unperturbed trajectory r(0)(t′) = p(0)t′/m∗.
Note that the sinusoidal oscillation with dif-
ferent phases vanishes due to the ensemble
average, i.e., 〈cos(A+ ϕq) cos(B + ϕq′)〉 =
δq,q′ 〈cos(A+ ϕq) cos(B + ϕq)〉.

In the 2D case, we can use polar coordinate for q where
angle θ is chosen such that q · p(0) = q|p(0)| sin θ, and
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FIG. 16. Resistivity calculated from classical simulation (la-
beled as CSim, blue curve) and classical perturbation theory
(labeled as CPT, red curve). The two curves match well since
the parameter set is in a perturbative and classical regime.

use |p(0)| = m∗vF , then

〈
|δp(t)|2

〉
= E2

d

∫ qD

0

Vdq q

(2π)2

∫ 2π

0

dθ
2~q

ρmVvs

(
1

vF sin θ

)2

× 1− cos(qvF t sin θ)

e~vsq/kBT − 1

= E2
d

∫ qD

0

dq q

(2π)2
2~q
ρmvs

1

v2F

f(qvF t)

e~vsq/kBT − 1

where f(A) = Aπ{J1(A)[−2 + AπH0(A)] + AJ0(A)[2 −
πH1(A)]} and H’s and J ’s are Struve and Bessel func-
tions, respectively. Looking at sufficiently long time cor-
relation such that A = qvF t � 1 holds, we can approx-
imate f(A) ≈ 2πA. Then, we obtain momentum relax-

ation time τ from 〈c(t)〉 = |p(0)|2(1− t/τ) for t� τ , and
obtain inverse momentum relaxation time

1

τ
(2D)
cl

=
m∗

2π~3k3F

∫ qD

0

dqq2
E2
d~q

ρmvs

1

e~vsq/kBT − 1
(C2)

where the subscript cl stands for “classical,” and used
|p(0)| = m∗vF = ~kF . Eq. (C2) does not have a geo-

metrical factor
√

1− (q/2kF )2 appearing in the quantum
elastic perturbation theory in Eq. (B21), but other than
that the other parts of the integrand is the same. This
shows classical-quantum correspondence.

Likewise, in 3D, we obtain

1

τ
(3D)
cl

=
m∗

4π~3k3

∫ qD

0

dqq3
E2
d~q

ρmvs

1

e~ωql/kBT − 1
(C3)

Eq. (C3) has the same integrand as the quantum elas-
tic perturbation theory in Eq. (B22), showing classical-
quantum correspondence. However, note that the inte-
gration range of classical results in Eq. (C2) and (C3) is
upto qD, in contrast to qmax in quantum results in Eq.
(B21) and (B22). This means that, unlike in quantum
mechanics, there is no “transparency” to qmax < q < qD
components of the potential in classical mechanics. This
difference will not be problematic if one uses classical
simulation only in semiclassical regime 2kF � qD where
qmax = qD.

APPENDIX D: Chosen parameter values

1. A typical metal

We chose parameter values from a typical metal, Cop-
per [5]. As there is no 2D Copper, one needs to generate
mock 2D parameters from 3D parameters. From the 3D

mass density ρ
(3D)
m = 8940 kg m−3 and the radius of a

copper atom rCu = 1.35× 10−10 m, the thinnest layer
of copper “sheet” would roughly have a mass density

ρ
(2D)
m = ρ

(3D)
m 2rCu = 2.41× 10−6 kg m−2 (c.f. the mass

density of graphene 7.6× 10−7 kg m−2 is in the similar
order). For Copper, sound speed is vs = 4.7× 103 m s−1,
the deformation potential constant is roughly Ed =
10 eV [80, 81], Debye temperature is TD = 343 K, Fermi
energy is EF = 7 eV.

2. A strange metal

We chose YBCO as a material for strange metal param-
eters. The sound velocity is vs = 6.3× 103 m s−1 [136],
the deformation potential constant is chosen to be Ed =
20 eV[137], Debye temperature is TD = 400 K [138] and
the 2D mass density is ρm = 3.6× 10−6 kg m−2. The
carrier (hole) density is n = (1 + p)/a2 [139] where
a = 0.38 nm is in-plane lattice constant. Effective mass
is m∗ = 3me [140] where me is bare electron mass. The
charge carrier (hole) energy at the Fermi surface is cal-

culated using E
(h)
F = ~2πn/m∗ = 0.64 eV [136, 141] at

the critical doping level p = 0.16 [139, 142].
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