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We use hybrid density functional calculations to assess n-type doping in monoclinic
(AlxGa1−x)2O3 alloys. We focus on silicon, the most promising donor dopant, and study the struc-
tural properties, formation energies and charge-state transition levels of its various configurations.
We also explore the impact of carbon and hydrogen, which are common impurities in metal-organic
chemical vapor deposition (MOCVD). In Ga2O3, SiGa is an effective shallow donor, but in Al2O3

SiAl acts as a DX center with a (+/−) transition level in the band gap. Interstitial hydrogen acts as
a shallow donor in Ga2O3, but behaves as a compensating acceptor in n-type Al2O3. Interpolation
indicates that Si is an effective donor in (AlxGa1−x)2O3 up to 70% Al, but it can be compensated by
hydrogen already at 1% Al. We also assess the diffusivity of hydrogen and study complex formation.
Sication–H complexes have relatively low binding energies. Substitutional carbon on a cation site
acts as a shallow donor in Ga2O3, but can be stable in a negative charge state in (AlxGa1−x)2O3

when x>5%. Substitutional carbon on an oxygen site (CO) always acts as an acceptor in n-type
(AlxGa1−x)2O3, but will incorporate only under relatively oxygen-poor conditions. CO–H com-
plexes can actually incorporate more easily, explaining observations of carbon-related compensation
in Ga2O3 grown by MOCVD. We also investigate Ccation–H complexes, finding they have high bind-
ing energies and act as compensating acceptors when x>56%; otherwise the hydrogen just passivates
the unintentional carbon donors. C–H complex formation explains why MOCVD-grown Ga2O3 can
exhibit record-low free-carrier concentrations, in spite of the unavoidable incorporation of carbon.
Our study highlights that, while Si is in principle a suitable shallow donor in (AlxGa1−x)2O3 alloys
up to high Al compositions, control of unintentional impurities is essential to avoid compensation.

I. INTRODUCTION

Monoclinic Ga2O3 (β-Ga2O3) is a wide-band-gap ma-
terial (4.76—5.1 eV [1–4]) with a high breakdown field
(6-8 MV/cm) [5]. Despite its wide band gap, Ga2O3 can
be controllably n-type doped; together with the availabil-
ity of high-quality yet low-cost substrates these proper-
ties render β-Ga2O3 highly promising for applications in
high-power electronics and UV optoelectronics [6–8].

Effective control of the carrier concentration by dop-
ing with shallow donors is essential for device applica-
tions. This typically requires that the donor impurity
has a low ionization energy and that compensation can
be avoided. Si, Ge and Sn have been demonstrated to
be effective shallow donors in Ga2O3 with modest ion-
ization energies (≤ 80 meV) [9–21]. In addition to these
dopants, first-principles calculations have identified in-
terstitial hydrogen (Hi) and carbon on a Ga site (CGa)
as shallow donors [20, 22]. Compensation of the shallow
donors can occur due to native defects [23, 24] or impu-
rities that act as acceptors, or due to self-compensation
if the dopant can occur in different configurations. One
form of self-compensation involves the formation of sub-
stitutional species on either cation or anion sites. For
example, carbon in Ga2O3 can occur either on the Ga
site (CGa), acting as a donor, or on the O cite (CO),
acting as an acceptor [22]. Self-compensation can also
occur by formation of so-called DX centers, in which an
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impurity expected to act as a shallow donor exhibits a
large lattice relaxation and becomes negatively charged
by trapping electrons, thus effectively acting as a deep
acceptor. In Ga2O3, Si, Ge, and Sn do not form DX
centers [16, 20, 25]. However, the likelihood of formation
of a DX center increases as the band gap increases, as is
well known for AlGaAs [26] and AlGaN alloys [27].

Alloying with Al raises the band gap of Ga2O3 [28, 29].
Heterojunctions of (AlxGa1−x)2O3 and Ga2O3 exhibit
a high-density two-dimensional electron gas, which is
at the core of field-effect transistors [30]. Modulation
doping is required for high mobility, raising the issue
of whether n-type doping of (AlxGa1−x)2O3 can be
achieved. Addressing this issue requires investigating
whether dopants that are effective for Ga2O3 remain
shallow donors in (AlxGa1−x)2O3, and whether com-
pensation will occur. In addition, recent experiments
on (AlxGa1−x)2O3 films grown by metal-organic chem-
ical vapor deposition (MOCVD) indicated that control
of doping might be challenging; it was found [31] that
doping with Si failed to result in n-type doping below
a threshold Si concentration. Above the threshold, an
abrupt enhancement of the carrier concentration was ob-
served. Identifying the origin of the compensation in
(AlxGa1−x)2O3 alloys is therefore important for further
improvements in electronic devices.

Varley et al. [21] recently reported a first-principles
study of DX -center formation for a large number of can-
didate donor impurities in (AlxGa1−x)2O3. They found
that Si emerged as the best candidate, since it continues
to act as a shallow donor up to high Al concentrations
in the alloy. In the present work we therefore focus on
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Si as the donor; we perform a more detailed study of its
behavior as a DX center, and investigate other sources
of compensation and potential complex formation.

Our study, based on hybrid density functional the-
ory (DFT), addresses Si impurities in monoclinic Al2O3

(hereafter denoted as θ-Al2O3), and reveals a new config-
uration of the DX state. Compensation by native point
defects has been previously addressed [23, 24]. Here, we
perform an in-depth study of compensation due to other
impurities, particularly carbon and hydrogen. Both of
these impurities are readily incorporated during MOCVD
growth. Carbon on a cation site [22] and hydrogen [20]
are both shallow donors in Ga2O3, but possess (0/−) or
(+/−) charge-state transition levels in the band gap in
Al2O3. By interpolating between the end compounds,
Ga2O3 and Al2O3, we can estimate the position of these
defect levels in (AlxGa1−x)2O3 alloys, and determine the
Al composition at which the onset of compensation oc-
curs. [Note that we use the term “defect” to denote both
native point defects and impurities.] Our results show
that Si is an effective donor in (AlxGa1−x)2O3 up to 70%
Al, but it can be compensated by hydrogen already at 1%
Al, or by carbon on cation sites at 5% Al.

Given that hydrogen is expected to be quite mobile,
we also perform a study of its migration properties. We
further assess the possibility of forming hydrogen-related
defect complex with Si and C. Sication–H complex for-
mation is not a major concern, since the complexes have
low binding energies. Binding energies are much higher
for C–H complexes; in fact, C–H behaves almost as a
fixed entity, with properties very similar to a nitrogen
impurity. Ccation–H complexes can act as compensating
acceptors in (AlxGa1−x)2O3 alloys, but only when the Al
content exceeds 56%; otherwise the complexes are mainly
neutral and hydrogen passivates the unintentional carbon
donors. This may explain why MOCVD-grown Ga2O3

can exhibit record-low free-carrier concentrations [32], in
spite of the probably unavoidable incorporation of car-
bon.

Substitutional carbon on an oxygen site (CO), finally,
always acts as an acceptor in n-type (AlxGa1−x)2O3,
irrespective of Al concentration. CO will incorporate
only under relatively cation-rich (oxygen-poor) condi-
tions; we find that CO–H complexes can actually in-
corporate more easily, explaining experimental observa-
tions of carbon-related compensation in Ga2O3 grown by
MOCVD [33, 34].

The paper is organized as follows. In Sec. II, the cal-
culational details, the definition of defect formation ener-
gies, and the physics of DX centers are introduced. The
main results for Si, C, and H and consequences for car-
rier compensation are presented in Secs. III A, III B, and
III C, respectively; complexes are discussed in Sec. III D.
Section IV concludes the paper.

FIG. 1. (a) Conventional cell of monoclinic Al2O3. Two
inequivalent Al sites are labeled: tetrahedrally coordinated
Al(I) in aqua and octahedrally coordinated Al(II) in purple.
For the O sites, threefold-coordinated O(I) are in red, three-
fold coordinated O(II) in purple, and fourfold- coordinated
O(III) in gray. (b) Supercell constructed by creating a 1×3×2
multiple of the conventional monoclinic cell of θ-Al2O3, with
one tetrahedrally-coordinated Al replaced by Si. Light blue,
red and dark blue spheres denote Al, O and Si atoms, respec-
tively. Structural visualization was performed using VESTA
[38].

II. METHODOLOGY

A. Computational details

We perform DFT calculations using the projector aug-
mented wave method (PAW) [35] implemented in the
Vienna Ab-initio Simulation Package (VASP) [36, 37].
We focus on the monoclinic phase of Ga2O3 (denoted
β-Ga2O3) and Al2O3 (θ-Al2O3). The structure, illus-
trated in Fig. 1(a), contains two types of cation sites:
the tetrahedral site (denoted as I) and the octahedral site
(denoted as II). In addition, there are three types of O
atoms: three-fold coordinated O(I) (on a shared corner of
two edge-sharing AlO6 octahedra and one AlO4 tetrahe-
dron), three-fold coordinated O(II) (on the shared corner
of one AlO6 octahedron and two AlO4 tetrahedra), and
four-fold coordinated O(III).

A plane-wave energy cutoff of 400 eV was employed
and Brillouin-zone integration was carried out using the
Γ-centered 4×4×4 k-point mesh for the primitive cell and
2×2×2 for the supercell. The PAW potentials corre-
spond to the valence-electron configurations 4s24p1 for
Ga, 3s23p1 for Al, and 2s22p4 for O. To correctly de-
scribe the electronic structure as well as charge localiza-
tion we use a hybrid functional, specifically the functional
of Heyd, Scuseria, and Ernzerhof (HSE) [39], with a mix-
ing parameter of α=0.32. This produces a band gap of
4.83 eV for β-Ga2O3 and 7.41 eV for θ-Al2O3, in good
agreement with the experimental band gaps of 4.80 for β-
Ga2O3 and 7.40 eV [40] for θ-Al2O3. An ordered AlGaO3

alloy is also investigated, with all Al atoms on octahedral
sites and all Ga atoms on tetrahedral sites [28]. The use
of an ordered structure serves as an approximation; the
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TABLE I. Structural parameteres (lattice parameters, Å; an-
gle β, degrees), formation enthalpy per formula unit (∆Hf ,
eV/f.u.), and band gaps (Egap, eV) for monoclinic Ga2O3,
AlGaO3 and Al2O3. Experimental results are also listed for
comparison.

Ga2O3 AlGaO3 Al2O3

Calc Expt Calc Expt Calc Expt
a 12.14 12.21a 11.86 12.00a 11.66 11.85e

b 3.02 3.04a 2.94 2.98a 2.88 2.90e

c 5.78 5.81a 5.69 5.73a 5.57 5.62e

β 103.77 103.87a 104.25 104.03a 104.04 103.83e

∆Hf −10.22 −11.29b −13.87 −16.11

Eindir
gap 4.83 5.81 7.41 7.40f

Edir
gap 4.87 4.76c, 4.88d 5.89 7.74
aRef. 41; bRef. 42; cRef. 2; dRef. 3; eRef. 43; fRef. 40;

computation of structures representative of disordered al-
loys would be computationally prohibitive. We note that
for the 50% Al content, ordered AlGaO3 was found to
be a line compound due to the preference for Al to oc-
cupy octahedral sites [28]. Spin polarization is included
and full structural optimizations were performed. The
optimized computed structural parameters of β-Ga2O3,
AlGaO3 and θ-Al2O3 are summarized in Table I; they
compare favorably with experiment.

A 120-atom supercell was constructed for the point-
defect calculations, as shown in Fig. 1(b). Selected tests
were performed using 160-atom supercells. Tests for
larger supercells are too expensive to perform with the
hybrid functional, but supercell size convergence was fur-
ther checked using the generalized gradient approxima-
tion of Perdew, Burke, and Ernzerhof (PBE) [44] for
Si and C impurities in supercells containing up to 1280
atoms. Transition levels were found to change by less
than 0.1 eV. For each point defect, we perform multi-
ple calculations with different symmetry-breaking initial
local distortions around the defect in the initial state,
and optimize the atomic positions until the Hellmann-
Feynman forces are lower than 5 meV/Å. All the super-
cell calculations are consistently performed at the lattice
parameters obtained with the same plane-wave energy
cutoff, as listed in Table I.

Migration barriers are calculated using the climbing-
image nudged elastic band (cNEB) method [45]. To mit-
igate computational cost we perform one-shot HSE cal-
culations for the migration barriers (Eb): we use PBE
[44] in the cNEB calculations, followed by static HSE to-
tal energy calculations based on the initial and barrier
geometries. We tested the accuracy of this approach for
the migration of H+

i in Al2O3 and Ga2O3 along the [010]
direction; full HSE calculations yield migration barriers
that are within 0.1 eV of the results obtained using one-
shot HSE calculations.

After determining the migration barrier of a defect,
we can estimate the temperature at which the defect
becomes mobile with transition state theory [46]. This
temperature is denoted as an “annealing temperature”,

above which the defect is in thermodynamical equilib-
rium. In transition state theory [46], the rate Γ at which
the defect hops to a neighboring site can be expressed as

Γ = Γ0 exp(− Eb

kBT
) , (1)

where kB is the Boltzmann constant and Eb the migra-
tion barrier. The prefactor Γ0 is an effective frequency
associated with the vibration of the defect; for the H in-
terstitial in both Ga2O3 and Al2O3, we choose Γ0 = 1014

s−1, which is approximately the dominant O-H vibra-
tional frequency Ga2O3 [23, 47]. We estimate the an-
nealing temperature as the temperature at which the rate
Γ = 1 s−1 [48]. We note that the annealing temperature
is not very sensitive to the choice of Γ0.

B. Formation energy

The formation energy of a defect is used to assess the
likelihood of the presence of the defect and its concentra-
tion. For Si substituting on an Al site (SiAl), the forma-
tion energy is calculated as

Ef (SiqAl) = Etot(SiqAl)− Etot(Al2O3)− (µSi + µ0
Si)

+ (µAl + µ0
Al) + q(EF + EVBM) + ∆q,

(2)

where Etot(SiqAl) is the total energy of one SiAl in charge
state q in the supercell, Etot(Al2O3) is the total energy
of the bulk supercell, and EF is the Fermi energy, ref-
erenced to the valence-band maximum (VBM). ∆q is a
finite-size correction term for charged defects [49, 50].
We adopt the previously reported values for the dielectric
constants of Ga2O3, AlGaO3, and Al2O3 [21]. The chem-
ical potentials are referenced to the elemental phases,
e.g., µ0

Si = Etot(Si) and µ0
Al = Etot(Al).

The Al and O chemical potentials have to fulfill the
stability condition for bulk Al2O3:

2µAl + 3µO = ∆Hf (Al2O3), (3)

where ∆Hf (Al2O3) is the formation enthalpy of bulk θ-
Al2O3, as shown in Table I. The calculated formation
enthalpies of β-Ga2O3 and AlGaO3 are listed in Table I
as well. µAl = 0 corresponds to Al-rich conditions, and
µO = 0 to O-rich (Al-poor) conditions. For purposes
of presenting results for the impurities, we choose the
chemical potentials to correspond to the solubility limit,
i.e., the highest value of the chemical potential that is
compatible with formation of other phases that can result
from interactions of the impurity with the host elements.
For µSi, this correspond to equilibrium with SiO2:

µSi + 2µO = ∆Hf (SiO2) , (4)

where ∆Hf (SiO2) is the calculated formation enthalpy
of SiO2. For C and H, the upper limits depend on the
host chemical potentials: the limits for µC correspond to
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Al4CO4 for Al-rich and CO2 for Al-poor conditions; the
limits for µH correspond to H2 for Al-rich and H2O for
Al-poor.

To be able to comment on the behavior in
(AlxGa1−x)2O3 alloys, we also calculate formation en-
ergies in Ga2O3. The limiting phases for Si and H are
the same as those in the Al2O3 case. The limits for µC

in Ga2O3 correspond to graphite for Ga-rich and CO2

for Ga-poor conditions. We note that this is different
from Ref. 22, where diamond was assumed as the limit-
ing phase under Ga-poor conditions.

The charge-state transition level between charge states
q and q′, denoted as (q/q′), is calculated based on the
formation energies:

(q/q′) =
Ef (SiqAl;EF = 0)− Ef (Siq

′

Al;EF = 0)

(q′ − q)
. (5)

C. Stability of DX centers

Following Chadi and Chang [26], we label the neutral
and positively charged donors on the substitutional site
d0 and d+, respectively. DX− is used to denote the con-
figuration in the negative charge state. The formation of
a DX center leads to self-compensation, as described by
the process

2d0 −→ d+ +DX− . (6)

The DX center can be characterized by the effective cor-
relation parameter U , defined by

U = Ef (d+) + Ef (DX−)− 2Ef (d0) . (7)

Stability of the DX center is typically characterized by
a negative value of U . However, using U as the descrip-
tor of the DX center can be problematic because of the
challenges involved in accurately calculating the energy
of the neutral charge state when the (+/0) level (and
hence the Kohn-Sham state for d0) is near or above the
conduction-band minimum (CBM). Instead, we will use
the (+/−) charge-state transition level as a descriptor:
our criterion will be that the DX center is stable if the
(+/−) level lies below the CBM.

III. RESULTS AND DISCUSSION

A. Silicon

The formation energies of Si on the tetrahedral (SiAl(I))
and octahedral (SiAl(II)) sites in θ-Al2O3 are shown in
Fig. 2(c,d) for cation-rich and cation-poor conditions.
For completeness and consistency, we also show the for-
mation energies of Si in Ga2O3 in Fig. 2(a,b); these have
been calculated previously [20] and our results are con-
sistent with the previous results. Note that in Fig. 2
(and all subsequent formation-energy figures) we keep
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FIG. 2. Formation energy versus Fermi level for Si and C
impurities in (a)-(b) β-Ga2O3 and (c)-(d) θ-Al2O3. (a) and
(c) are for cation-rich, and (b)-(d) for cation-poor conditions.
The grey area indicates the conduction band of β-Ga2O3.

the horizontal-axis scale the same for β-Ga2O3 and θ-
Al2O3, which facilitates comparisons of formation ener-
gies. In principle, we could also take the valence-band
alignment between β-Ga2O3 and θ-Al2O3 into account
to more accurately compare charge-state transition lev-
els [51, 52]; however, since the valence-band offset is rel-
atively small [28], we do not include this alignment.

Similar to β-Ga2O3, Si prefers to be incorporated on
the tetrahedral site in θ-Al2O3: Ef (Si+Al(I)) is lower than

Ef (Si+Al(II)) by 0.80 eV. In β-Ga2O3 Si behaves as a shal-

low donor on either site, i.e., only the positive charge
state is stable for all Fermi-level positions within the
band gap. In θ-Al2O3 a (+/−) charge-state transition
level occurs in the band gap, at 0.62 eV below the CBM
for SiAl(I) and at 0.43 eV below the CBM for SiAl(II) (see
Table II). Table II also lists values for the other transi-
tion levels. For SiAl(I), there is a small region of stability
for the neutral charge state; we found (+/0) and (0/−)
transition levels at 6.77 eV and 6.81 eV, respectively, cor-
responding to U=0.04 eV. For SiAl(II), the (+/0) level lies
above the (0/−) level and we have a negative-U center
(i.e., the neutral charge state is never thermodynamically
stable), with U=−0.44 eV.

For Fermi levels in the upper part of the gap, Si−Al is in
a negative charge state, associated with the formation of
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FIG. 3. Local structure and localized charge density for negatively charged DX configurations of (a) ground-state Si−Al(I), (b)

metastable-state Si−Al(I), and (c) Si−Al(II) in θ-Al2O3. Dark blue spheres denote Si, light blue Al, and red O. Percentage changes

of bond lengths, referenced to bonds in bulk Al2O3, are indicated. Isosurfaces of the charge density (0.02 e/Å3) of the localized
state in the DX centers are shown in green.

TABLE II. Charge-state transition levels (eV) [Eq. (5)] and
effective correlation parameter U (eV) [Eq. (7)] for various
impurities in β-Ga2O3, ordered AlGaO3, and θ-Al2O3. The
neutral and negative charge states that are used to compute
charge-state transition levels and U all correspond to localized
states. Values for Si in Ga2O3 are missing since the localized
neutral and negative charge states cannot be stabilized. We
also list xonset (%), the Al concentration in (AlxGa1−x)2O3

corresponding to the onset of DX behavior.

β-Ga2O3 (+/0) (+/−) (0/−) U xonset

CGa(I) 5.20 4.92 4.65 −0.54
CGa(II) 4.32 5.05 5.77 1.46

Hi 5.47 4.84 4.21 −1.25
HO(I) 5.47 5.20 4.91 −0.55
HO(II) 4.98 5.01 5.04 0.07
HO(III) 5.71 5.56 5.42 −0.29

AlGaO3 (+/0) (+/−) (0/−) U
SiGa(I) 6.39 6.19 6.00 −0.39
SiAl(II) 6.065 6.46 6.85 0.79
CGa(I) 4.93 4.81 4.69 −0.24
CAl(II) 4.05 4.97 5.90 1.86

Hi 5.70 4.67 3.65 −2.05
HO(I) 5.92 5.69 5.45 −0.47
HO(II) 5.60 5.21 4.83 -0.77
HO(III) 5.69 5.70 5.71 0.02
θ-Al2O3 (+/0) (+/−) (0/−) U
SiAl(I) 6.77 6.79 6.81 0.04 70%
SiAl(II) 7.20 6.98 6.76 −0.44 81%
CAl(I) 4.96 4.95 4.95 −0.01 5%
CAl(II) 4.23 5.07 5.90 1.95 51%

Hi 5.83 4.83 3.84 −1.99 1%
HO(I) 6.51 6.36 6.41 −0.10 37%
HO(II) 5.78 5.70 5.61 −0.16 13%
HO(III) 6.11 6.12 6.13 0.03 41%

a DX center. For SiAl(I) we found that two locally sta-
ble DX configurations exist. The local geometry and the
charge density of the localized electrons are illustrated
in Fig. 3. Figure 3(a) corresponds to the ground state

of Si−Al(I), while Fig. 3(b) represents a metastable state

that is 0.40 eV higher in energy. The metastable state
[Fig. 3(b)] features the type of broken bond that is of-
ten considered characteristic of a DX center, resulting in
a dangling bond on the Si atom that is filled with two
electrons. The ground state of Si−Al(I) [Fig. 3(a)] also

displays significant bond distortions, both in the SiO4

tetrahedron and its nearest AlO4; however, no clear bond
breaking occurs. Instead, the main effect of the distor-
tion is to reduce the Si-Al distance from 2.88 Å (the dis-
tance in bulk θ-Al2O3) to 2.32 Å, creating a two-electron
bond between Si and Al, as clearly seen in Fig. 3(a). Oc-
tahedrally coordinated Si−Al(II) also forms a DX center,

shown in Fig. 3(c). Three Si-O bonds are broken in the
SiO6 octahedron, and two electrons are localized on the
Si dangling bond. Tests for the Si DX center in a 160-
atom supercell yielded very similar local geometries, with
bond lengths differing by less than 0.01 Å. The 160-atom
supercell calculations yield a (+/−) charge-state tran-
sition level that is within 0.05 eV of the result using a
120-atom supercell.

The formation of the silicon DX center indicates that
Si cannot be a shallow donor in θ-Al2O3. To gain in-
sight into its effectiveness in (AlxGa1−x)2O3 alloys, we
evaluate the position of the (+/−) transition level and
compare it with the CBM in (AlxGa1−x)2O3 alloys. The
negative charge state employed to compute the (+/−)
transition level has to correspond to a localized state.
Such a localized state can be stabilized in Al2O3 and or-
dered AlGaO3 alloy but not in Ga2O3. Therefore, the
(+/−) transition levels in alloys are interpolated (or ex-
trapolated towards Ga2O3) based on the values in Al2O3

and ordered AlGaO3 alloy (see values in Table II). The
values of the CBM are interpolated based on those in
Ga2O3 and Al2O3, with the addition of bowing using
a bowing parameter of 0.93 eV and assuming all of the
band-gap bowing occurs in the CBM [28].

The resulting values of xonset, the Al concentration at
which the (+/−) level moves below the CBM (i.e., the
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DX center becomes stable) are listed in Table II. We
found Si incorporating on the tetrahedral site will be an
effective donor over a wide range of Al alloying, up to
70% Al (see Fig. 4). This value is somewhat lower than
the xonset=86% reported in Ref. 21. The difference can
be attributed to the fact that our calculated (+/−) level
in Al2O3 (AlGaO3) is 0.12 eV (0.37 eV) lower than that
in Ref. 21, due to the fact that we identified a lower-
energy structure for the DX center. In addition, we find
that Si on the octahedral site is also an effective donor
in (AlxGa1−x)2O3, up to 81% Al (see Fig. 4).

Our treatment of defect behavior in the alloy by per-
forming linear interpolation (Fig. 4) is obviously an ap-
proximation. In the case of (AlxGa1−x)2O3 alloys, it is
likely to be quite reliable, due to the similarity in the
properties of Al and Ga cations; indeed, we have found
that the geometries of defect configurations are very simi-
lar in β-Ga2O3 and θ-Al2O3. Some degree of validation is
also obtained from the results for transition levels explic-
itly calculated for AlGaO3 alloys. As shown in Fig. 4,
the results for the alloy generally fall on the line that
linearly interpolates between β-Ga2O3 and θ-Al2O3; the
small deviations that occur for C(I) and Hi impurities
amount to less than 0.15 eV, which is gratifying agree-
ment. We also note that this interpolation procedure has
been demonstrated to be effective for obtaining transition
levels in AlGaN alloys [27, 53]. Indeed, experiment [54]
indicated that the ON transition level in AlGaN alloys
varies linearly with alloy concentration, supporting the
validity of linear interpolation.

B. Carbon

1. Incorporation

Carbon is a commonly observed background impurity
in semiconductors, particularly in MOCVD-grown films.
In Ga2O3, carbon on the tetrahedral site is a shallow
donor [22, 55]. Here we investigate whether the increase
in band gap in (AlxGa1−x)2O3 will cause the carbon
(+/−) level to drop below the CBM, turning carbon into
a compensating acceptor. We also study whether carbon
on the oxygen site could cause compensation.

Lyons et al. [22] investigated carbon impurities on the
anion, cation, and interstitial sites in Ga2O3 and showed
that under most conditions, the carbon impurity prefers
the substitutional tetrahedral cation site. For a consis-
tent comparison, we reproduced the formation energies
of carbon impurities on the cation sites in Ga2O3[see
Figs. 2(a,b)] and our results agree with Lyons et al. [22]
under the same condition. Similar to the case of Ga2O3,
C prefers to occupy the tetrahedral site (C+

Al(I)) in mono-

clinic Al2O3, with a formation energy 2.10 eV lower than
that of C+

Al(II) at the VBM (see Fig. 2). At the CBM,

the formation energy of C−Al(I) is 2.03 eV lower than that

of C−Al(II). The behavior of C−Al as a compensating center

FIG. 4. The (+/−) levels of Si(I), Si(II), C(I), Hi, HO(I),
HO(II), HO(III), and the (0/−) level of C(II) obtained from cal-
culations in Al2O3, Ga2O3 and ordered AlGaO3 alloys. The
notation Si(I), resp. Si(II), denotes substitutional Si on the
tetrahedral (I), resp. octahedral (II) cation site, and simi-
larly for C(I) and C(II). The charge-state transition levels for
SiI and SiII in Ga2O3 are missing since the localized neutral
and negative charge states cannot be stabilized. The dashed
lines connecting the calculated values are just a guide to the
eye. The CBM/VBM band offsets as a function of the Al
concentration for alloys were obtained from Ref. 28.

is broadly consistent with previous results for carbon in
α-Al2O3, the corundum phase [56]. Figure 2 also shows
that under Al-rich conditions the formation energy of
C−Al(I) is high, significantly decreasing when we move to

Al-poor conditions. However, carbon incorporation in
MOCVD-grown samples is likely not governed by ther-
modynamic equilibrium, but rather determined by unin-
tentional incorporation due to incomplete dissociation of
metal-organic precursors. In the following we therefore
examine both CAl(I) and CAl(II).

2. Carbon on the tetrahedral site

The small atomic size of carbon leads to bond break-
ing and a variety of possible local geometries, as depicted
in Fig. 5. Focusing first on CAl(I), already in the posi-
tive charge state we find two competing configurations of
C+

Al(I). In the most stable state (not depicted), C forms

four C-O bonds, and the oxygen cage shrinks, yielding
four C-O bonds with bond lengths ranging from 1.40 to
1.44 Å. In the metastable configuration [see Fig. 5(a)],
which is only 87 meV higher than the ground state, the
C-O(III) bond is broken, and the remaining three C-O
bonds have similar lengths (1.28, 1.30, 1.30 Å) and al-
most lie in the same plane, with nearly 120◦ angles be-
tween the bonds. Carbon effectively forms an sp2-bonded



7

configuration with its three O neighbors. This 3-fold co-
ordination was also found for CGa(I) in Ga2O3 [22], with

very similar C-O bond lengths (1.27–1.30 Å). The 3-fold-
coordinated configuration is the lowest-energy configura-
tion in Ga2O3 and AlGaO3.

For the neutral charge state of CAl(I), we found that
we can stabilize as many as five distinct atomic configu-
rations, starting from initial structures in which different
C-O bonds are broken in a CO4 tetrahedron. The most
stable configuration corresponds to breaking of the C-
O(III) bond, forming a nonplanar CO3 cluster, as shown
in Fig. 5(b). The C-O bond lengths are 1.35, 1.39, 1.39
Å, while the distance between C and O(III) is 2.82 Å.
This configuration is similar to the 3-fold coordination
for the positive charge state, but the carbon has moved
beyond the plane of its oxygen neighbors. As seen in
Fig. 5(b), the C has moved towards a next-nearest Al(I)
neighbor in the same (010) plane, reducing the C-Al dis-
tance from 3.5 Å (for C on the nominal Al site) to 2.6 Å.
In the process, the charge of the localized state becomes
confined between C and that next-nearest-neighbor Al
atom. The fact that this state is localized clearly in-
dicates that CAl(I) is not a shallow donor in θ-Al2O3.
Indeed, the corresponding Kohn-Sham state lies 4.42 eV
below the CBM.

Another configuration in which the same C-O(III)
bond is broken can be stabilized with a distance of 2.38 Å
between C and O(III); this configuration is only 0.05 eV
higher in energy. Other configurations involve breaking
a C-O(I) bond (0.80 eV higher than the ground state) or
breaking a C-O(II) bond (0.91 eV higher than the ground
state). The geometry in which all four C-O bonds in the
CO4 tetrahedron are maintained is also a local minimum,
0.89 eV higher in energy than the ground-state C-O(III)
bond-breaking configuration.

In the negative charge state, the most stable state is
similar to the ground state of C0

Al(I), with a broken C-

O(III) bond [see Fig. 5(c)]. Other configurations can
be stabilized, but with energies that are at least 1.3 eV
higher than the ground state. Figure 5(c) depicts the
charge density of the localized state. Comparison with
Fig. 5(b) indicates that with the addition of an extra
electron a C-Al bond has formed with the next-nearest-
neighbor Al(I). The C-Al distance is reduced to 2.0 Å
after relaxation. This is another example of a DX con-
figuration in which a cation-cation bond forms, but we
note the distinction with the DX configuration of Si−Al(I)

shown in Fig. 3(a): Si−Al(I) bonds with a nearest-neighbor

tetrahedral host cation, while C−Al(I) bonds with a next-

nearest-neighbor tetrahedral host cation. A similar bond-
ing configuration for the negative charge state of carbon
on the tetrahedral site is also observed in Ga2O3 and
AlGaO3.

3. Carbon on the octahedral site

Turning now to CAl(II), a variety of competing local
geometries with different broken bonds are also present
in the positive, neutral and negative charge states due to
the small atomic size of carbon. In the positive charge
state, the ground state corresponds to bond breaking of
two C-O(III) bonds and one C-O(I) bond in the nominal
octahedron, leaving the remaining three C-O bonds (1.28,
1.28, 1.30 Å) to form a 3-fold coordinated configuration
that is similar to the metastable configuration of C+

Al(I)

[see Fig. 5(d)]. We also observe a competing metastable
state of C+

Al(II) with a different 3-fold coordinated config-

uration that exhibits bond breaking of all three C-O(III)
within the octahedron. This metastable state is 0.20 eV
higher than the ground state. This 3-fold coordinated
configuration with three broken C-O(III) bonds becomes
the ground state in the neutral charge state [see Fig. 5(e)].
The remaining three C-O bonds form a nonplanar CO3

cluster, with C-O bond lengths of 1.37, 1.37, 1.41 Å. The
charge of the localized state, dominated by a p-orbital
character, is confined between C and the center of the oc-
tahedron. Another (metastable) 3-fold coordinated con-
figuration with bond breaking of two C-O(III) and one
C-O(II) is 0.28 eV higher.

In the negative charge state of CAl(II), the most stable
configuration is 2-fold coordinated, with two equivalent
C-O(I) bonds (1.40, 1.40 Å) [see Fig. 5(f)]. The local-
ized states exhibit roughly equal p- and s-orbital char-
acter and the associated charges are confined near C,
with an appreciable weight at the center of the octahe-
dron. We also find another competing 2-fold coordinated
metastable configuration, with one C-O(I) bond (1.26 Å)
and one C-O(II) bond (1.91 Å) remaining, and with an
energy 0.18 eV higher.

4. Carbon on cation sites as a compensating center

When discussing substitutional C in (AlxGa1−x)2O3

alloys, C could be replacing either a Ga or an Al atom;
in this section (as in Fig. 4) we use the generic notation
C(I) to denote either CGa(I) or CAl(I), and C(II) to denote
either CGa(II) or CAl(II). C(I) is a negative-U center across
Ga2O3, Al2O3 and the ordered (AlxGa1−x)2O3 alloy (see
Table II). We can evaluate its (+/−) transition level in
the relevant range of (AlxGa1−x)2O3 alloy compositions
by interpolating between Ga2O3 and the AlGaO3 alloy,
with consideration of the band bowing [28] (see Fig. 4).
For C(I), we find that the impurity starts acting as an ac-
ceptor in (AlxGa1−x)2O3 alloys already at 5% Al. C(II)

is not a negative-U center, but it can still act as compen-
sating acceptor in n-type Al2O3 (see Fig. 2). To estimate
the onset of C(II) as a compensator in (AlxGa1−x)2O3 al-
loys, we interpolate the (0/−) transition levels between
Al2O3 and the AlGaO3 alloy (see Fig. 4), finding that
C(II) starts acting as an acceptor at 51% Al.
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FIG. 5. Local structure and localized charge density for (a) metastable 3-fold-coordinated configuration of C+
Al(I), (b) C0

Al(I),

(c) C−
Al(I), (d) C+

Al(II), (e) C0
Al(II) and (f) C−

Al(II) in θ-Al2O3. Brown spheres denote C, light blue Al, and red O. Isosurfaces of

the charge density (0.01 e/Å
3
) of the localized electrons in C0

Al(I), C−
Al(I), C0

Al(II) and C−
Al(II) are shown in green.

Our results indicate that unintentional C incorpo-
ration is a potential explanation for the lack of dop-
ing efficiency observed at low concentrations of Si in
MOCVD-grown (AlxGa1−x)2O3 alloys. Since uninten-
tionally incorporated C(I) acts as a compensating accep-
tor in (AlxGa1−x)2O3 with x ≥ 5%, the Si concentration
needs to exceed the concentration of C(I) in order for Si
to actually provide n-type doping.

5. Carbon on oxygen sites, CO

In Ga2O3, it was found that CO acts as a compensat-
ing acceptor when the Fermi level is high in the gap [22].
Reference 22 reported results for a single O site and only
for O-rich conditions; in Figs. 6(a,b) we report a full set
of results for CO in Ga2O3. Under conditions relevant
for n-type doping, the formation energy of CO is lowest
when the Fermi level is at the CBM under Ga-rich con-
ditions; however, even under these extreme conditions,
this formation energy is still 2.69 eV.

The formation energy of CO can be significantly lower
in Al2O3, as shown in Figs. 6(c,d). For Fermi levels low
in the gap (which may be difficult to attain in Al2O3),
CO prefers the 4+ charge state. At higher Fermi-level
positions, the neutral, 1−, and 2− charge states become
more favorable. For Fermi levels close to the CBM, C2−

O(I)

is the energetically most favorable state.

We can therefore conclude that for n-type doping con-
ditions in both Ga2O3 and Al2O3, CO acts as a compen-

sating acceptor . The high formation energy indicates
it will not be a concern in Ga2O3, but it could more
easily incorporate in (AlxGa1−x)2O3 alloys. However, as
evident from Fig. 6, this sensitively depends on chemi-
cal potentials, with cation-rich (oxygen-poor) conditions
posing more of a problem. We will return to this issue in
Sec. III D 4.

C. Hydrogen

Hydrogen is another impurity that is commonly unin-
tentionally incorporated, particularly in MOCVD-grown
samples. We investigate H substituting on the O site
(HO(I), HO(II), and HO(III)) and H on the interstitial site
(Hi) in θ-Al2O3; their formation energies are shown in
Figs. 7(c,d). For comparison, we also show our calculated
formation energies in β-Ga2O3 [see Figs. 7(a,b)], which
compare well with previous reports [20]. In β-Ga2O3, all
these configurations were found to be shallow donors [20],
but in θ-Al2O3 they are stabilized in the negative charge
state and thus act as acceptors when the Fermi level is
high in the gap.

1. Substitutional hydrogen, HO

In Al2O3, substitutional H+
O favors incorporation on

the O(I) site. Incorporation of a proton on the O(II)
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FIG. 6. Formation energy versus Fermi level for CO in
(a)-(b) β-Ga2O3 and (c)-(d) θ-Al2O3. (a) and (c) are for
cation-rich, and (b)-(d) for cation-poor conditions. Carbon
incorporation on three possible O sites is considered: O(I),
O(II), and O(III). The grey area indicates the conduction
band of β-Ga2O3.

[O(III)] site is 0.29 [0.80 eV] higher in energy (see Fig. 7).
The same site preference is also observed in the ordered
AlGaO3 alloy: total energies of H+

O(II) and H+
O(III) are

0.08 eV and 0.33 eV higher than that of H+
O(I), respec-

tively. In Ga2O3, H+
O(I) is also most favorable, and H+

O(II)

and H+
O(III) are slightly higher in energy [20].

Under Al-rich conditions, HO has a low formation en-
ergy (<2 eV) in Al2O3, meaning it is easy to incorpo-
rate. HO(I) and HO(II) behave as negative-U centers with
U=−0.10 eV and −0.16 eV, and a (+/−) charge-state
transition level at 1.05 eV and 1.71 eV below the CBM
(see Table II and Fig. 7). HO(III) is almost a negative-U
center, with U=+0.03, and (+/0) and (0/−) charge-state
transition levels at 6.11 eV and 6.13 eV, indicating a tiny
(0.02 eV) range of stability of the neutral charge state.
The formation of negative-U centers is due to the pro-
nounced energy lowering in their negative charge state,
induced by major local structural distortions. The local
structures are illustrated in Figs. 8(a–c); two electrons
are localized around H and nearby Al sites. In the case
of H−O(I) [Fig. 8(a)], the H atom is still relatively close to

the O(I) site, but the configurations of H−O(II) [Fig. 8(b)]
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FIG. 7. Formation energy versus Fermi level for substitu-
tional and interstitial hydrogen in (a)-(b) β-Ga2O3 and (c)-
(d) θ-Al2O3. (a) and (c) are for cation-rich, and (b)-(d) for
cation-poor conditions. The grey area indicates the conduc-
tion band of β-Ga2O3.

and H−O(III) [Fig. 8(c)] are more like complexes of an oxy-

gen vacancy plus a nearby interstitial H.
HO(I), HO(II), HO(III) will act as acceptors in n-type

(AlxGa1−x)2O3 alloys due to the emergence of the (+/−)
transition level in the band gap starting as a criti-
cal Al composition xonset. Interpolating (+/−) charge-
state transition levels between Ga2O3 and the ordered
AlGaO3 alloy, the onset Al concentrations for HO(I),
HO(II), HO(III) acting as compensating centers are 37%,
13% and 41%, respectively (see Fig. 4 and Table II).

2. Interstitial hydrogen, Hi

Turning now to interstitial H in Al2O3, we find that
the lowest-energy configuration in the neutral and posi-
tive charge state has H bonded to the three-fold coordi-
nated O(I). In the negative charge state, Hi prefers to sit
near two Al(I) atoms; the local geometry is illustrated
in Fig. 8(d). The local configurations of the −, 0, and +
state of Hi are similar to those in Ga2O3 [20]. In the neu-
tral charge state, the Kohn-Sham state of Hi lies about
∼ 3 eV below the CBM. In the negative charge state, the
Kohn-Sham state is about 1.3 eV above the VBM, as a
result of the formation of two H-Al bonds.
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FIG. 8. Local structure of (a) H−
O(I) (b) H−

O(II), (c) H−
O(III) and (d) H−

i in θ-Al2O3. Light blue, red and gray spheres denote Al,

O and H atoms. The position of the O atom that was removed in H−
O was labeled using a black dashed circle. Isosurfaces of

the charge density (0.01 e/Å3) of the localized electrons are shown in green.

As seen in Fig. 7 and Table II, the (+/−) level of Hi in
Al2O3 lies at 4.83 eV above the VBM. Hi is a negative-U
center, with a large magnitude of U=−1.99 eV. Knowl-
edge about the position of the (+/−) levels in β-Ga2O3

and θ-Al2O3 allows us to estimate the band lineup be-
tween these materials, according to Ref. 57; this leads to
an alignment where the VBM of β-Ga2O3 lies 0.01 eV
below the VBM of θ-Al2O3. We can compare this result
with values obtained by alignment with the vacuum level
derived from surface calculations; depending on the sur-
face orientation, this procedure produces values ranging
from +0.40 to −0.08 eV [58]. The overall agreement with
the hydrogen alignment is gratifying.

Figure 7 shows that the formation energies of Hi in
Al2O3 are quite low, suggesting that Hi will readily in-
corporate, and in n-type material it will act as a com-
pensating acceptor. Following our interpolation proce-
dure based on the case of Ga2O3 and ordered AlGaO3

alloy, the (+/−) transition level of Hi will already ap-
pear in the band gap of (AlxGa1−x)2O3 alloys at an Al
concentration of 1% (see Fig. 4).

3. Migration of interstitial hydrogen

Since hydrogen is expected to be quite mobile, in order
to assess whether hydrogen can play a role in compen-
sation it is important to also assess migration barriers.
We investigated the migration barrier (Eb) of Hi using
the PBE functional and a one-shot HSE method, as de-
scribed in Sec. II A. The results are listed in Table III.
The annealing temperatures at which H becomes mobile
for + and− charge states and for various crystallographic
directions, calculated using Eq. (1), are also included in
Table III. As expected, the migration of Hi in the mon-
oclinic structure is anisotropic. In Ga2O3, we find the
migration barrier of H+

i along the [010] direction to be
0.28 eV, in good agreement with the 0.34 eV value re-
ported in Ref. 20. The migration path is illustrated in
Fig. 9(a). Migration along other directions has higher
barriers. Along [100] [Fig. 9(b)] the barrier is as high
as 2.95 eV, and along [001] Fig. 9(c), the barrier is 1.73

TABLE III. Calculated migration barriers (Eb, eV) of H+

and H− in Ga2O3 and Al2O3 along three crystallographic
directions. The calculated annealing temperature (Tanneal,
K) is listed, assuming a hopping rate of 1 s−1.

H+ H−

Ga2O3 [010] [100] [001] [010] [100] [001]
Eb 0.28 2.95 1.73 2.49 1.83 1.57

Tanneal 101 1062 623 896 659 565
Al2O3

Eb 0.23 2.29 1.78 1.33 2.67 1.83
Tanneal 83 824 641 479 961 659

eV. The annealing temperature for H+
i migration along

[010], [100] and [001] directions are 101, 1062, and 623
K, respectively.

Our calculated results for migration paths and barri-
ers for H+

i in Al2O3 are quite similar to the results in
Ga2O3; migration is also strongly anisotropic (see Ta-
ble III). The low migration barrier suggests that H+

i can
move along the [010] direction (which is the most com-
monly used growth orientation) even at temperatures
well below room temperature.

For H−i , the migration barriers are generally higher.
Particularly striking is that migration in Ga2O3 now has
the highest barrier along [010] (see Table III). We at-
tribute this to the fact that in the barrier geometry for
H−i , the distance between H and the nearest Ga atoms is
quite large (2.1 Å). Since it is Coulombic attraction be-
tween H−i and the cations that stabilizes the structure,
the lack of strong bonding at the saddle point raises the
energy. In contrast, in Al2O3 the corresponding distance
is only 1.8 Å, providing for a stronger interaction with
the Al atoms and lowering the barrier height. While the
migration barriers for H−i are higher than for H+

i , the an-
nealing temperatures in Table III indicate that H−i may
be mobile at temperatures at which growth or process-
ing of Ga2O3 and (AlxGa1−x)2O3 alloys is typically per-
formed.

Figuring out precise migration barriers for Hi in
(AlxGa1−x)2O3 alloys may not be as simple as interpo-
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FIG. 9. Potential energy for H+
i migration along the (a)

[010], (b) [100], (c) [100] directions in β-Ga2O3. Various
configurations along the migration path are shown as insets.
Green and red spheres denote Ga and O atoms, respectively.
Note the very different scales for the potential energy surfaces
between (a) and (b) or (c).

lating the values in Ga2O3 and Al2O3. The barriers to
be overcome will be determined by the local environment.
If, at a particular Al composition, a “percolation path”
exists that allows hydrogen to follow favorable atomic ar-
rangements, the lower of the two migration barriers will
likely apply. In the absence of such a path, the higher of
the two barriers will need to be overcome.

We note that the mobility of H−i will be reduced by
binding to positively charged impurities, in particular
donor dopants. Formation of a Si–H complex will in-
crease the stability of H−i in the lattice and add to the
overall activation energy for hydrogen motion. There-
fore interstitial H−i , in addition to substitutional H−O,
may play a role in compensation of shallow donors in
(AlxGa1−x)2O3.

D. Complexes

Since hydrogen can easily incorporate and has rela-
tively low migration barriers, we need to assess the pos-
sibility of complex formation between hydrogen and other
impurities, either with the intentionally incorporated Si
donor, or with unintentional impurities such as C.

1. Sication–H complexes

We first discuss complexes with Si on the cation site; as
discussed in Sec. III A, we found that Sication is an effec-
tive donor in (AlxGa1−x)2O3 alloys up to 70% Al incor-
poration for Si(I) and 81% Al incorporation for Si(II). The
formation energy of Si–H complexes in Ga2O3 is shown
in Fig. 10(a) for Ga-rich and Fig. 10(b) for Ga-poor con-
ditions. We find that similar to the SiGa impurity, the
SiGa–H complex also has lower energy when Si occupies
the tetrahedral cation (I) site.

The formation energy of Si–H complexes under Ga-
poor conditions is simply a rigid shift to higher ener-
gies of the formation energy under Ga-rich conditions
[Figs. 10(a,b)]; our discussion about the properties of
complexes applies to both. We find that when the Fermi
level is high in the gap, SiGa(I)–H complexes are stable
in the neutral charge state, indicating that the Si donor
has been passivated. We also find that SiGa(I)–H has a
(2+/0) charge-state transition level at 0.41 eV below the
CBM. The formation of a Si–H complex might seem un-
expected, given that the constituents, SiGa and Hi, both
prefer to occur in the positive charge state throughout
the band gap of Ga2O3, as evident from Fig. 10(a). Our
calculated formation energy of point defect SiGa and Hi

in Ga2O3 agree well with the previous study [20]. How-
ever, as seen in Table II, the (+/−) level of Hi in Ga2O3

lies at 4.84 eV above the VBM, i.e., just 0.01 eV above
the CBM. It is therefore to be expected that for Fermi
levels near the CBM, H−i could be stable enough to lead
to formation of a complex with Si+Ga, particularly when
Coulomb attraction is taken into account.
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FIG. 10. Formation energy versus Fermi level for isolated Si
impurities, H interstitials, and Si–H defect complexes in (a)-
(b) β-Ga2O3 and (c)-(d) θ-Al2O3. (a) and (c) are for cation-
rich, and (b)-(d) for cation-poor conditions. Dashed lines
denote thermodynamic instability of the defect complex, as
explained in the text. The grey area indicates the conduction
band of β-Ga2O3.

This is confirmed by evaluation of the binding energy
of the complex, defined as

Ebind[(SiGa(I) −H)0] = Ef (Si+Ga(I)) + Ef (H−i )

−Ef [(SiGa(I) −H)0]
(8)

where a positive value of the binding energy signifies a
stable, bound complex. This yields a binding energy of
0.59 eV. This value (which is smaller than the formation
energy of each of the constituents) indicates the complex
will not be stable during growth at high temperatures,
since entropy favors the isolated entities (see Ref. 59). In
addition, formation after growth is not very likely since
Hi will predominantly occur in the positive charge state,
which is repelled by Si+Ga.

One may then wonder about the stability of (SiGa(I)–

H)2+. Indeed, a binding-energy calculation in this case
yields a negative value for Ebind (−0.24 eV), i.e., the sum
of the formation energy of the constituents, Si+Ga(I) and

H+
i , is smaller than the formation energy of the (SiGa(I)–

H)2+ complex. We show the 2+ charge state of this com-
plex with dashed lines in Fig. 10, to indicate that this is
a locally stable configuration that is, however, thermo-

dynamically unstable.

The notion that (SiGa(I)–H)0 results from bonding be-

tween Si+Ga(I) and H−i is consistent with the local geom-

etry of the complex: we found in Sec. III C 2 that H−i
prefers to bind to two cation atoms on tetrahedral sites,
and the configuration of (SiGa(I)–H)0 is such that the hy-
drogen atom is located close to a Ga(I) and to the Si(I)
atom as seen from Fig. 11(a). This is very similar to
the geometry shown in Fig. 8(d). For (SiGa(I)–H)0, the

bond length of Si(I)-H and Ga(I)-H are 1.53 Å and 1.77
Å, respectively.

If the (SiGa(I)–H)0 complex does form during
cooldown, one may wonder about its stability at room
temperature. The activation energy for dissociation can
be estimated by adding the migration barrier for the
mobile hydrogen species to the binding energy of the
complex. All of the H−i migration barriers are large
enough (Table III) to make this activation energy suf-
ficiently high and keep the complex stable at room tem-
perature. Using the lowest migration barrier for H−i in
Ga2O3 in Table III, we would estimate an activation en-
ergy of 0.59+1.57=2.16 eV, which would correspond to
an annealing temperature of 778 K. However, since the
(2+/0) transition level is so close to the CBM, an al-
ternative dissociation mechanism could occur in which
electron excitation to the CBM converts the complex to a
2+ charge state, after which the dissociation will proceed
more easily both because of the lower migration barrier
of H+

i (Table III) and because of the Coulomb repulsion
between H+

i and Si+Ga.

Venzie et al. [60] recently reported that exposure of Si-
doped Ga2O3 to a hydrogen plasma led to passivation of
the Si donor, as evidenced by a reduction in conductivity
and an increase in mobility. The mobility increase indi-
cates that the concentration of ionized-impurity centers
is reduced, consistent with the formation of a complex (as
opposed to mere compensation, where the compensating
centers are spatially separated from the ionized donors).
Venzie et al. [60] also proposed a geometry for the com-
plex, which suggests that H binds to an O(I) neighbor of
the Si donor; our calculations show that this configura-
tion is 3.23 eV higher in energy than the stable geometry
where H is bonded to two cations [see Fig. 11(a)]. The
configuration with cation-H bonds leads to vibrational
frequencies significantly lower than the 3477.6 cm−1 at-
tributed to the Si-H complexes[60], suggesting that these
observed modes may be due to other types of complexes
that form upon hydrogenation.

The formation energy of the SiGa(II)–H complex is
higher, but otherwise its characteristics are very simi-
lar to those of the SiGa(I)–H complex. The (2+/0) level
of SiGa(II)–H in Ga2O3 occurs at 0.35 eV below the CBM
(compared to 0.41 eV for SiGa(I)–H), and the binding en-

ergy is 0.47 eV. The local geometry of (SiGa(II)–H)0 is

similar to that of (SiGa(I)–H)0, with a hydrogen binding
to two nearby tetrahedral cation sites [see Fig. 11(b)].
The H-Ga bond lengths are both 1.67 Å. This reinforces
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FIG. 11. Local structure of (a) (SiGa(I)–H)0 (b) (SiGa(II)–H)0, (c) (CGa(I)–H)0 and (d) (CGa(II)–H)0 in Ga2O3. Green, red,
gray, blue and brown spheres denote Al, O, H, Si and C atoms, respectively.

the argument that a (SiGa–H)0 complex in Ga2O3 is re-
lated to the H−i point defect.

Similar complexes form in Al2O3, as seen in Fig. 10(c).
The (2+/0) level of the (SiAl(I)–H) complex occurs at EF

= 4.02 eV (3.39 eV below the CBM), and the binding
energy of the complex is Ebind[(SiAl(I)-H)0]=1.27 eV. For
SiAl(II)–H, we find the (2+/0) transition level at 4.31 eV
above the VBM (3.10 eV below the CBM), with a binding
energy Ebind[(SiAl(I)–H)0]=0.71 eV.

Based on our calculated numbers, we can assess
whether complex formation with hydrogen has an im-
pact on conductivity in Si-doped (AlxGa1−x)2O3 alloys.
We have found the neutral complex to be stable in both
Ga2O3 and Al2O3 for Fermi levels close to the CBM, and
hence we expect the complex to also be stable in the al-
loys, with a binding energy that increases with increasing
Al content. Indeed, the experiments of Venzie et al. [60]
indicated that intentional hydrogenation can produce the
complex in Ga2O3. However, as discussed above, the rel-
atively modest binding energy indicates the complex will
not be formed at the growth temperature. Complex for-
mation would therefore need to occur during cool down.
Since this requires bringing Hi close to a Si impurity in
the positive charge state, the increasing stability of H−i
as the Al concentration increases makes complex forma-
tion more likely. If complex formation would indeed oc-
cur, annealing the sample would serve to dissociate the
complex and activate the Si donor, as is well known for
hydrogen-related complexes in other semiconductors [61].

2. SiO and SiO–H complexes

For completeness, we also investigated SiO and SiO–
H complexes in both Ga2O3 and Al2O3. Formation
energies are shown in the Supplemental Material (SM)
[62]. SiO itself is stable in positive charge states when
the Fermi level is low, but for Fermi levels close to the
CBM SiO(I) and SiO(III) behave as compensating accep-
tors, while SiO(II) is neutral. However, the formation
energies are so large in n-type material (even under the
most favorable O-poor conditions) that they are unlikely

to form or play a role in carrier compensation. SiO–H
complexes also act as acceptors when EF is high in the
gap, but again their formation energies are so large that
they are unlikely to form.

3. Ccation–H complexes

Figures 12(a,b) show the formation energies of C–H
complexes in Ga2O3. Similar to the SiGa(I)-H in Ga2O3,
a (2+/0) charge-state transition level of CGa(I)-H occurs
in the band gap, at 1.18 eV below the CBM, despite
the fact that the individual impurities CGa(I) and Hi

are single donors and occur in the positive charge state
throughout the band gap. Following a similar definition
as in Eq. (8), we can define a binding energy relative
to C+

Ga(I) and H−i , finding Ebind[(CGa(I)–H)0]=2.62 eV.

This much greater value of the binding energy and lower
position of the (2+/0) transition level for the CGa(I)–H
complex as compared to the SiGa(I)–H complex indicates
that a different type of bonding occurs. As pointed out
in Sec. III D 1, (SiGa(I)–H)0 can be viewed as a combi-

nation of Si+ and H−, with the H atom bonding to two
tetrahedral cation sites [Fig. 11(a)]. In (CGa(I)–H)0, on
the other hand, the H atom binds to C within the tetra-
hedral oxygen cage, forming a strong C-H bond with a
bond length of 1.06 Å [see Fig. 11(c)]. The strength of
this bond, which is related to the small atomic size of
C, makes the C-H combination behave as a unit, simi-
lar to a nitrogen atom, and lowers the overall formation
energy. For the CGa(I)–H complex, the 2+ charge state
is actually thermodynamically stable, i.e., it is 0.24 eV
lower in energy than the sum of the formation energies of
C+

Ga(I) and H+
i . In the donor configuration of the CGa(I)–

H complex, H is bonded to a neighboring oxygen atom
within the tetrahedral oxygen cage instead of to C. This
is also true for other donor (i.e., positively charged) con-
figurations of the Ccation–H complex in both Ga2O3 and
Al2O3.

Similar behavior is observed for CGa(II)–H: a (2+/0)
transition level occurs at 2.25 eV below the CBM, and the
binding energy of the neutral complex is 4.00 eV. In this
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FIG. 12. Formation energy versus Fermi level for isolated
Ccation impurities, H interstitials, and Ccation–H defect com-
plexes in (a)-(b) β-Ga2O3 and (c)-(d) θ-Al2O3. (a) and (c) are
for cation-rich, and (b)-(d) for cation-poor conditions. The
grey area indicates the conduction band of β-Ga2O3.

case, the 2+ charge state is also thermodynamically sta-
ble, i.e., it is 1.13 eV lower in energy than the sum of the
formation energies of C+

Ga(II) and H+
i [see Figs. 12(a,b)].

Again, a C-H bond with a bond length of 1.06 Å forms
within the octahedral oxygen cage for (CGa(II)–H)0 [see
Fig. 11(d)]. This C–H bond formation thus indicates a
unique structural feature of the C–H complex regardless
of which cation site C substitutes on.

Figure 12(a) shows that CGa–H complexes are lower in
energy than isolated CGa impurities under n-type dop-
ing conditions, and this is true over most of the range
of Ga chemical potentials. In addition, because of their
high binding energy, such complexes may well be present
during growth. Measurements of carbon concentrations
in MOCVD-grown samples, in which both carbon and
hydrogen are likely to be unintentionally incorporated,
may thus reflect the presence of such complexes rather
than isolated CGa donors. Since the complexes are neu-
tral, they would not impact the conductivity of the sam-
ple. This implicit passivation of carbon impurities, which
would otherwise act as shallow donors, may well explain
why MOCVD-grown Ga2O3 samples can exhibit free-
carrier concentrations as low as 1014 cm−3 [32].

We now turn to CAl–H complexes in Al2O3. Fig-
ures 12(c,d) show the formation energy of the complexes

in Al2O3 in Al-rich conditions. The type of bonding de-
scribed for Ga2O3 is also present in Al2O3, but now we
see that for EF high in the gap also a negative charge
state can be stabilized, which indicates that the complex
could potentially act as an acceptor and cause compen-
sation. However, we note that the (0/−) transition level
of the complex occurs at a higher position in the band
gap than the (+/−) transition of the isolated CAl. The
(0/−) level of CAl(I)–H occurs at 0.90 eV below the CBM,
and a (−/2−) level is also present, at 0.13 eV below the
CBM. Similarly, (0/−) and (−/2−) levels of CAl(II)–H
are also observed close to the CBM, at 1.20 and 0.33 eV
below the CBM. We note that the formation energy for
CAl(II)–H in monoclinic Al2O3 is similar to that in corun-
dum Al2O3, except that the 1− charge state of CAl(II)–H
is absent in corundum [63]. The CAl(II)–H bonding in
monoclinic Al2O3 is also very similar to that in the corun-
dum phase [63], implying that the C-H bonding within an
octahedral O cage [as in Fig. 11(d)] is a host-independent
structural feature.

We verified that the CAl–H complexes are thermody-
namically stable (i.e., have positive binding energies) in
both the neutral and negative charge states. The only
exception is (CAl(I)–H)2−, which has a negative binding
energy. Formation of this complex is highly unlikely, any-
way, since it would require the Fermi level to be within
0.13 eV of the CBM.

The stability of the Ccation–H complexes in the neutral
and negative charge states in both Ga2O3 and Al2O3

implies they will also be stable in (AlxGa1−x)2O3 al-
loys. The question is whether the behavior as a com-
pensating acceptor that we find in Al2O3 can occur in
(AlxGa1−x)2O3 alloys. To assess this, we calculated the
position of the (0/−) transition level in Ga2O3 and com-
bined this information with the results for the (0/−) level
in Al2O3. This allows us to conclude that the Ccation–H
complexes can only occur in a negative charge state (i.e.,
act as acceptors) when the Al concentration exceeds 56%
for C(I)–H or 64% for C(II)–H.

4. CO–H complexes

We discussed carbon on the oxygen site, CO, in
Sec. III B 5; now we turn to its complexes with hydrogen.
As shown in Fig. 13(a), CO–H has very low formation en-
ergy in Ga2O3, particularly when the Fermi level is high
in the gap and under Ga-rich conditions. Regardless of
the O site [O(I), O(II), O(III)] on which carbon is sub-
stituting, (+/0) and (0/−) charge-state transition levels
are present in the band gap. We verified that higher neg-
ative charge states (such as 2−) are not stable for Fermi
levels in the band gap. In all these complexes, hydrogen
is always bonded to the C atom, with a bond length be-
tween 1.07 Å and 1.09 Å. Again, we note that the C-H
unit behaves very similarly to a N impurity: CO-H and
substitutional NO have similar (+/0) and (0/−) transi-
tion levels in the gap, and both behave as acceptors in
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FIG. 13. Formation energy versus Fermi level for CO impu-
rities, H interstitials, and CO–H defect complexes in (a)-(b)
β-Ga2O3 and (c)-(d) θ-Al2O3. (a) and (c) are for cation-rich,
and (b)-(d) for cation-poor conditions. Dashed lines denote
thermodynamic instability of the defect complex, as explained
in the text. The grey area indicates the conduction band of
β-Ga2O3.

n-type material [64].

The behavior of CO–H in Al2O3 is very similar: it also
only exhibits (+/0) and (0/−) levels in the gap, and the
complex has low formation energies under Al-rich condi-
tions and when the Fermi level is high in the gap. The
binding energies of the (CO–H)− complexes are all large
in both Ga2O3 and Al2O3: all binding energies exceed
3 eV, with the exception of the (CO(III)–H)− complex,
where the binding energy is 1.76 eV.

We propose that the CO–H complexes may have a
distinct impact on MOCVD-grown Ga2O3. Seryogin et
al. [33] grew Ga2O3 using a trimethylgallium (TMGa)
precursor, which is known to potentially lead to increased
C incorporation. They found that films grown with a
lower O2/TMGa ratio were significantly more resistive
and also contained significantly more carbon. These re-
sults indicate that carbon is behaving as a compensating
acceptor. The authors of Ref. 33 pointed to a computa-
tional study [65] that had found CGa to be a DX center
in Ga2O3, with a (+/−) level 0.81 eV below the CBM.
That result is very different from ours, probably due to
the particulars of the band-gap correction used in Ref. 65.
In any case, if CGa is the culprit, moving from O-rich to

O-poor conditions should reduce the CGa incorporation,
which is not consistent with the observed increase in C
concentration. We think it is much more likely that CO

is involved, which indeed acts as a compensating accep-
tor with a concentration that should increase under O-
poor conditions, as seen in Fig. 6. However, that figure
also shows that the formation energy of CO in the neg-
ative charge state is still relatively high, even under the
most favorable (extreme O-poor and C-rich) conditions.
Figure 13 indicates that this energy can be lowered by
complexing with hydrogen, which should of course also
be abundantly available during MOCVD growth.

The involvement of CO–H complexes is also consistent
with the experiments of Alema et al. [34], who found
that adding H2O vapor to the oxygen source decreased
the carrier concentration, both in unintentionally doped
(UID) and lightly Si-doped samples. Hydrogen could ei-
ther passivate donors or form compensating acceptors.
Donor passivation may occur by forming complexes with
the Si donor (though in Sec. III D 1 we noted this was not
very likely) or with unintentional CGa donors; for com-
pensating acceptors, CO–H complexes are most likely,
and indeed, Ref. 34 reported an increase in compensating
acceptors rather than a decrease in donor concentration
upon adding H2O.

IV. CONCLUSIONS

We have reported a comprehensive investigation of sil-
icon donors in (AlxGa1−x)2O3 and the various ways in
which they may be compensated. For Si in θ-Al2O3 we
performed a detailed study of DX center formation. Two
stable DX Si−Al(I) configurations were identified, with the

configuration involving bonding to two cations and no
broken bonds being most energetically favorable. In-
terpolating the (+/−) charge-state transition levels be-
tween β-Ga2O3 and θ-Al2O3, we find that Si is an ef-
fective donor over a wide range of Al concentrations in
(AlxGa1−x)2O3 alloys, up to 70% Al.

We also investigated the behavior of carbon and hy-
drogen impurities, which are commonly unintentionally
present, particularly in MOCVD. Even though these act
as shallow donors in β-Ga2O3, they become deep centers
in (AlxGa1−x)2O3 alloys. Based on interpolation of the
(+/−) transition levels, we find that C(I) acts as a com-
pensating acceptor already at 5% Al, and Hi already at
1% Al.

Additionally, complex formation between hydrogen
and either Si or C may occur. We found that Sication–
H complexes have relatively low binding energy; if they
form, they can probably quite easily be removed by an-
nealing. CGa–H complexes are very stable and electri-
cally neutral in n-type Ga2O3, and may explain why
unintentionally incorporated carbon does not affect the
carrier concentration.[32] Ccation–H complexes do act as
acceptors in (AlxGa1−x)2O3 alloys, but only if the Al
concentration exceeds 56%. CO–H, finally, was found
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to act as an acceptor over the entire range of alloy
compositions, behaving very similarly to a NO substi-
tutional impurity and explaining experimental observa-
tions of carbon-related compensation in Ga2O3 grown by
MOCVD [33, 34].

Our findings indicate that the presence of hydrogen or
carbon may interfere with controlled low-level Si doping
in (AlxGa1−x)2O3 alloys, and our detailed results can be
used to devise growth or processing conditions to avoid
this.
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