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Multipole symmetries are of interest both as a window on fracton physics and as a crucial ingre-
dient in realizing new universality classes for quantum dynamics. Here we address the question of
whether and when multipole symmetries can be spontaneously broken, both in thermal equilibrium
and at zero temperature. We derive generalized Mermin-Wagner arguments for the total or partial
breaking of multipolar symmetry groups and generalized Imry-Ma arguments for the robustness
of such multipolar symmetry breaking to disorder. We present both general results and explicit
examples. Our results should be directly applicable to quantum dynamics with multipolar symme-
tries and also provide a useful stepping stone to understanding the robustness of fracton phases to
thermal fluctuations, quantum fluctuations, and disorder.

I. INTRODUCTION

Hamiltonians invariant under polynomial symmetry
transformations conserve not only charge, but also vari-
ous multipole moments of charge. Such ‘multipolar’ sym-
metries are known to offer a robust route to ergodicity
breaking [1–6], and also to exotic universality classes of
quantum dynamics [7–13]. They are known to arise in
‘fracton’ phases of quantum matter [14–19], the key dy-
namical properties of which are known to descend from
conservation laws on multipole moments of charge [20–
22]. They are also known to arise (in a prethermal sense)
in various ultracold atom platforms [2, 23, 24]. There are
thus multiple reasons for thinking about systems with
multipolar symmetries. However, just because a symme-
try is present in the Hamiltonian does not mean that it
will be present in the state; there is always the possibility
of spontaneous symmetry breaking (SSB).

For conventional symmetries, there exist general theo-
rems which constrain the settings in which SSB can oc-
cur. In clean systems, the relevant theorem is due to Mer-
min and Wagner [25], and involves the physics of (ther-
mal or quantum) fluctuations of the Goldstone modes
associated with SSB, whereas in disordered systems the
key results are due to Imry and Ma [26, 27], and also
Aizenman and Wehr [28], and involve the physics of or-
der parameter deformation for local alignment with dis-
order. Multipolar symmetries, however, allow for a much
richer pattern of possible symmetry breakings (including
breaking some but not all of the multipolar symmetries),
and the analogous theorems have not yet been derived,
except in the special case of isotropic clean systems with
total breaking of the symmetry [29].

In this work, we place generalized Mermin-Wagner and
Imry-Ma constraints on the total and/or partial break-
ing of multipolar symmetries, in both clean and disor-
dered systems. Along the way we also discuss the exotic
Goldstone modes associated with total or partial SSB
of multipolar symmetries. We will also provide explicit
models of multipole symmetry breaking, to give intuition

for these unusual forms of SSB.

Throughout, we consider only multipole groups where
the underlying internal group is continuous and abelian.
For concreteness, we will say it is U(1). Multipole groups
with a nonabelian underlying symmetry suffer a cascade
effect where the dynamics in at least one direction must
be trivial [9] and we shall not discuss them here. We note
that specific examples of spontaneous symmetry break-
ing of multipolar symmetries have been discussed (some-
times in a dual language) in [30–36]. Our goal here is
to place general constraints on when certain symmetry
breaking phase transitions involving multipolar symme-
tries can occur.

Many of the differences from the ordinary Mermin-
Wagner theorem come from the soft dispersions of the rel-
evant Goldstone modes. Although soft Goldstone modes
exist in other models, they generically only emerge at
fine-tuned points. As we will see, the multipole sym-
metries make the soft modes natural, in the sense that
the theories do not have to be fine-tuned. In addition,
in Sec. IVB we will see that there are exotic partial
symmetry-breaking options that are not available in the
presence of non-multipolar soft modes.

This paper is organized as follows. In Section II we in-
troduce the multipole group, and how to build field the-
ories invariant under it. In section III we discuss gener-
alized Mermin-Wagner arguments for situations in which
a multipole group is spontaneously broken down to the
trivial group, while in Section IV we explore the more
subtle case where a nontrivial subgroup is preserved.
This analysis allows us to construct examples where a
single symmetry-breaking pattern can be described by
several distinct types of Goldstone modes, as well as an
example where a continuous symmetry is spontaneously
broken in one dimension at T = 0. We then discuss gen-
eralized Imry-Ma arguments in the presence of quenched
disorder in Section V. Finally, in Section VI we consider
an explicit lattice model that illustrates some of the ideas
of the previous sections. We conclude with a discussion
of open questions in VII.
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II. THE MULTIPOLE GROUP

The multipole group is well-explained in Ref. [22]. For
concreteness, and since we will be interested in situations
where a multipolar symmetry group is spontaneously
broken, we will describe the multipole group in terms
of its action on a compact scalar field φ, which will play
the role of a Goldstone boson for the broken multipo-
lar symmetry. We will always imagine φ as constituting
the phase mode for some microscopic order parameter
ψ ∼ eiφ, with ψ transforming by various U(1) phases
under the multipole group.
The multipole group generalizes the internal shift sym-

metry φ(x) 7→ φ(x) + c by allowing a shift by some
set of polynomials involving the spatial coordinates, viz.
φ(x) 7→ φ(x)+λαP

α(x). The variables λα are symmetry
parameters, while α labels the set of polynomials Pα(x).
These so-called polynomial shift symmetries [37] all com-
mute with each other. It is helpful to limit ourselves to
homogeneous polynomials. We can label these as Pα

a ,
where a is the degree of the polynomial and α is now an
index that runs over the homogeneous of degree a.
The full structure of the multipole group comes into

play when we also include spatial symmetries. For exam-
ple, translation in the x1 direction will fail to commute
with any polynomial shift where the polynomial is a func-
tion of x1. Thus, if we want to consider a collection of
polynomial shift symmetries, we must consider whether
that collection closes under conjugation by translations
and rotations. If it does not, we must either exclude the
offending translations or rotations, or expand the set of
polynomial shift symmetries. The result is a multipole
symmetry group [22].

A. Examples

Reference [22] includes discussion of some multipole
groups; we will review a few here. The simplest case
is the maximal multipole group Ma

max, which includes
all shifts by polynomials of degree a or less. Individual
polynomials can be written as

P γ
c = µγ

Ic
xIc , (1)

where γ is an index that runs over polynomials of degree
c, and c ≤ a. The composite index Ic = {i1, . . . , ic}
expands as xIc = xi1 · · ·xic , and similarly for ∂Ic . Each
matrix µγ is fully symmetric on its Ic indices. This group
also includes all translations and rotations. We will use
M−1

max to denote the rotations and translations without
any internal symmetry.
An example of a multipole group that contains all

translations and rotations but is not the maximal multi-
pole group is the group generated by shifts of the form

φ→ φ+ λ0P
0
0 + λiP

i
1 + λβP

β
2 , (2)

where the degree-0 polynomial is P 0
0 = 1. The other

polynomials are

P i
1 = xi, P β

2 = µβ
ijx

ixj , (3)

where µβ are a basis for the traceless symmetric d × d
matrices. Let us call this group M2

sym. Recall that the

maximal quadrupole group M2
max is already only built

from symmetric matrices µ. The tracelessness condition
thus only removes one polynomial from the set.
This set of polynomial shift symmetries is compati-

ble with all rotations because no rotation will generate
a traceful matrix from a traceless one. The set of sym-
metric matrices, seen as a representation of the group of
rotations, decomposes into two independent irreducible
representations. One of these is the set of traceless ma-
trices while the other is the single matrix δij . In fact, the
set of polynomial shift symmetries consisting of constant
and linear shifts along with shifts of the form δφ ∝ xixi

is also compatible with all rotations. We could call this
group M2

tr.
There is one multipole group worth mentioning that

does not include all rotations. This is the multipole group
corresponding to Haah’s U(1) code [21, 22, 38]. We will
explain the correspondence in the next subsection. The
group itself consists of all translations, a single rotation
about the (1, 1, 1) axis (on the cubic lattice), and shifts
by five polynomials [22]. These are

P 0
0 = 1,

P 1
1 = x1 − x2,

P 2
1 = x1 + x2 − 2x3

P 1
2 = (x1 − x2)(x1 + x2 − 2x3)

P 2
2 = (2x1 − x2 − x3)(x2 − x3). (4)

Although this looks complicated, we can simplify the pre-
sentation by first choosing a new spatial basis and then
also new basis for the polynomials.
If we define new variables x = (x1 − x2)/

√
2, y =

(x1 + x2 − 2x3)/
√
6, and z = (x1 + x2 + x3)/

√
3, then

we can write the Haah group as all translations, a single
rotation in the x− y plane, and

P 1
1 =

√
2x,

P 2
1 =

√
6y,

P 1
2 =

√
12xy

P 2
2 = 6y2 + 2

√
12xy − 6x2. (5)

Finally, a basis change and redefinition for the polyno-
mials allows us to write

P 1
1 = x,

P 2
1 = y,

P 1
2 = xy

P 2
2 = y2 − x2. (6)
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Note that no polynomials depend on z.
The Haah multipole group thus has a product struc-

ture, MHaah = R ×M2
sym, where the R corresponds to

translations along z. The second group M2
sym is the sub-

maximal quadrupole group in 2 dimensions, only contain-
ing quadrupole shifts corresponding to symmetric trace-
less tensors.

B. Multipole field theories

We can now consider building IR field theories for
phases in which a multipolar symmetry is completely
spontaneously broken, with no residual unbroken sub-
group. Reference [22] describes the process in detail, so
in the following we will be somewhat succinct. We will
continue to write things down in terms of the compact
scalar φ, which (at least in the cases for which SSB is not
preempted by strong fluctuations) is to be viewed as the
Goldstone for the sponatneously broken symmetry.
Since we are only interested in the low-energy physics

of the putative symmetry-broken phase, constructing an
appropriate IR field theory amounts to nothing more
than constructing an appropriate kinetic term for φ. To
find a kinetic term invariant under a given multipole
groupM, we need to find operatorsD built out of spatial
derivatives that annihilate all the polynomials in M. If
amax is the highest degree of the polynomials in M, the
simplest derivative operators which generically do the job
are of the form

D = qIamax+1∂Iamax+1
, (7)

for some symmetric tensor qIamax+1 . Although it is not
generically possible to do so [22], we can sometimes find
a set of Dα (α is an abstract index) with s ≤ amax,
where amax is the highest degree of the polynomials. In
this case, the effective field theory will be invariant under
some non-maximal multipole symmetry.
Writing the invariant derivative operators as Dα, the

most general kinetic term is [22]

K[φ(x)] = gαβ(Dαφ)(Dβφ) (8)

for some symmetric tensor gαβ . We will often write the
Fourier transform of the kinetic term as φ−kKkφk. Re-
quiring some spatial symmetries restricts the choices of
gαβ . For the maximal multipole group, enforcing all ro-
tation symmetries results in the kinetic term

Ka[φ(x)] = (∂Ia+1
φ)(∂Ia+1

φ), (9)

which is the kinetic terms studied in Ref. [37].
For a > 0, Ka can be split into multiple terms while

still remaining rotationally invariant. For example, the
kinetic term for M1

max is

K1[φ(x)] = g1
(

∑

i

∂i∂iφ
)2

+ g2
∑

i6=j

(∂i∂jφ)
2. (10)

For the special cases of g2 = 0 or g1 = 0, the symmetry
group expands to M2

sym or M2
tr, respectively. However,

for generic g1, g2 the symmetry group is M1
max. Similar

statements can be made for larger a.
Although we have been discussing field theories in the

continuum, we will often care about theories that emerge
from the low-energy degrees of freedom of a lattice model.
In ordinary theories with monopole and lattice rotation
symmetries, the lowest-order derivative term that can
emerge from the lattice theory is (∂iφ)

2, which is sym-
metric under the larger group of continuous rotations.
Any terms that are not invariant under the continuous ro-
tation group are irrelevant, so the continuous symmetry
emerges. For multipole symmetries, leading-order terms
may contain lattice anisotropies, so that the continuous
rotation group does not emerge. For this reason we will
only require that Ma

max contain discrete rotation sym-
metries.
Finally, some of these multipole symmetries can be

gauged to arrive at effective field theories for fracton
phases. Of course, after gauging the theory will have gap-
less excitations due to the U(1) symmetry, but they can
be Higgsed to arrive at a gapped phase. This is the sense
in which the Haah group mentioned earlier corresponds
to a field theory for Haah’s code [21]. See Ref. [21, 22]
for the full story.

III. GENERALIZED MERMIN-WAGNER: FULL

MULTIPOLE BREAKING

We are now ready to describe the generalized Mermin-
Wagner argument in the case where an arbitrary maxi-
mal multipole group is spontaneously broken down to the
trivial subgroup. This already appears in Ref. [37], so we
are simply reviewing it here in preparation for the more
generic cases to follow. Here, we will discuss both ther-
mal and T = 0 systems. We will start with a heuristic
argument in terms of domain wall energies before dis-
cussing a more careful diagnosis of spontaneous symme-
try breaking in terms of correlation functions.
Consider first a clean system at T > 0 with a spon-

taneously broken maximal multipole symmetry of degree
a. Then the kinetic term is proportional to

K[φ(x)] = (∂Ia+1
φ)2. (11)

Symmetry breaking field configurations will be of the
form φ(x) = a0 + a1ix

i + · · ·+ aaIax
Ia , where ab are sym-

metric rank-b tensors. This ensures there is no kinetic
energy.
Now consider nucleating domains of linear size L, in

which the field takes on a different configuration φ(x) =
c0 + c1ix

i + · · ·+ caIax
Ia . The difference in the coefficients

cbIb − abIb will be of order L−b, as that is the natural scale
introduced by the presence of the domain. There is a
d-dimensional region surrounding the domain, where the
coefficients in φ(x) smoothly change their values over a
length L. We will call this the thickened domain wall.
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Let us specialize to d = 1 to simplify the analysis of
the thickened domain wall. In higher dimensions, for
large enough thickened domain walls, the coefficients of
φ(x) will locally appear to only vary in one direction, so
that the analysis reduces to the d = 1 problem. In the
thickened domain wall, we have

φ(x) = b0(y) + b1(y)y + · · ·+ ba(y)ya, (12)

where the bb(y) are polynomials of the dimensionless pa-
rameter y = x/L, with degrees constrained by the equa-
tions of motion coming from (11). Each derivative in (11)
pulls down a factor of L−1, so the energy density will scale
as L−2(a+1).
When we go back to d dimensions, the energy density

remains unchanged. We can integrate the density over
the entire thickened domain wall to see that the total
energy is E ∼ Ld−2(a+1). In clean systems there is no
energy gain from domain nucleation. When d ≤ 2(a+1),
the energy cost is bounded, so the entropy gain favors
domain creation. Thus, ordered phases are unstable and
SSB cannot occur for d ≤ 2(a+ 1).
We can recover the result of this heuristic argument

in a more formal way by considering correlation func-
tions. As a warm-up, consider the standard case where a
monopole U(1) symmetry is spontaneously broken, lead-
ing to a Goldstone boson φ(x). The correlation function

C(x) = 〈φ(x)φ(0)〉 =
∫

ddk

(2π)d
eik·x

k2
, (13)

diverges when d ≤ 2. Correlation functions should not
diverge, so the interpretation is that the Goldstone boson
fluctuates strongly enough that the field φ(x) cannot be
well defined. In turn, this tells us the symmetry could not
have been broken. This is the classical Mermin-Wagner
argument. We should note that, since we only care about
long-distance divergences, we don’t need to include the
complex exponential as long as we only look for diver-
gence at small k. We will thus drop this dependence in
future calculations.
When we consider a (maximal) multipole symmetry,

the dispersion changes to Kk = k2(a+1). Now the corre-
lation functions will scale as

C ∼
∫

ddk

Kk
∼

∫

ddk

k2(a+1)
, (14)

which diverges for d ≤ 2(a+ 1). As before, we interpret
the divergence of the correlation function as a sign that
the symmetry cannot be spontaneously broken. This al-
lows us to reproduce our scaling argument that SSB of
the multipole group Ma

max cannot occur for d ≤ 2(a+1).
In the zero temperature setting, the energy scaling no

longer tells us where the critical dimension is. This is
because even when there is no energy cost to forming do-
mains, there is no entropy gain. Instead, quantum fluc-
tuations must be the motivation for domain nucleation.
To find the quantum critical dimension, we calculate the

correlation function by way of the (imaginary-time) IR
Lagrangian

L[φ] = (∂τφ)
2 +K[φ]. (15)

This gives

C(x) = 〈φ(x)φ(0)〉 ∼
∫

dωddk

ω2 + k2(a+1)
, (16)

which now diverges at d ≤ a+1 [37], where d is the num-
ber of spatial dimensions. We have halved the critical
dimension, so that SSB cannot occur at d ≤ a+ 1. Note
that the dynamical critical exponent in these theories is
z = a+1, so that as expected, the classical and quantum
critical dimensions are related by dcl = dq + z.
Furthermore, the structure of the quantum correlation

function,

C ∼
∫

dωddk

ω2 +Kk

∼
∫

ddk√
Kk

, (17)

suggests that, at least in some broad class of theories,
the quantum critical dimension will be half the classical
critical dimension. This is not true in general, though,
as we will show.

A. Non-maximal multipole group

We can also consider the fate of symmetry breaking
for multipole groups other than the maximal multipole
group. In general this will not match the critical dimen-
sion for the maximal group.
For concreteness, we will consider some examples.

First, recall the group M2
sym from Sec. II A. The group

contains polynomials of degree 2. However, since the
polynomials are all traceless, the most relevant derivative
is D =

∑

i ∂
2
i . We can immediately see the dispersion is

(k2)2, so that the critical dimension is dcl = 4 or dq = 2.
We can also consider an anisotropic multipole group.

Let the conserved charges be the monopole moment and
d2 components of the dipole moment. Then the disper-
sion will be k4+p2, where k has d2 components, p has d1
components, and d = d1 + d2. At nonzero temperature,
the correlation function is

C ∼
∫

dd2k dd1p

k4 + p2

∼
∫

xd2/2−1pd1−1 dx dp

x2 + p2

∼
∫

qd2/2+d1−2 dq

q
, (18)

where q2 = x2 + p2 = k4 + p2. If d1 = 2 the symmetry
can be broken for any d2 > 0, and if d1 = 1 then d2 = 2 is
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critical. Of course, if d1 = 0 we have an isotropic quartic
dispersion and d = d2 = 4 is critical.

We can recover this result in the energy-scaling ar-
gument. Since the system is anisotropic, the domains
will have different sizes in different directions. Con-
sider forming a domain of linear size Lp in the direction
with quadratic dispersion and Lk in the quartic direction.
When the gradient of the order parameter coefficients is
in the quadratic direction, the coefficients have to change
over a length Lp so the energy density is L−2

p . Similarly,
when the coefficients are changing in the quartic direction
its energy density is L−4

k .

Both of these energy densities will be integrated over
domain “walls” with volume Ld2

k L
d1
p . As a result, the

total energy cost is

E ∼ Ld2

k L
d1−2
p + Ld2−4

k Ld1

p , (19)

so that Lp ∼ L2
k to make the terms match, and E ∼

L
d2/2+d1−2
p . Recall that when E does not increase for

larger domains, the entropy gain will cause them to nu-
cleate, destroying the ordered phase. We see that the
critical dimension d = d2 + d1 can be 2, 3, or 4, depend-
ing on how many directions have quadratic or quartic
dispersions.

The T = 0 correlation function behaves as

C ∼
∫

dωdd2k dd1p

ω2 + k4 + p2

∼
∫

kd2−2p(d1−1) k dk dp
√

k4 + p2

∼
∫

xd2/2−1pd1−1 dx dp
√

x2 + p2

∼
∫

qd2/2−1qd1−1dq, (20)

where again q2 = x2 + p2 = k4 + p2. This diverges when
d2/2 + d1 ≤ 1.

The previous analysis suggests a procedure for finding
the critical dimension in clean anisotropic systems for
breaking the multipole symmetry to the trivial group.
First, sort each dimension by the degree of its dispersion
relation, so that there are dn dimensions with dispersion
k2n. Then define the effective dimension as

deff =
∑

n

dn
n
. (21)

For T > 0, we then conclude that SSB cannot occur if
deff ≤ 2, while at T = 0 the critical dimension is deff = 1.

We should emphasize that the statements in this sub-
section were framed in terms of the dispersion of the
Goldstone modes rather than the structure of the sym-
metry group. It is always possible to find the dispersion
given the multipole symmetry group, but it may require
some basis changes (as in the Haah multipole group).

IV. PARTIAL BREAKING OF MULTIPOLE

SYMMETRIES

In the previous section we studied situations in which a
multipole group was fully broken. In this section we turn
our attention to examining what happens when the sym-
metry breaking is incomplete, with a nontrivial subgroup
remaining unbroken. A simple example that illustrates
why this problem is nontrivial is the following.
Consider a situation in which a dipolar symmetry

M1
max is spontaneously broken to its monopolar sub-

group M0
max, and specialize to the case of d = 3 and

T > 0. In the spirit of Goldstone’s theorem, the most
naive thing to do when analyzing the symmetry broken
phase would be to write down an action involving a set
of d = 3 Goldstone fields θj , with θj transforming lin-
early under the dipolar part of the symmetry group, but
remaining invariant under the unbroken monopole sub-
group, so that θj 7→ θj + βj under a transformation pa-
rameterized by P (x) = α+βjx

j . In this case, the IR field
theory for the putative symmetry-breaking phase would
be of the form

L =
∑

j

(∂τθj)
2 +

∑

i,j

gij(∂iθj)
2. (22)

As we are working in d = 3 and at T > 0, the theory
(22) indeed has SSB for the dipole symmetry, with eiθj

developing long-range order.
Of course, such a Goldstone field would break con-

tinuous rotation symmetries, but recall that we are only
requiring that each maximal multipole group contain lat-
tice rotation symmetries. We can then say that the the-
ory (22) spontaneously breaks M1

max to M0
max, in d = 3

and at T > 0.
The theory (22) is not the only possibility consistent

with this pattern of symmetry breaking, however. In-
deed, consider instead the scalar field theory

L = (∂τφ)
2 + gij(∂i∂jφ)

2, (23)

where φ transforms under the symmetry as φ 7→ φ+α+
βjx

j . In the scalar theory (23), the analysis of section
III shows that the monopole symmetry is not sponta-
neously broken, with eiφ possessing short-ranged corre-
lation functions. However, the dipolar symmetry does
indeed have SSB, and it is easy to check that the oper-
ators ei∂jφ — which transform under the symmetry in
the same way as eiθj — have long-range order. Thus in
this case, the two theories (22) and (23) exhibit the same
pattern of symmetry breaking, despite having a differ-
ent number of Goldstone modes.1 In order to formulate

1 We will refer to the mode φ in the theory (23) as the “Goldstone
mode” of the spontaneously broken dipole symmetry, since it is
the only mode in the theory. Note however that it is ∂jφ (and
not φ itself) which transforms under the symmetry action in the
way expected of Goldstone bosons.
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the correct version of the Mermin-Wagner theorem in the
partial breaking case, it will be necessary to understand
why this is so.

A. Counting massless modes

That the number of Goldstone modes is not uniquely
determined by the pattern of symmetry breaking is of
course not in contradiction with Goldstone’s theorem, as
illustrated e.g. by the example of the ferromagnet vs
the antiferromagnet. Indeed, correctly determining the
number of Goldstone modes realized in a given situation
depends not just on the symmetry breaking pattern, but
also on information relating to how the various charge
generators act on the ground state, as nicely described in
[39].
A general formal framework for understanding the

counting of Goldstone modes in the present context can
be developed by following the analysis of [39], but here we
will simply content ourselves with a heuristic physical ar-
gument. For simplicity, we will focus on systems in which
the total symmetry groupMa

max is spontaneously broken
down to some nontrivial subgroup Mb

max. As mentioned
previously, Mb

max might only contain discrete rotation
symmetries, so we will only concern ourselves with the
spontaneous breaking of the polynomial generators. We
will indicate that a generator corresponding to a polyno-
mial of degree c is spontaneously broken by saying that
Mc

max is broken.
Determining the counting of the Goldstone modes re-

quires introducing the compressibilities κc, defined by

κIcc =
d〈nIc

c 〉
dµIc

c

, (24)

where nc is the number density of c-pole charges, µc is
a conjugate chemical potential, and Ic = {i1, . . . , ic} is a
composite index as before.
A necessary condition for Mc

max to be spontaneously
broken is that κc 6= 0. Indeed, if Mc

max is spontaneously
broken then nc creates Goldstones when acting on the
ground state, thereby ensuring that the density-density
correlator appearing in the calculation of (24) must be
nonzero at long wavelengths. Since we are assuming that
Mc

max is spontaneously broken for all c > b, we must
accordingly have κc>b 6= 0.
However, κc 6= 0 does not necessarily imply that Mc

max

is spontaneously broken: κc 6= 0 means that the system
possesses gapless modes created by nc, but it is possible
for fluctuations to be strong enough so that these modes
cannot be associated with the Goldstone modes of a spon-
taneously broken Mc

max (this is of course what happens
in the QLRO phase of the 1+1D XY model). Therefore,
we are allowed to have κc 6= 0 even if c ≤ b, without con-
tradicting our assumption about the symmetry breaking
pattern.
Let then s ≤ a denote the smallest degree of multipole

charge with nonzero compressibility, i.e. consider a sit-

uation in which κc > 0 for all s ≤ c ≤ a, while κc = 0
for all c < s. Given s, the minimal IR Lagrangian looks
schematically like

L = κs(∂τφIs)
2 + gJa+1

(∂Ja−s+1
φIs)

2, (25)

where ∂Ja−s+1
≡ ∂j1 · · · ∂ja−s+1

, and where φIs is a field
that shifts by a polynomial of degree a − s under the
action of Ma

max.
2 If s = b + 1, then φIs may develop

LRO while leaving Mb
max invariant.

In order for s < b+1 to be consistent with our assumed
pattern of symmetry breaking, it must be the case that
the fluctuations of the fields in (25) are strong enough so
as to prevent Ms

max from spontanoeusly breaking. The
novelty provided by multipolar symmetries is that they
offer an easy way of allowing for s to be smaller than
b + 1, and thus provide an easy way of realizing multi-
ple IR theories that have the same symmetry breaking
pattern, but contain different numbers of modes. This is
illustrated by the examples of the theories (22) (s = 1)
and (23) (s = 0), which have the same symmetry break-
ing pattern (b = 0) in d = 3 and at T > 0.
The theories we consider here have (d+s−1 choose s)

massless modes, which is the number of degrees of free-
dom in a fully-symmetric rank-s tensor. For the reasons
discussed above, these modes may or may not be Gold-
stone modes. In different effective field theories, there
may be other choices of symmetry-breaking fields and
thus different numbers of independent modes. Still, we
expect that in general the number of independent modes
will depend on the compressibilities, not necessarily on
the pattern of spontaneous symmetry breaking.

B. Generalized Mermin-Wagner: partial multipole

breaking

In the previous subsection, we saw that the number
of Goldstone modes in the symmetry-breaking theory is
determined by the smallest degree of multipole charge s
such that κs 6= 0. We now turn to determining the sym-
metry breaking pattern that occurs for a given choice of
s, spatial dimension d, and temperature T , thereby allow-
ing us to formulate a generalized version of the Mermin-
Wagner theorem for the case of partial multipole break-
ing.
Since κc = 0 if c < s, none of the subgroups Mc<s

max

can be spontaneously broken. Suppose then that the
subgroup Mc

max is spontaneously broken, where c ≥ s.
To find the allowed values of c consistent with this as-
sumption, we need to calculate correlation functions of

2 The compressibility appears as the coefficient of the time deriva-
tive term since ∂τφIs is the momentum conjugate to φIs in the
quantum theory, and hence correlation functions of fluctuations
in ns are determined by those of ∂τφIs .
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operators of the form exp(i∂Jc−s
φIs), these being the op-

erators transforming nontrivially under Mc
max with the

longest-range correlation functions. We have

〈∂Jc−s
φIs(x)∂Jc−s

φIs(0)〉 ∼
∫

dω dk kd−1+2(c−s)

ω2 + k2(a−s+1)

∼
∫

dk kd−1+2(c−s)−ςT (a−s+1),

(26)
where we have defined the function ςT such that ςT = 1
if T = 0 and ςT = 2 if T > 0. Consequently, we find that
Mc

max can be spontaneously broken only in dimensions
d such that

d > 2(s− c) + ςT (a− s+ 1). (27)

The preserved subgroup is then the largest multipole
group Mb

max that is not spontaneously broken.
For a given choice of symmetry breaking pattern (cap-

tured by a and b) and a given choice of which compress-
ibilities are nonzero (captured by s), the critical dimen-
sion for symmetry breaking is

dlc = 2(s− b− 1) + ςT (a− s+ 1) (28)

generalizing the Mermin-Wagner theorem to the partial
breaking case. As expected, the lower critical dimensions
in the quantum (ςT = 1) and classical (ςT = 2) cases are
related by dcl = dq + z, where z = a − s + 1 is the
dynamical exponent of the Goldstone theory (25).
If we only care about the pattern of symmetry break-

ing, Ma
max → Mb

max, the critical dimension can be found
by setting s = 0, so that

dlc = ςT (a+ 1)− 2(b+ 1). (29)

As a sanity check on (29), note that for full multipole
breaking, b = −1 (recall that M−1

max contains only trans-
lations and rotations), we recover the lower critical di-
mension of ςT (a+1) obtained in the previous section. In
any higher dimension, such a symmetry breaking pattern
will be possible. However, s must always be chosen so as
to give the correct preserved subgroup. As emphasized
earlier, the number of Goldstone modes depends on s,
not b.
As an interesting example, consider the case where the

dipolar group (a = 1) is broken down to the monopole
group (b = 0). At T = 0, we see from (29) that this is
possible provided that d > 0. Thus the partial breaking
of dipole symmetry provides us with an example where
a continuous symmetry can be spontaneously broken in
d = 1 at zero temperature.

V. SYSTEMS WITH QUENCHED DISORDER

Let us now add some quenched disorder to our systems.
In particular, we will consider disorder that explicitly

breaks the symmetry locally but does not break the sym-
metry on average. Spatial disorder will also break trans-
lation and rotation symmetry, but again not on average.
Of course, strong enough disorder can always destabilize
the ordered phase, so will not consider that case. Weak
disorder can discourage the ordered phase and raise the
critical dimension at which SSB is impossible. Theorems
of this type originate with Imry and Ma [26] and were
proved by Aizenman and Wehr [28].
In a disordered classical system, the energy scaling ar-

gument gives a nice explanation for why the critical di-
mension changes. Consider the formation of a domain of
linear size L in an otherwise ordered phase fully break-
ing the maximal multipole group Ma

max. There are ∼ Ld

disorder samples in the new domain. Since each sam-
ple is taken independently, the typical energy gain from
forming the domain will be ∼ Ld/2, by the central limit
theorem. Comparing this to the cost of domain forma-
tion we calculated previously, the ordered phase will be
unstable to domain nucleation when d ≤ 4(a + 1). We
emphasize that we are here considering disorder that cou-
ples linearly to the order parameter.
In clean systems, the transition from classical to quan-

tum brought down the critical dimension because the ar-
gument depended on entropy. The Imry-Ma argument
instead only appeals to energy considerations, so the
quantum critical dimension in the presence of disorder
remains the same as the classical critical dimension [27].
In disordered quantum systems, full SSB is impossible
for d ≤ 4(a+ 1).
To reproduce this argument using a correlation func-

tion calculation [26] we need to calculate the response to
disorder. Call the disorder field h(x) and redefine φ(x)
to be the variation away from the average value φ0. The
relevant part of the Hamiltonian is

H ∼
∫

ddx

[

1

2
K[φ(x)]− φ(x)h(x)

]

∼
∫

ddk

[

1

2
φ−kKkφk − φ−khk

]

∼
∫

ddk

[

1

2
φ′−kKkφ

′
k −

1

2
h−kK

−1
k hk

]

, (30)

where we have written φ′k = φ−k −K−1
k h−k. Then, from

the expectation of φk,

〈φk〉 ∼
δZ

δh−k

∼ K−1
k hk, (31)

we can see that the disorder produces fluctuations medi-
ated by the susceptibility.
We can then compute the correlation function for φ(x),

〈φ(0)φ(x)〉 ∼
∫

ddkK−2
k 〈h−khk〉eik·x, (32)

where 〈h−khk〉eik·x does not affect the divergence at
small k, assuming the disorder is short range correlated.
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We can compare to (14) to see that in the presence of
disorder that couples linearly to an order parameter fully
breaking multipole symmetry, the critical dimension for a
disordered system is twice the critical dimension for hav-
ing direct full multipole symmetry breaking in a clean
classical system.
We will now consider disorder that breaks the symme-

try to a subgroup. For simplicity, let the symmetry of the
system be the maximal dipole group and let the disorder
break the dipole part of the group but not the monopole
part. The kinetic term is K[φ(x)] = (∂i∂jφ)

2, while the
coupling to disorder will be something like (∂iφ − ζi)

2,
where ζi is the disorder field. Define the vector field
ξi = ∂iφ, with kinetic term K[ξ(x)] = (∂iξj)

2. In the
ordered phase ξi will have some constant value. It need
not vanish because of the dipole symmetry. In the pres-
ence of weak disorder, it will want to follow the ζi field
where possible. We can now follow the argument of the
Imry-Ma theorem to say that the critical dimension will
be d = 4.
A more general case is a system with symmetry G =

Ma
max and disorder that breaks the symmetry to Mb

max

but preservesG on average. In this system the critical di-
mension for long-range order of a field that breaks Ma

max

but preserves Mb
max should be d = 4(a−b) for both clas-

sical and quantum systems. Again, let b = −1 denote
the trivial group in order to recover our previous results.

VI. EXPLICIT LATTICE EXAMPLE

We now present a transparent quantum lattice exam-
ple to illustrate the spontaneous breaking of multipolar
symmetry. We will not derive further results from this
model. Rather, we apply our previous results to this
model to understand how various phases are available in
different dimensions. Reference [40] gives detailed de-
scriptions of the various phases and their transitions.
Consider a d-dimensional hypercubic lattice with sites

labeled by j and directions labeled by µ = 1, . . . , d. Let
there be bosonic degrees of freedom annihilated by bj
on the sites, and ‘dipolar’ bosonic degrees of freedom
annihilated by dj,j+µ on the edges. We can thus think of
there as being d species of edge-type bosons.
Define the symmetry operators

O(1)(ξ) =
∏

j

eiξnj

O(2)
µ (ξ) =

∏

j

eiξ(jµnj)eiξn
d
j,j+µ , (33)

where jµ is the µ-th component of the site label j, n
is the site boson number operator, and nd is the edge
boson number operator. The first operator corresponds
to conservation of the total number of site bosons, while
the µ-th component of the second operator corresponds
to the sum of the µ-th component of the total dipole

moment of site bosons and the total number of the µ-
th type of edge bosons. These symmetries allow us to
exchange a dipole of site bosons for an edge boson.
The minimal Hamiltonian obeying these symmetries is

H0 = Hb +Hd +Hint

Hb =
∑

j

[

Ub

2
nj(nj − 1)− µb nj

]

−
∑

j,µ,ν

tb

[

bjb
†
j+µb

†
j+νbj+µ+ν +H.C.

]

Hd =
∑

j,µ

[

Ud

2
nd
j,j+µ(n

d
j,j+µ − 1)− µd n

d
j,j+µ

]

−
∑

j,µ,ν

td

[

d†j,j+µdj+ν,j+µ+ν +H.C.
]

Hint =
∑

j,µ

g
[

bjdj,j+µb
†
j+µ +H.C.

]

, (34)

where sums are taken over sites j and lattice directions
µ and ν. For simplicity, let us set

µb

Ub
=
µd

Ud
=

1

2
, (35)

so there is a robust insulating phase at weak hopping
tb, td [41]. A detailed discussion of the phase diagram
and phenomenology of this model is given in [40]; in the
following we will simply discuss the symmetry breaking
patterns realized in various different limits.
The Hamiltonian Hb controls condensation of the site

bosons. When tb is small, the site bosons are in number
eigenstates while when tb is large the site bosons con-
dense (although note that since the term proportional to
tb is quartic in the site boson operators, the condensa-
tion transition may be nonstandard). Similarly, the edge
bosons condense when td is large. Note that lattice ro-
tation symmetry will be broken if only a subset of the
edge bosons condense, while if all d species of condense
equally then lattice rotation symmetry is preserved. We
are not aware of a way to condense objects with dipolar
charge while preserving continuous rotation symmetry.
The term Hint is allowed by the symmetry because

it simultaneously removes an edge boson and creates a
dipole of site bosons. Note that when the edge bosons
are condensed, Hint gives the site bosons an effective sin-
gle particle hopping: thus condensation of single bosons
can either proceed directly (by making tb large) or indi-
rectly (by first condensing dipoles, and making the effec-
tive single-particle hopping term large).
Consider first the phase in which only the edge bosons

have condensed, with the site bosons remaining gapped.
In this case the dipole compressibility κ1 is nonzero, while
the charge compressibility vanishes, κ0 = 0. The con-
densed phase is therefore described in the IR by the z = 1
theory (22), and the dipolar symmetry is spontaneously
broken down to the monopole subgroup provided that
d > 1 (for T = 0) or d > 2 (for T > 0).
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Next, consider the phase where the site bosons have
condensed. In this case both κ1, κ0 are nonzero, and
deep in the condensed phase the IR physics is described
by the z = 2 theory (23). The dipolar symmetry is spon-
taneously broken in d > 0 if T = 0 and in d > 2 at T > 0,
while the monopole subgroup is spontaneously broken in
d > 2 at T = 0 and d > 4 at T > 0. This model there-
fore provides us with a way of realizing symmetry-broken
phases described by both of our earlier example theories
(22) and (23).
Let us now consider the same system, but with disor-

der. The disorder Hamiltonian is

Hdis =



hb
∑

j

σ∗
j bj + hd

∑

j,µ

σ∗
j,µdj,j+µ



+H.C., (36)

where hb and hd control the magnitude of the disorder
and each instance of σ is a random phase. We will always
consider hb, hd ≪ 1.
For hb, hd 6= 0, we can fully rely on the Imry-Ma ar-

gument. No symmetry breaking can occur for d ≤ 4, the
dipole part of the symmetry may be broken for 4 < d ≤ 8,
and any symmetry-breaking phase can occur for d > 8.

VII. DISCUSSION

In this paper we analyzed the spontaneous symmetry
breaking of various multipole groups and discussed gen-
eralized Mermin-Wagner theorems for breaking a maxi-
mal multipole group, either fully or to a subgroup. We
also considered multipole groups that are not the maxi-
mal multipole group, and the effect of quenched disorder.
The disorder that we considered explicitly broke the sym-
metry, either fully or to a subgroup.
Of course, we could consider further combinations of

effects. For example, we could spontaneously break a
symmetry from a group G to a subgroup H , where one
or both of G,H are non-maximal; we could also consider
non-maximal groups with disorder. While the number of
potential examples to consider is large, they should all
be analyzable using the ideas introduced herein.
We should be clear that the arguments in this paper

are Mermin-Wagner or Imry-Ma arguments. In principle,
even when the Gaussian symmetry breaking fixed point
is unstable to fluctuations, a non-trivial fixed point with
long range order could arise (see e.g. [42]). Whether
and when such non-trivial fixed points can be realized in
models with multipolar symmetry is an important prob-
lem for future work.
We also emphasize that when the ordered phase does

not exist, we did not provide any argument for what
phase should replace it. For example, in 2 spatial di-
mensions there can be no ordered phases of continuous
monopole (ordinary) symmetries. For O(n) models with
n > 2, the result is that the disordered phase is the only
phase [43]. For n = 2, there can in addition be quasi-
long-range-ordered phases. Determining what kind of

phase can be obtained in the absence of long range or-
dered symmetry breaking would at a minimum require
understanding the nature and role of topological defects
in the symmetry breaking order parameter, akin to vor-
tices in the XY model. We expect that if we stick with an
O(2) internal group, then quasi-long range order should
always be a possibility at the marginal spatial dimen-
sion, at least in the limit where the vortex core energy
is infinitely large. The extension to non-Abelian internal
groups is beyond the scope of this work. The range of
possible symmetry unbroken phases could also be even
richer in the presence of disorder, where various glassy
phases could also come into play [41]. Our discussion
of disorder physics was also limited to quenched short-
range correlated disorder. Extensions to disorder with
long-range correlations, or annealed disorder, are left to
future work.

We should also emphasize that our discussion has uti-
lized standard concepts from statistical physics, which in
turn amounts to assuming ergodicity. However, quantum
dynamics with multipolar symmetries can break ergodic-
ity [2, 3], in which case our analysis would not straight-
forwardly apply. It is however believed that the strict er-
godicity breaking is limited to systems with strictly short
range interactions (below some critical range) and that
systems in which the interactions have long range tails
(whether power law or exponential) should generically
obey ergodicity at long times (although see [44]). Since
long range tails are generic in physical systems, we be-
lieve our arguments should generically apply.

Another setting for generalized Mermin-Wagner-type
arguments is higher form global symmetries [45–47]. It
would also be interesting to see what sort of subtleties
could exist in the spontaneous breaking of those sym-
metries, through partial symmetry breaking or disorder.
Since the order parameters for higher-form symmetries
are nonlocal, it is difficult to couple disorder directly to
the order parameters. In the case of arbitrary perturba-
tions the symmetry becomes broken microscopically, but
emerges at long wavelengths. Could disorder have any ef-
fect on the Mermin-Wagner behavior of higher-form sym-
metries? We leave these questions for future work.

Finally, there exists a body of work on generalized
Mermin-Wagner arguments in systems with subsystem
symmetries [48–53]. Subsystem symmetries are rather
different in character to the multipolar symmetries dis-
cussed herein, but are also related to fracton phases
via duality [17]. There can be theories with subsystem
symmetries where symmetry breaking cannot occur even
above the critical dimension, due to the UV/IR mix-
ing [52]. However, it is always possible to write down
theories that saturate the generalized Mermin-Wagner
bound [53]. Exploration of connections between the
present work and the literature on subsystem symmetries
would also be a fruitful topic for future work.
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