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Pyrochlore oxide Cd2Re2O7 exhibits successive structural transitions upon cooling that break its
inversion symmetry. The low-temperature noncentrosymmetric metallic phases are believed to be
some odd-parity multipole ordered states that are associated with a Fermi-liquid instability due
to the strong spin-orbit interaction (SOI) and electronic correlation. However, their microscopic
ordering pictures and the driving force of the phase transitions are still unclear. We determined
the electronic structure of the lowest temperature phase of Cd2Re2O7 by combining quantum oscil-
lation measurements with electronic structure calculations. The observed Fermi surfaces were well
reproduced based on the optimized crystal structure, and we demonstrated the strong influence of
the antisymmetric SOI. From the mass enhancement factor, we elucidated the strongly correlated
nature of the electronic states. In addition, we visualized the microscopic picture of the 3z2−r2-type
metallic electric-toroidal-quadrupole (ETQ) order characterized by the Re–O bond order. These re-
sults corroborate that the metallic ETQ order is driven by a Fermi-liquid instability associated with
the strong SOI and electronic correlation, as has been theoretically proposed. Our results provide
the basis for exploring unconventional phenomena expected in the metallic ETQ order.

I. INTRODUCTION13

Fermi-liquid instability associated with the strong14

spin-orbit interaction and electronic correlation has15

attracted considerable interest in condensed matter16

physics[1, 2]. It is theoretically expected that the insta-17

bility induces an inversion symmetry breaking order, such18

as an odd-parity multipole order in the metallic state[3].19

In such a system, a multipole moment associated with20

Fermi surface (FS) splitting in the momentum space in-21

duces various off-diagonal responses such as the magneto-22

current effect [4–6]; in other words, the momentum-23

dependent spin polarizations on spin-split FSs respond24

to external fields as if there were multipole moments.25

Furthermore, it is also expected that the fluctuation of26

the inversion symmetry breaking order can lead to un-27

conventional superconductivities[7–11]. The pyrochlore28

oxide superconductor Cd2Re2O7 is a promising candi-29

date compound[12].30
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Cd2Re2O7 shows successive structural transitions with31

decreasing temperature. Above Ts1 ∼ 200 K, Cd2Re2O732

crystallizes in a centrosymmetric cubic structure (phase33

I: Fd3̄m) where the Re atom is coordinated by six O(1I)34

atoms and makes the pyrochlore network that is interpen-35

etrated by the CdO(2I) zincblende network [see Fig. 1(a);36

the subscript “I” of the oxygen site numbers indicates37

the notation for phase I][13]. At Ts1, a second-order38

structural transition to a noncentrosymmetric tetrago-39

nal structure (phase II: I 4̄m2) occurs[14]. Despite the40

minimal lattice distortion[14, 15], the results of resistiv-41

ity, magnetic susceptibility, Hall coefficient, and NMR42

measurements corroborate a drastic change of electronic43

states at Ts1 [16–20]. Thus, the transition is thought to44

be an electronic origin, similar to the band Jahn–Teller45

transition[21] or the electronic nematic transition[22]46

[23]. At Ts2 ∼ 115 K, a first-order structural transi-47

tion to another noncentrosymmetric tetragonal structure48

(phase III: I4122) occurs[14, 24]. Considering both I 4̄m249

and I4122 are subgroups of Fd3̄m and the transition be-50

tween phases II and III is of the first order, they are likely51

competing[25]. Recently, a next second-order structural52

transition to a noncentrosymmetric orthorhombic struc-53

ture (phase IV: F222) at Ts3 ∼ 80 K was observed in54

Raman spectra[26]. Because this transition has not been55

discernible in other experiments[12] and the symmetry of56

phase IV is inconsistent with other experiments[14, 27–57

29], the symmetry reduction to F222 in low temperatures58

is still controversial. Finally, Cd2Re2O7 exhibits super-59

conducting transition at Tc = 0.97 K[12, 30, 31].60
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FIG. 1. (Color online) (a) Crystal structure of Cd2Re2O7

in a conventional unit cell in phase I, which is drawn using
VESTA[32]. (b) The notation for θ in a cubic conventional
unit cell in phase I. (c) Tetragonal conventional unit cells
(azure part) in phase III for the X, Y, and Z domains displayed
in a cubic conventional unit cell (black line) in phase I.

Based on the lattice symmetries, Ref. 6 theoretically61

proposed that phases II and III are described by electric62

(axial) toroidal quadrupoles (ETQs) with x2 − y2 and63

3z2 − r2 components, respectively, which are illustrated64

in Fig. 2. For ease of understanding, we also show their65

corresponding spherical harmonic representations. ETQs66

are multipoles comprising electric toroidal moments, and67

each electric toroidal moment is described by the toroidal68

(circular) charge arrangement. Because space inversion69

reverses the signs of these ETQs, they are types of odd-70

parity multipoles (note that the spherical harmonic rep-71

resentations do not reverse the sign). Experimentally,72

magnetic torque (τ) measurement have proposed a co-73

existence between the ETQ and electric quadrupole or-74

ders in phases II and III[29, 33]. By contrast, second75

harmonic generation studies suggest the possibilities of76

magnetic multipoles and ETQ orders in phase II[34–36].77

Therefore, the nature of multipole orders is still under78

debate, and an identification of these orders is strongly79

demanded.80

The determination of the electronic states in the or-81

dered phases is thus a crucial issue in Cd2Re2O7. Though82

the electronic states probably play a key role in the phase83

transitions, those in the ordered states have not yet been84

clarified. Consequently, the microscopic picture of the85

orders that arise in the metallic state remains unclear.86

Corresponding to the spin splitting of FSs in the mo-87

mentum space, a certain order should exist in the real88

space that is coupled to the crystal structure. Because89

these changes in momentum and real spaces are in cor-90

respondence, it is important to identify them simultane-91

ously. These results will provide indirect evidence of the92

multipole order. In addition, insights into the electronic93
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FIG. 2. (Color online) Electric toroidal quatrupoles of x2 −
y2 and 3z2 − r2 types are shown together with the spherical
harmonic representations. The small green arrows represent
the electric dipoles, whereas the large blue arrows represent
the electric toroidal dipoles.

states are indispensable to discuss the source of the en-94

ergy stabilization in the ordered phases. Furthermore,95

the quantitative estimation of the predicted phenomena,96

such as the magneto-current effect, requires information97

of the FSs because they are sensitive to the electronic98

states at the Fermi level (EF).99

Our previous quantum oscillation measurements on100

Cd2Re2O7 using τ showed complex frequency branches101

and large cyclotron effective masses up to 9me (me is a102

free electron mass)[37]. The angular dependence of the103

frequencies was interpreted as part of the six spin-split104

FSs, calculated based on the reported structural param-105

eters taken at 90 K[38]. However, τ is sensitive only to106

the anisotropy of the FS, which limits the observation of107

quantum oscillations from the nearly isotropic part of the108

FSs. In addition, a large discrepancy exists between the109

experimental results and the calculation. There are two110

main reasons for this: One is that the crystal structure111

parameters change with temperature, and the reported112

structure may not match the one at the lowest tempera-113

ture at which we measured the quantum oscillations. The114

other reason is that the FSs are sensitive to the strength115

of the electronic correlations considered in the calcula-116

tion, and the strength is still controversial[12, 17, 19, 38].117

In the present study, we performed a complementary118

measurement of quantum oscillations on the AC mag-119

netic susceptibility (χAC) and electrical conductivity (σ).120

As shown later, quantum oscillations in different physi-121

cal quantities exhibit different amplitudes, allowing us to122

identify new frequencies and trace individual branches.123

In addition, we succeeded in reproducing the quantum124

oscillation spectra much more accurately than in Ref. 37125

by refining the conditions we used to calculate the elec-126

tronic states; more specifically, we employed a structural127
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optimization while tuning the strength of the electronic128

correlation. This enables a discussion based on the elec-129

tronic structure.130

II. METHODS131

A. Experiments132

Single crystals of Cd2Re2O7 were grown by the chemi-133

cal vapor transport method, as described in Ref. 20. The134

quantum oscillations on the χAC were measured using a135

standard field modulation method[39]. The modulation136

field Bmod of 0.01 T and 67.1 Hz was applied on a 1 mm3
137

size single crystal placed in a pickup coil with the [111]c138

axis (subscript “c” denotes the notation in the cubic unit139

cell) parallel to the coil axis. The second harmonic sig-140

nal of the coil voltage (v), which roughly corresponds141

to dχAC/dB, was obtained using standard lock-in acqui-142

sition. The measurement was performed in a dilution143

refrigerator equipped with a 20 T superconducting mag-144

net. The quantum oscillations on the σ were measured by145

employing a standard four-probe method, which was con-146

ducted in a 3He refrigerator with a 32 T resistive magnet147

at NHMFL. These data were analyzed together with the148

previous τ data [37]. In all measurements, the samples149

were rotated around the [11̄0]c direction in the magnetic150

field, and the field angle θ was measured from the [110]c151

direction, as illustrated in Fig. 1(b). The measurement152

temperatures for the v, σ, and τ are 40 mK, 0.5 K, and153

30 mK, respectively, except for the temperature depen-154

dence measurements.155

We analyzed the quantum oscillations based on the156

I4122 space group symmetry (phase III) because the157

symmetry reduction from I4122 to F222 is “almost” im-158

perceptible in our data. In phase III, three types of159

tetragonal domains, X, Y, and Z domains, are formed,160

whose ct axes (subscript “t” denotes the notation in the161

tetragonal unit cell) lie along the [100]c, [010]c, and [001]c162

directions, respectively, as shown in Fig. 1(c). The ob-163

served quantum oscillations include all signals from the164

three domains. Because B is confined within the (11̄0)c165

plane, signals from the X and Y domains are equivalent.166

In addition, when B ‖ [111]c, the signals from all do-167

mains are equivalent. Note that in F222, the X, Y, and168

Z domains are further split into two different domains for169

each, although that was imperceptible in the polarizing170

microscopy experiment[28].171

Based on the Lifshitz–Kosevich formula, a quantum172

oscillation measured on a physical quantity q (v, σ, and173

τ) is expressed as follows:174

q̃

|q|
= Cfq |S′′|

−1/2
RTRD sin

[
2π

(
F

B
− 1

2

)
± π

4

]
, (1)

where C is a constant, and S′′ = ∂2S/∂k2‖B is the cur-175

vature factor [39]. The higher harmonics, Zeeman ef-176

fect, and Berry’s phase are neglected. The ± sign is177

positive (negative) for the minimum (maximum) cross-178

sectional area S of the FS perpendicular to B, which179

is related to frequency F , as F = ~S/2πe. The180

temperature and Dingle reduction factors are given by181

RT = ξ/ sinh ξ and RD = exp(−ξD), respectively, where182

ξ(D) = 2π2kBT(D)m
∗/e~B, TD is the Dingle temper-183

ature, m∗ is the cyclotron effective mass, and kB is184

the Boltzmann constant. The factor fq is different185

for each physical quantity and is expressed as fv =186 (
cosφ− 1

F
∂F
∂φ sinφ

)
J2(λ)FB1/2/m∗ for the field mod-187

ulation technique with the second-harmonic detection,188

fσ = B1/2m∗ for electrical conductivity, assuming a uni-189

form scattering rate on FSs, and fτ = (∂F/∂θ)B3/2/m∗190

for magnetic torque. Here, J2 is a second-order Bessel191

function, λ = 2πFBmod/B
2, and φ is the angle between192

B and the pickup coil axis. Because of fq, the relative193

amplitude of each frequency depends on the measure-194

ment method.195

B. Calculations196

The fully relativistic electronic structure was calcu-197

lated based on the rotationally invariant DFT+U method198

using the screened Coulomb and exchange parameters[40]199

as implemented in the Quantum ESPRESSO package200

[41]. Fully relativistic optimized norm-conserving Van-201

derbilt pseudopotentials generated using the code on-202

cvpsp [42–45] were used with the Perdew, Burke, and203

Ernzerhof (PBE) type exchange potential [46] and a204

plane-wave cutoff energy of 100 Ry. A 103 k-point mesh205

was used for the self-consistent field procedure, whereas206

a 163 k-point mesh was used to calculate the density207

of states (DOS). The atomic positions were optimized208

until the change in the total energy became less than209

10−6 eV. The FSs were calculated using the 24-orbital210

tight-binding model based on maximally localized Wan-211

nier functions constructed with the wannier program212

[47]. The quantum oscillation frequencies were simulated213

using the algorithm described in Ref. 48.214

It is not appropriate to entirely rely on experimental215

crystal structures because they may depend on tempera-216

ture, as noted later. In addition, the optimal screened217

Coulomb parameter U depends on the materials and218

pseudopotentials[49]; therefore, it is not known a pri-219

ori. Thus, we employed a round-robin method to obtain220

electronic states that were as close as possible to those221

experimentally observed by quantum oscillations; we op-222

timized all the independent internal atomic coordinates223

in phase III with various values of U and the screened224

exchange parameter J at the Re site. We found that the225

result with U = 4.5 eV gives the simulated quantum os-226

cillation frequencies closest to the experiment, whereas227

the dependence on J is minimal; thus, we used a typical228

value of J = 0.3 eV (see Appendix A for details).229

In the calculations, we fixed the lattice constants to230

those of phase I (ac = 10.2382 Å), which was optimized231
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together with an internal coordinate using the above U232

and J values. This was done for three reasons: First, the233

reported lattice distortion ratios in phase III (0.044%[50]234

and 0.016%[38]) are smaller than the calculation error235

of optimizing the lattice constants (∼1%). Second, the236

fixed lattice constant facilitates the comparison of the237

charge density between phases I and III. Finally, the lat-238

tice distortion is so small that the effect of the lattice239

distortion is imperceptible in the calculated FSs and the240

simulated quantum oscillation spectra. This indicates241

that the lattice distortion itself is not essential for the242

electronic states and may appear as a side effect of the243

atomic displacements. Thus, we ignored the lattice dis-244

tortion and focused on the atomic displacements.245

During the structural optimization of phase III, we246

constrained the symmetry to I4122. However, even if247

we attempted the structural optimization of phase IV248

(F222) using the same U and J values and starting from249

the optimized phase III structure, the symmetry reduc-250

tion from I4122 to F222 was negligible; the violation251

of the I4122 symmetry in terms of the displacement of252

atomic coordinates was less than 0.00005. Thus, we ig-253

nored the symmetry reduction to F222 in our calculation.254

III. RESULTS255

A. Quantum oscillations256

1. Fourier-transformed spectra for major axes257

Figure 3 shows the Fourier-transformed spectra of258

the quantum oscillations for the fields along the 〈001〉c,259

〈111〉c, and 〈110〉c directions measured on the AC mag-260

netic susceptibility, electrical conductivity, and magnetic261

torque. Clearly, the relative amplitudes of the quantum262

oscillation frequencies differ among the physical quanti-263

ties. We observed several new peaks that were not ob-264

served in the previous study[37], and labeled all peaks265

according to their origins (described later). Note that266

we revised the branch names used in Ref. 37 because267

the number of Greek letters is short of naming all ob-268

served branches. The masses of the major peaks were269

obtained by fitting the temperature dependence of their270

amplitudes with the RT function. All major peaks are271

summarized in Table I along with their corresponding272

frequency and mass.273

2. Angular dependence of frequencies274

The Fourier-transformed spectra as a function of field275

direction are plotted as color images in Figs. 4(a), 4(b),276

and 4(c) for the AC magnetic susceptibility, electrical277

conductivity, and magnetic torque, respectively. The AC278

magnetic susceptibility with the field modulation tech-279

nique is effective in visualizing numerous branches, in-280

cluding those with small angular dependence, whereas it281
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FIG. 3. (Color online) (a) Fourier-transformed spectra mea-
sured on three different quantities (v, σ, and τ) for the mag-
netic fields along the 〈001〉c, (b) 〈111〉c, and (c) 〈110〉c di-
rections. The field ranges for the Fourier transformation are
6.4–17.6 T, 17–32 T, and 10–17.5 T for AC magnetic suscep-
tibility, electrical conductivity, and magnetic torque [37], re-
spectively.

has a disadvantage in detecting small frequencies owing282

to the J2(λ)F factor in fv. In the electrical conductivity,283

the branches with heavy effective masses tend to show284

relatively large amplitudes compared to the case of other285

physical quantities owing to the m∗ factor in fσ. This en-286

abled us to observe the ω7, δ1, ω11, γ9, and ω14 branches287

that cannot be clearly observed with the other methods.288

Magnetic torque has its strength (weakness) in observ-289

ing highly (weakly) anisotropic branches because of the290

∂F/∂θ factor in fτ . The fundamental frequencies ob-291

served for the three methods are shown in Fig. 4(d). We292

connected all frequencies belonging to the same branch293

with the aid of intensity variation.294

3. Assignment of branches to orbits on the Fermi surfaces295

To assign the observed branches to the orbits on FSs,296

we simulated the quantum oscillation frequencies based297

on the calculated electronic states of phase III. The sim-298

ulated angular dependence of the Fourier-transformed299

spectra using a typical fq = B1/2/m∗ is shown in300

Figs. 4(e) and 4(f) as colored images. Here, the deeper301

color corresponds to the larger amplitude, as indicated in302

the color scales shown at the bottom, and we used differ-303

ent colors for branches derived from each FS. The more304

specific simulations using fv, fσ, and fτ are provided in305
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the color and amplitude A. (d) Angular dependence of the observed frequencies. Higher harmonics are omitted. The lines
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fq = B1/2/m∗, TD = 0.1 K, and T = 50 mK was used in the simulation, and the field range of 5–17.5 T was used for the Fourier
transformation. Higher harmonics are neglected. Colors indicate the corresponding FSs for each branch, and the deeper color
corresponds to a larger A, as shown in the color scales at the bottom. The branches corresponding to the experimentally
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the Appendix B. The simulated spectra are are largely306

different compared to the previously reported [37].307

The calculated FSs and corresponding orbits are repre-308

sented in Fig. 5 for the two orientations corresponding to309

the Z and X domains. The calculated FSs consist of six310

FSs: two hole FSs (FS7 and FS8) and four electron FSs311

(FS9, FS10, FS11, and FS12). We named these FSs after312

the index of the bands in the Re 5d t2g manifold. The FSs313

are strongly different from the previously reported [37].314

FS7 consists of a small double-conical-shaped pocket at315

the Z point and even smaller spherical pockets at the X316

point. The FS8 comprises a large pocket at the Z point317

and a bumpy cylinder extending along the ct axis. The318

FS9 to FS12 are located around the Γ point; the FS10 to319

FS12 are roughly spherical, while the FS9 has an extra320

part similar to crowns developing up and down.321

Supported by the simulation, we assigned the ob-322

served branches to the orbits on the FSs as follows323

[see Figs. 4(d)]: The α1 and α2 branches coincide at324

B ‖ [111]c, and thus, they are from the cross-sections325

of the same part of an FS in different domains. Because326

they nearly diverge as F ∝ 1/ cos θ or F ∝ 1/ cos(90◦−θ),327

they correspond to the minimum orbit on the double-328

conical-shaped pocket of FS7 surrounding the Z point.329

Similarly, the nearly flat β1 and β2 branches originate330

from cross-sections of the spherical FS12.331
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FIG. 5. (Color online) FSs of Cd2Re2O7 calculated for phase III. Extremal orbits corresponding to the observed branches and
some major non-observed branches are indicated for the Z (left) and X (right) domains. Purple and yellow surfaces enclose
holes and electrons, respectively. The Brillouin zone in phase III is indicated for each domain.

The angular dependence of the frequencies and the in-332

tensities of the γ1–18 branches are almost consistent with333

the simulation for FS8. Particularly, the γ1, γ2, γ4–7,334

γ11, and γ12 branches corresponding to the large pocket335

around the Z point were quantitatively well reproduced336

in the simulation. These branches were not reproduced337

in Ref. 37 because they are sensitive to the value of U338

and only appear when U is close to 4.5 eV, as shown in339

Appendix A. Note that the pair of branches {γ3, γ15}340

arises from cross-sections of the same part of the FS8 in341

the different domains because they coincide at B ‖ [111]c;342

similarly, {γ4, γ5}, {γ6, γ7}, {γ11, γ12}, {γ13, γ14}, and343

{γ17, γ18} branches are pairs.344

The δ1 branch observed for θ = 44–72.5◦ is ascribed345

to FS11. The simulation for FS11 shows that the am-346

plitude of the oscillations increases significantly around347

θ = 44–72.5◦ (the more specific simulations in Ap-348

pendix B show this feature more clearly), which is be-349

cause of S′′ being as small as −0.3.350

The angular dependence of the frequencies and the351

intensities of the ε1–8 are close to the simulation for352

the FS9. Notably, multiple branches ε3–7 observed near353

θ = 90◦ diverge rapidly as θ decreases; such splitting and354

divergence of the branches reflect that the FS9 has the355

additional part that is developing outwards. These fea-356

tures do not emerge from the nearly spherical shape of357

the FS9 calculated in Ref. 37.358

The satisfactory agreement between the experimental359

and simulated branches described above guarantees that360

our calculation reproduces most of the real shapes of FSs361

more closely than those of Ref. 37.362
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4. Unidentified branches363

Nonetheless, there are still some other branches, ω1–14,364

whose origins remain uncertain. We can speculate their365

origins to some extent. The ω1–4 and ω7–11 branches may366

originate from the crown-like part of the FS9 because we367

were unable to observe any of the simulated branches368

arising from the crown-like part that are expected be-369

low 800 T [compare Figs. 4(d) and 4(e)]. Perhaps, the370

crown-like part has a slightly different shape. As seen371

in its complex shape, the crown-like part comprises an372

intersection of several bands, which is sensitive to small373

perturbations; therefore, reproducing the shape, includ-374

ing the fine details, is difficult.375

For the ω5 and ω6 branches, we observed three376

branches between them, which are significantly reminis-377

cent of the magnetic breakdown[39, 51, 52]. The cen-378

tral angle of this five-fold split structure is approximately379

60◦, which is close to the direction in which the crown-380

like part develops. Thus, we speculate that the ω5 and381

ω6 branches arise from the magnetic breakdown between382

FS9 and FS8 or between FS9 and FS10.383

The ω12 branch might be ascribed to a splitting of γ11384

caused by the misalignment of the crystal, which lifts385

the degeneracy of the branches arising from the X and Y386

domains. Similarly, the ω14 branch may be ascribed to387

the splitting of γ15 caused by misalignment of the crystal.388

However, the ω13 branch cannot be explained by a sim-389

ilar splitting of the γ15 branch because more splitting of390

up to four branches (just above and below ω13) was ob-391

served around the γ15 branch in the modulation method392

[see Figs. 4(a) and 4(d)]. Recalling that the orthorhom-393

bic distortion to F222 splits the X and Y domains into394

two different domains for each, the four-fold splitting of395

the γ15 branch is possibly a hallmark of the symmetry396

reduction to F222 (see Appendix. C for a discussion of397

the symmetry at the lowest temperature).398

5. Non-observed branches399

We briefly mention the simulated branches, ζ1 and ζ2,400

expected from FS10 that were not experimentally ob-401

served. We did not observe any frequency from FS10,402

which is in contrast with the fact that we observed al-403

most all branches expected from FS8. The absence of404

FS10 is unlikely in the viewpoint of the carrier compen-405

sation between the electrons and holes. The m∗ and S′′406

values simulated for the ζ1 and ζ2 branches were small;407

particularly, m∗ and S′′ calculated for the ζ1 branch in408

B ‖ 〈001〉 were 0.780 and 0.446, respectively, both of409

which are smaller than those of any branches belonging410

to FS8 (see Table I). Therefore, the absence of frequen-411

cies from FS10 might indicate that the effective masses412

of the orbits on FS10 are more enhanced than those on413

FS8. Appendix D describes the m∗/mb distribution on414

each FS orbit, where mb is the bare band mass.415

B. Electronic states416

1. Optimized crystal structure417

The agreement between the experimental and simu-418

lated results of the quantum oscillations guarantees the419

validity of our calculation and enables us to discuss the420

relationship between the crystal structure and the elec-421

tronic states of Cd2Re2O7. First, we compare the opti-422

mized structure of phase I with the experimental data.423

There are two variable parameters in the structure of424

phase I: the lattice constant a and the atomic coordi-425

nate x of the O(2I) site (x, 1/8, 1/8) [see Fig. 1(a)] [53].426

The optimized a is 10.2382 Å, which is slightly larger427

than the reported values 10.225–10.226 Å taken at room428

temperature[14, 38, 54, 55], and almost consistent with429

10.2358 Å taken at 250 K[55]. Thus, the calculated lat-430

tice constant reproduces the experimental values within431

a typical error of the order of 1%. The optimized x is432

0.3172, which agrees well with the experimental values433

in the range of 0.315–0.319[14, 38, 54, 55]. Therefore,434

our optimized structure of phase I is consistent with the435

experiments; thus, that of phase III may also be reliable.436

Next, we examine the optimized structure of phase III.437

Figure 6(a) shows the optimized structure of the ReO6438

units of phase III. The azure arrows indicate the direction439

and relative magnitude of the atomic displacements with440

respect to phase I. The O(1I) site surrounding a Re atom441

splits into three different sites: O(1), O(2), and O(3) (the442

absence of the “I” subscript of site numbers of oxygen443

indicates the notation for phase III). Table II lists the444

atomic coordinates of the optimized structure of phase445

III, together with the experimental results obtained at446

4 K using neutron diffraction[50] and at 90 K using X-ray447

diffraction[38]. For reference, the displacements from the448

nondistorted coordinates in phase I are also listed. The449

atomic displacements in the optimized structure except450

for Re are larger than the measured displacements. The451

difference of the Re displacement between the calculation452

and experimental results may not be important because453

the displacement is quite small. The direction of the O(2)454

displacement in the calculation and experiments are op-455

posite. This may be explained by the electrostatic repul-456

sion between O(2) and O(1); in the calculation, O(2) is457

repelled from O(1) because the displacement of O(1) is458

larger than that in the experiments.459

The structural parameters may have temperature de-460

pendences because the displacements at 4 K are larger461

than those at 90 K. This is plausible because the or-462

der parameters are coupled with the structure and be-463

come smaller at higher temperatures. Indeed, physi-464

cal properties show temperature dependences in phase465

III[19, 20, 24, 56]. As a continuous and drastic change466

in magnetic torque is observed below 20 K[33], the elec-467

tronic states and the structural parameters may drasti-468

cally change at lower temperatures; this is in stark con-469

trast to ordinary structural transition, in which signif-470

icant structural change occurs only near the transition471



8

TABLE I. Experimental and calculated parameters of the FSs in phase III.

Experiment Calculation

Field direction Branch F (T) m∗/me Domain FS F (T) mb/me S′′ m∗/mb

〈001〉c α1
a 51 0.99(3) Z FS7 17 0.259 +0.765 3.8(1)

ω1
ab 287 2.4(1)

ω2
ab 313 2.7(1)

β1 342 2.6(1) X, Y FS12 251 0.462 −3.958 5.6(3)
γ1

a 369 3.4(3) Z FS8 204 0.855 +46.338 4.0(3)
β2 446 3.1(2) Z FS12 404 0.729 −8.345 4.2(3)
δ2 X, Y FS11 455 1.019 −3.424
γ2 523 4.6(2) Z FS8 486 1.492 −19.380 3.1(1)
γ3 731 5.4(2) Z FS8 1037 1.088 +8.507 4.9(1)
δ1 Z FS11 885 0.950 −25.468
ζ1 Z FS10 1287 0.780 +0.446
ε3 1740 6.3(4) Z FS9 2258 2.771 +24.902 2.3(1)
ζ2 X, Y FS10 1793 1.043 −6.004
γ10 1824 5.6(1) Z FS8 2072 2.163 −24.702 2.58(5)
ω12

a 1875 11.0(25)
γ11 1921 X, Y FS8 1839 3.513 −18.331
ε4 2072 Z FS9 2323 6.038 +97.817
ε5 2113 5.41(3) X, Y FS9 2332 1.986 −1.660 2.72(2)
ε6 2134 Z FS9 2360 1.653 +3.243
ε7 2280 6.2(1) Z FS9 2406 1.914 −11.383 3.26(5)

〈111〉c α1, α2
a 106 1.77(3) X, Y, Z FS7 34 0.540 +6.708 3.28(5)

ω3
a 285 2.4(2) X, Y, Z

β1, β2 373 3.0(2) X, Y, Z FS12 291 0.586 −4.606 5.1(4)
δ1, δ2 X, Y, Z FS11 528 0.948 −7.911
ω4, ω5

a 570 4.57(5) X, Y, Z
ω7 745 6.6(3) X, Y, Z
ω11 1100 7.5(2) X, Y, Z
γ4, γ5 1361 X, Y, Z FS8 1284 2.616 −4.247
γ6, γ7 1489 X, Y, Z FS8 1427 3.490 −19.915
ζ1, ζ2 X, Y, Z FS10 1642 1.103 −3.115
γ13, γ14 2070 X, Y, Z FS8 2387 2.863 +15.523
ω13 2180 7.5(1) X, Y, Z
γ3

c 2220 7.6(1) Z FS8 2414 3.030 −8.864 2.50(4)
γ15

c 2250 7.94(8) X, Y FS8 2414 3.030 −8.864 2.62(3)
〈110〉c α2

a 74 X, Y FS7 26 0.395 +2.460
β2 342 2.5(2) Z FS12 248 0.489 −2.545 5.2(3)
β1 379 3.3(3) X, Y FS12 319 0.638 −6.242 5.1(5)
ω4 453 3.31(7)
δ1 Z FS11 499 0.955 −7.785
δ2 X, Y FS11 526 0.966 −4.475
ω8 835 4.5(2)
ω9 902 6.4(5)
ω10 1029 4.4(7)
γ6 1355 X, Y FS8 1255 3.673 +1.499
γ9 1440 X, Y FS8 1815 2.371 −14.004
ζ2 X, Y FS10 1831 2.471 −34.839
γ12 1875 Z FS8 1827 3.089 −10.890
ω13 1992
ζ1 Z FS10 1929 2.238 −26.553
γ15 2032 6.3(4) X, Y FS8 2343 2.699 −11.123 2.3(2)
ω14 2140
γ16 2217 6.2(3) X, Y FS8 2506 2.295 +0.609 2.7(2)

a Experimental data for these branches were obtained using magnetic torque data, whereas the others were obtained from the AC
magnetic susceptibility data except for ω14, which is from the electrical conductivity data.

b These two branches coincide at B ‖ [001]c. Because the effective masses of the torque data were measured slightly away from [001]c,
they split into two peaks.

c These two branches are expected to coincide at B ‖ [111]c. They split into two peaks probably because of the to misalignment of the
sample.
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TABLE II. Comparison of the optimized atomic coordinates of phase III with the reported experimental results at 4 K[50]
and 90 K[38]. The upper half shows the atomic coordinates x, y, and z. The lower half shows the displacements from the
nondistorted coordinates (the optimized structure of phase I), δx, δy, and δz.

Optimizeda 4 Kb 90 Kc

x y z x y z x y z
Cd 8f 0.51311 1/4 1/8 0.51036 1/4 1/8 0.5041(6) 1/4 1/8
Re 8f 0.99838 1/4 1/8 0.99911 1/4 1/8 0.9967(3) 1/4 1/8
O(1) 8d 0.17407 0.17407 0 0.18517 0.18517 0 0.1880(20) 0.1880(20) 0
O(2) 8c 0 0 0.19412 0 0 0.18747 0 0 0.1896(14)
O(3) 8e 0.20635 0.79365 0 0.20572 0.79428 0 0.1970(20) 0.8030(20) 0
O(4) 4b 0 0 1/2 0 0 1/2 0 0 1/2

δx δy δz δx δy δz δx δy δz
Cd 8f +0.01311 0 0 +0.01036 0 0 +0.0041(6) 0 0
Re 8f −0.00162 0 0 −0.00089 0 0 −0.0033(3) 0 0
O(1) 8d −0.01809 −0.01809 0 −0.00699 −0.00699 0 −0.0042(20) −0.0042(20) 0
O(2) 8c 0 0 +0.00196 0 0 −0.00469 0 0 −0.0026(14)
O(3) 8e +0.01419 −0.01419 0 +0.01356 −0.01356 0 +0.0048(20) −0.0048(20) 0
O(4) 4b 0 0 0 0 0 0 0 0 0

a Cell parameters are fixed to a = ac/
√

2, c = ac, where ac is the optimized lattice constant in phase I (10.2382 Å).
b Data were measured using neutron diffraction. The cell parameters are a = 7.239 Å, c = 10.242 Å. As the reported coordinates are in

the opposite chirality relative to ours, we reversed the chirality of their data.
c Data were measured using X-ray diffraction. The cell parameters are a = 7.2313(4) Å, c = 10.2282(6) Å.

temperature and ceases at low temperatures. Note that472

our calculation corresponds to the limit of absolute zero473

temperature. Although the optimized structural parame-474

ters do not always agree with the experiments, the differ-475

ence between the optimized structure and the measured476

one obtained at 4 K may reflect the evolution of the elec-477

tronic states even below 4 K.478

2. Changes in the band structures479

The calculated band structures for phases I and III480

are shown in Figs. 7(a) and 7(b), respectively. Because481

phases I and III have the same sizes of the Brillouin zone,482

for clarity, we used the high-symmetry k-point notation483

of phase III for phase I, as indicated in Fig. 5. We also484

used the same vacuum levels in the calculations for phases485

I and III; therefore, the small difference in EF is essential.486

We define the zero of energy as the EF in phase III. The487

band structure of phase I is almost consistent with those488

of previous reports [57, 58]: The EF lies on the Re t2g489

bands. The spherical hole pocket lies around the S point,490

whereas two electron pockets are nested around the Γ491

point.492

In the band structure for phase III, the number of band493

lines is doubled because of the SOI-induced spin splitting494

associated with inversion symmetry breaking. Besides,495

the band width becomes broader, and EF is increased by496

89 meV. The calculated carrier number of electrons or497

holes in phase III is 8.7×1020 cm−3, which almost agrees498

with 8.0× 1020 cm−3 determined by the Hall effect[19].499

3. Density-of-states broadening500

The difference of the electronic states between phases501

I and III is more apparent in the calculated DOS502

shown in Fig. 7(c). In phase I, EF lies on a shoul-503

der of peak. The DOS at EF is 14.60 states eV−1 and504

per formula unit (f.u.) (spin degeneracy is included),505

which is dominated by heavy hole bands possessing506

twelvefold degeneracy due to the six Γ–Z(X) lines. In507

phase III, the peak is broadened due to structural dis-508

tortion. Therefore, the EF increases, and the DOS509

at EF decreases to 7.68 states eV−1 f.u.−1, which corre-510

sponds to the bare band specific heat coefficient γb =511

9.05 mJ mol−1K−2. Compared with the measured value512

of γ = 30.15 mJ mol−1K−2[12], we obtain a total mass513

enhancement factor of 〈m∗/mb〉 = γ/γb = 3.33 at the514

lowest temperature. The decrease in the DOS at EF515

from phases I to III is approximately 50%, which agrees516

well with the experimental estimation[17, 19].517

Notably, the DOS broadening results in an increase in518

the DOS in the lower energy region (−0.6 to −1.0 eV),519

which significantly contributes to the stabilization of520

phase III relative to phase I. The corresponding changes521

in the Re–O bonding state can be seen in the opti-522

mized crystal structure [see Fig. 6(b)]. The bond an-523

gles and lengths in the optimized structures are sum-524

marized in Table III. The Re–O(1)–Re angle rises from525

138.39◦ in phase I to 148.59◦ in phase III. Generally,526

the increase in the B–O(1I)–B angle in pyrochlore oxide527

A2B2O(1I)6O(2I) enhances the overlap between the B528

t2g and O(1I) 2p orbitals[59, 60]; thus, the orbital over-529

lap of the Re–O(1) bond is enhanced in phase III. In530

contrast, the Re–O(3)–Re angle decreases to 130.87◦ in531

phase III, which diminishes the orbital overlap. In terms532
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FIG. 6. (Color online) (a) Atomic displacements (azure arrows) around a Re atom and (b) Re4 tetrahedral unit in the optimized
crystal structure for phase III. Note that the atomic displacements of Re atoms are antiparallel to the electric dipoles (green
arrows), but they are too small to display. (c) Electric dipoles and electric toroidal dipoles (blue arrows) associated with the
potential gradient around the Re atom are depicted on a Re pyrochlore lattice. (d) Coordination environment around the
CdO8 dodecahedron. (e) Electric dipoles and electric toroidal dipoles associated with the Cd displacements are depicted on a
Cd–O(4) zincblende network interpenetrating a Re pyrochlore lattice. Note that the electric dipoles are antiparallel to the Cd
displacements.

of bond length, the Re–O(1) becomes shorter, whereas533

the Re–O(3) becomes longer in phase III, both of which534

are consistent with the enhancement and reduction of the535

orbital overlap, respectively. As the enhancement (re-536

duction) of the orbital overlap generally results in (de-537

)stabilization, the changes in the Re–O bonding states538

broaden the DOS.539

However, DOS broadening has another aspect. To see540

the details of DOS broadening, we calculated the pro-541

jected DOS (PDOS) of the Re 5d, O(1) 2p, O(2) 2p, and542

O(3) 2p states in phase III and the corresponding states543

in phase I, as shown in Fig. 7(d). The states near EF are544

primarily composed of Re 5d states and a small amount545

of O(1–3) 2p states, as expected, whereas the contribu-546

tions from the other states, such as Cd 4d, are negligibly547

small (not shown). In phase III, the contributions of the548

O(1), O(2), and O(3) states vary in energy: Among the549

O 2p states, the O(3) 2p states are dominant in the oc-550

cupied low-energy states, whereas the O(1) 2p states are551

dominant in the unoccupied high-energy states. This in-552

dicates that the O(3) 2p states are stabilized, whereas the553

O(1) 2p states are destabilized in phase III. This appears554

to be inconsistent with the changes in the Re–O bonds555

in the crystal structure.556

This counterintuitive consequence stems from the elec-557

trostatic potential associated with the Cd ion. As shown558

in Figs. 6(a) and 6(d), the O(3) displacement is in the559

direction approaching the Cd, whereas the O(1) displace-560

ment is in the direction away from the Cd. In addition,561

the Cd itself is displaced toward the O(3). Because the562

Cd ion is positively charged, the closer to the Cd, the563

lower the energy of the negatively charged O ions and564

vice versa. Thus, the changes in the O(1) 2p and O(3)565

2p states in PDOS reflect the changes in the atomic lev-566

els. It seems that the changes in both the Re–O bonding567

states and the atomic levels of O 2p states are involved568

in DOS broadening.569

4. Essential atomic displacements on energy gain570

To analyze the factors that contribute to the energy571

stabilization in phase III, we examined the contribution572

of the atomic displacement of each site. We calculated573

the evolution of energy starting from phase I along with574

displacements of the selected crystallographic sites. Fig-575
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FIG. 7. (Color online) (a) Calculated band dispersions for phase I and (b) phase III. The EF’s are indicated as horizontal
dashed lines. For phase I, the same k-point notations with phase III are used. (c) Total DOS for phases I and III. (d) PDOS of
the Re 5d, O(1) 2p, O(2) 2p, and O(3) 2p states in phase III (right), and the corresponding states in phase I (left). Note that
the PDOS corresponding to the O(1) 2p, O(2) 2p, and O(3) 2p states in phase I are equivalent to the O(1I) 2p states.

TABLE III. Bond angles and lengths in the optimized crystal
structures of phases I and III

Angle Length(Å)a

Phase I
∠Re–O(1I)–Reb 138.39◦ Re–O(1I)

b 1.9361
Phase III

∠Re–O(1)–Re 148.59◦ Re–O(1) 1.8867
∠Re–O(2)–Re 137.29◦ Re–O(2) 1.9433
∠Re–O(3)–Re 130.87◦ Re–O(3) 1.9836

a Cell parameters in phase III are fixed to a = ac/
√

2, c = ac,
where ac is the optimized lattice constant in phase I
(10.2382 Å).

b O(1), O(2), and O(3) sites in phase III are equivalent to O(1I)
site in phase I.

ure 8 shows the energy difference (∆E) as a function of576

the normalized displacement magnitude [d(X)]. Here, X577

is a subset of crystallographic sites in phase III, {Cd,578

Re, O(1), O(2), O(3)}. In a structure corresponding to579

d(X), only the selected sites X are displaced with a mag-580

nitude multiplied by d(X) which is relative to those in581

the optimized structure of phase III, with the displace-582

ments of other sites fixed to zero; i.e., d(X) = 0 corre-583

sponds to the structure of phase I and d(X) = 0.4 with584

X = {O(1), O(3)} corresponds to a structure in which585

only O(1) and O(3) are displaced by a factor of 0.4.586

First, the contributions of Re and O(2) to the energy587

change are small because their magnitudes of displace-588

ment are tiny. Next, the displacement of any single crys-589

tallographic site does not achieve any energetic benefit.590

This can be interpreted as follows: Even if only the O(3)591

approaches the Cd and gains electrostatic stabilization,592

destabilization caused by the elongated Re–O(3) bond593

may be even larger.594

Subsequently, considering the combination of displace-595

ments, we find that the subset X = {O(1), O(3)} pro-596

1.00.50.0
d(X)

 X = {Cd, Re, O(1), O(2), O(3)}
 X = {O(1), O(3)}
 X = {Cd, O(1)}
 X = {Cd, O(3)}
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FIG. 8. (Color online) Total energy change ∆E as a func-
tion of the normalized atomic displacement magnitude d(X)
for the selected crystallographic sites X. Here, X is a sub-
set of the crystallographic sites in phase III: {Cd, Re, O(1),
O(2), O(3)}. In a structure corresponding to d(X), only the
selected sites X are displaced, from the optimized structure
of phase I. The magnitude of displacements is multiplied by
d(X) relative to those in the optimized structure of phase III.
The displacements in the other sites are fixed to zero.

duces an energy gain, whereas X = {Cd, O(1)} and597

X = {Cd, O(3)} do not. This indicates that the com-598

bination of the O(1) and O(3) displacements plays an599

essential role in the stability of phase III. These displace-600

ments result in shortened Re–O(1) and elongated Re–601

O(3) bonds, which is the bond-ordered state correspond-602

ing to the 3z2 − r2-type ETQ order proposed in Ref. 6.603

Finally, adding Cd displacement here provides an en-604

ergy stabilization to the same extent as when all sites605

are displaced. Notably, the additional Cd displacement606

significantly enhances the energetic benefit and increases607

the magnitude of displacements at the minimum energy608
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FIG. 9. (Color online) (a) Charge density difference between
structures of phases I and III through the plane containing
the O(1) and O(3) sites with d(X) = 0, surrounding a Re.
[For d(X) 6= 0, they are not exactly on the same plane.] Note
that the charge density drops around the core owing to the
use of pseudopotentials. (b) Total potential map calculated
for the optimized crystal structure for phase III in the same
plane as in (a). The interval of contour levels is 25 eV.

compared with the case of X = {O(1), O(3)}. It seems609

that the Cd displacement enhances the Re–O bond order610

by electrostatically attracting O(3), reducing the elec-611

trostatic repulsion between O(3) and O(1), and then al-612

lowing the even shorter Re–O(1) bond. In this sense,613

the Cd displacement can be interpreted as an assistive614

process of the bond-ordered state to produce additional615

stabilization.616

5. ETQ order in the crystal structure617

It is instructive to visualize the ETQ moments in618

the optimized crystal structure appearing because of the619

bond-ordered state. For this purpose, we depicted the620

charge density difference between phases I and III within621

the plane containing the Re, O(1), and O(3) sites in622

Fig. 9(a) [see the three-dimensional coordination envi-623

ronment around the Re site shown in Fig. 6(a)]. The624

O(3) and Cd displacements cause a relative increase in625

the charge density within the region surrounded by the626

Cd and O(3) sites. In addition, at the opposite location627

of the Re, the O(1) and Cd displacements cause a relative628

decrease in charge density. Therefore, there is a charge629

density gradient around the Re site.630

Although Cd2Re2O7 is metal, this local “electric631

dipole” is not screened by conduction electrons. This is632

because the scale of the Thomas–Fermi screening is the633

order of an inverse of the Fermi wavenumber ∼k−1F [61],634

which is comparable to several angstroms [62]. Hence,635

a local potential gradient exists around Re, as shown in636

Fig. 9(b). Thus, Re 5d electrons experience a large an-637

tisymmetric SOI (ASOI), as demonstrated by the giant638

spin splitting in the hole FSs.639

The directions of the electric dipoles at the Re sites are640

represented in Fig. 6. The electric dipoles in a Re4 tetra-641

hedral unit form two opposing uniaxial electric toroidal642

dipole moments, which is equivalent to a 3z2 − r2-type643

ETQ moment in total [see Fig. 2 and the notation in644

Fig. 6(c)]. In the entire Re pyrochlore network, the ETQ645

moments align in the same orientation on each Re4 tetra-646

hedral unit. Note that in the opposite chirarity domain,647

the direction of the ETQ moment is the opposite. Be-648

cause this ETQ order occurs in the metallic state, we will649

call this the metallic ETQ order.650

It is worth pointing out that we can find another ETQ651

moment in the Cd–O(4) zincblende network by consider-652

ing the displacement of the Cd as an electric dipole, as653

depicted in Fig. 6(e). This is because Re and Cd are lo-654

cated at the same Wyckoff position 8f . Interestingly, the655

sign of the ETQ moment is the same as the former one in656

the Re4 tetrahedra. However, the former is more essen-657

tial than the latter because the Re 5d electrons dominate658

the electronic states near the EF.659

We would like to emphasize that the metallic ETQ660

order found in the optimized crystal structure (in real661

space) and spin-split FSs shown in Fig. 5 (in momen-662

tum space) correspond to each other through our calcu-663

lation. Thus, the agreement of the FSs between the ex-664

periments and the calculation provides indirect evidence665

of the metallic ETQ order. Therefore, our results provide666

a microscopic picture of the order in the real and momen-667

tum spaces of Cd2Re2O7 at the lowest temperature.668

IV. DISCUSSION669

A. Electronphonon and electronelectron670

interactions671

The mass enhancement, compared with the elec-672

tronic structure calculation using the conventional DFT673

method, is caused by the many-body interactions not in-674

cluded in the calculation. It is empirically known that675

even the DFT + U calculation hardly includes the mass676

enhancement[63]. Thus, we can approximately evaluate677

the mass enhancement factor by comparing the experi-678

mentally obtained m∗ with mb calculated by DFT + U679

method. The 〈m∗/mb〉 represents the FS-averaged en-680

hancement factor, which can be expressed as681

〈m∗/mb〉 = (1 + λep)(1 + λee), (2)

where the λep and λee are the electron–phonon and682

electron–electron coupling parameters, respectively.683
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The strengths of the electron–phonon and electron–684

electron interactions in Cd2Re2O7 have been controver-685

sial. The low-temperature coefficient of the T 2 term (A)686

in electrical resistivity is one of the indicators of the687

electron–electron interaction as it reflects the electron–688

electron scattering. The value of A was evaluated as689

9(4)×10−3 µΩ cm K−2[12] after subtracting the Koshino–690

Taylor contribution due to the nonmagnetic impurity691

scattering[64, 65]. The Kadowaki–Woods ratio RKW =692

A/γ2 using A is 10(5)µΩ cm mol2 K2 J−2, which is com-693

parable to the universal value ∼10µΩ cm mol2 K2 J−2[66]694

for the heavy Fermion system, even though 〈m∗/mb〉 of695

Cd2Re2O7 is considerably smaller than those observed in696

heavy Fermion materials (100–1000). Thus, the electron–697

electron interaction in Cd2Re2O7 is presumably strong.698

For the electron–phonon coupling, all experiments on699

the superconducting properties provide evidences of the700

weak-coupling nature: The superconducting gap ∆(0)701

and the magnitude of the specific heat jump ∆Ce at Tc702

were evaluated as ∆(0)/kBTc = 1.84–2.5 [17, 31, 67, 68]703

and ∆Ce/γTc = 1.15–1.29 [30, 31], respectively, both704

of which are comparable to the weak-coupling Bardeen-705

Cooper-Schrieffer (BCS) values (1.76 and 1.43, respec-706

tively). Therefore, the electron–phonon coupling should707

be small.708

In contrast, the small spin magnetic susceptibility χs =709

1.38× 10−4 cm3 mol−1 and large γ yield an anomalously710

small Wilson ratio RW = 0.34[17, 19], which is generally711

unity for free electrons and two for strongly correlated712

electrons[69]. Such a small value of RW typically indicate713

that the electron–electron coupling is small and/or the714

strong electron–phonon coupling mostly enhances γ, but715

not χs.716

To overcome these discrepancies, we evaluated the λep717

and λee to facilitate the quantitative discussion. With the718

assumption of a phonon-mediated BCS superconductiv-719

ity in Cd2Re2O7, the McMillan equation[70] yields the720

λep as721

λep =
µ∗ ln (1.45Tc/ΘD)− 1.04

(1− 0.62µ∗) ln (1.45Tc/ΘD) + 1.04
(3)

for µ∗ ≤ λep ≤ 1.5, where ΘD is the Debye temperature722

measured as 458 K[31], and µ∗ is the Coulomb pseudopo-723

tential parameter. Using the Benneman and Garland724

empirical formula[71], µ∗ can be estimated as725

µ∗ =
0.26N(EF)

1 +N(EF)
, (4)

where N(EF) is the DOS at EF in units of726

states eV−1 atom−1. Because N(EF) = 0.698 from our727

calculation, µ∗ is calculated as 0.107, which is slightly728

lower than the standard value of 0.13. Therefore, λep729

is obtained from Eq. 3 as 0.380. This value is consis-730

tent with the weak-coupling scenario. Subsequently, us-731

ing 〈m∗/mb〉 and λep values, we obtain λee = 1.41; this732

indicates that m∗ is mainly enhanced by the electron–733

electron interaction, as expected from the RKW. The734

large λee is in line with the fact that we need U = 4.5 eV735

to reproduce the observed FSs in our calculation.736

By comparing the λep, λee, and RW values with re-737

lated compounds, it is clear that a small RW value does738

not necessarily indicate a small electron–electron inter-739

action and/or a large electron–phonon interaction and740

that there is a hidden factor making RW small (see Ap-741

pendix E).742

B. Driving force of the metallic ETQ order743

In the early study, the mechanism of the phase tran-744

sition from phase I to the noncentrosymmetric phases745

was speculated as being similar to a band Jahn–Teller746

effect[19], where the energy of the occupied (unoccupied)747

band decreases (increases) owing to symmetry reduction.748

Indeed, according to our study, half of the spin-split hole749

FS (FS7) almost disappears, and the other part of the750

spin-split hole FS (FS8) becomes significantly large in751

phase III (see Fig. 5); this situation is similar to the752

spin-split version of the band Jahn–Teller effect associ-753

ated with an inversion-symmetry breaking. In addition,754

in terms of the DOS, the band Jahn–Teller effect is char-755

acterized by large DOS in a high symmetry phase [21],756

which is also the case with Cd2Re2O7 where EF lies on757

the shoulder of the DOS peak in phase I [see Fig. 7(c)].758

However, our calculation revealed that this is only par-759

tially true and is not likely the total picture of the phase760

transition. This is because EF rises from phase I to III761

owing to DOS broadening; therefore, the energy gain by762

spin splitting near EF is limited.763

Another mechanism recently theoretically proposed in764

Ref. 3 is the odd-parity electronic nematic state driven by765

Pomeranchuk-type Fermi-liquid instability in the p-wave766

spin interaction channel. This instability arises when767

metals with inversion symmetry have both a strong SOI768

and electron–electron interaction. Indeed, we confirmed769

the large spin splitting of the FSs owing to the strong SOI770

and obtained a λee of 1.41, which highlights the strong771

electron–electron interaction. The theory predicts the772

formation of the odd-parity multipolar order as a conse-773

quence of a Fermi-liquid instability, which is consistent774

with the metallic ETQ order in our optimized crystal775

structure. Importantly, the bond order of Re–O(1) and776

Re–O(3) associated with the metallic ETQ order plays an777

essential role in the energy stabilization in phase III. In778

this respect, it is plausible that the metallic ETQ order779

in phase III is driven by a Fermi-liquid instability.780

V. CONCLUSION781

We studied the electronic states of Cd2Re2O7 at the782

lowest temperature by combining quantum oscillations783

and electronic structure calculations. Based on the opti-784

mized crystal structure obtained by the DFT + U calcu-785

lation with the symmetry constrained to the I4122 space786
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group, we successfully obtained the electronic states that787

satisfactorily reproduced complex spectra of the observed788

quantum oscillations. The determined FSs highlight the789

giant spin splitting in the hole FSs, demonstrating the790

strong influence of the ASOI. In addition, we confirmed791

the strong electronic correlation by evaluating the λee792

as 1.41. In the optimized crystal structure, we visualized793

the 3z2−r2-type metallic ETQ order characterized by the794

potential gradient around the Re sites owing to the Re–795

O bond order. Our results demonstrate the microscopic796

picture of the metallic ETQ order in real and momentum797

spaces, which is presumably driven by a Fermi-liquid in-798

stability associated with the strong SOI and electronic799

correlation.800

As future prospects, we expect the quantitative predic-801

tion of the various properties anticipated in the metallic802

ETQ state in phase III based on the electronic states803

obtained in this study. In addition, to observe the off-804

diagonal responses in experiments, it is inevitable to align805

not only the tetragonal domains[20] but also the chirality806

domains observed in Ref. 35. Thus, a method to produce807

an energy difference between the opposite chirality do-808

mains is required. If one can quantitatively estimate the809

possible ways to achieve this based on the calculated elec-810

tronic states, it will significantly promote the realization811

of experiments. In addition, we expect that the param-812

eters and techniques used in this study will be applied813

to elucidate the electronic states of phase II and high-814

pressure phases. Furthermore, in our study, we were un-815

able to clarify how the strengths of the electronic corre-816

lation and SOI are involved in determining the ordering817

manner. Thus, it would be interesting to investigate the818

hypothetical stable structures by varying these parame-819

ters using the technique demonstrated in Ref. 72.820

Appendix A: U and J dependences of the optimized821

structure and their electronic states822

Figure 10(a) shows the U dependence of the atomic dis-823

placements in the optimized structure of phase III with J824

fixed to 0.3 eV. Displacements δx or δz of Cd, Re, O(1),825

O(2), and O(3) are measured from the phase I struc-826

ture optimized with U = 4.5 eV and J = 0.3 eV and are827

plotted against U . The vertical axes are oriented such828

that the upper part of the graph corresponds to larger829

displacements. At U = 0 eV, the magnitudes of all dis-830

placements are considerably larger than the experimental831

values obtained at 4 K (see Table. II). As U increases, the832

relatively large displacements of Cd, O(1), and O(3) de-833

crease at accelerated rates and approach the experimen-834

tal values. For atoms with relatively small displacements,835

the Re displacement exhibits a monotonic increase with836

increasing U , whereas the O(2) displacement has a mini-837

mum at approximately U = 4 eV and increases for higher838

U values.839

Corresponding to the optimized structures with vari-840

ous U values, the carrier number of electrons (ne) or holes841

(nh) varies with U . Figure 10(b) shows the ne (= nh) as842

a function of U . At U = 0 eV, ne = 6.0 × 1020 cm−3,843

which is slightly smaller than the experimental value844

8.0×1020 cm−3[19]. As U increases, ne increases and ap-845

proaches the experimental value at approximately U =846

4.0–4.5 eV.847

Figures 11(b), 11(c), 11(d), and 11(e) show the simu-848

lated Fourier-transformed spectra as a function of field849

direction based on the crystal structures optimized with850

U = 0, 4.0, 4.5, and 5.0 eV, respectively. A typical851

fq = B1/2/m∗ is used in the simulation. As indicated852

by the same color scales as those shown in Fig. 4(e),853

shown at the bottom, the deeper color corresponds to854

a larger amplitude, and we used different colors for the855

branches derived from each FS. Figure 11(a) is the angu-856

lar dependency of the observed fundamental frequencies857

shown for the ease of comparison. At U = 0 eV, the858

spectra are completely different from those of the exper-859

iments; the sizes of FS11 and FS12 are too small, and860

the ε3–7 branches of FS9 are absent. At U = 4.0 eV,861

the spectra are similar to the experimental results, but862

still have insufficient parts; the γ1, γ2, γ4–7, γ11, and863

γ12 branches derived from the large hole pocket of FS8864

around point Z are completely absent. At U = 4.5 eV,865

we obtained the simulation closest to the experimental re-866

sults as described in the main text. This U value agrees867

with the range in which the carrier number coincides with868

the experiment. At U = 5.0 eV, the spectra become dif-869

ferent from the experimental results; the ε6, γ5, and γ12870

branches become larger than those at U = 4.5 eV. There-871

fore, we conclude that the calculated electronic structure872

with U = 4.5 eV best describes the real electronic struc-873

ture.874

This U value is slightly larger than U = 3.0 eV used in875

a previous study[38]. However, the value used in the pre-876

vious study was calculated for impurity states in Rb[73].877

In general, U is not transferable from one material to an-878

other. For reference, we obtained U = 4.2 eV from the879

calculation based on the phase I structure of Cd2Re2O7880

and using the linear-response method as implemented881

in Quantum ESPRESSO[74]. This value is consistent882

with U = 4.5 eV determined by the quantum oscillation883

spectra. Therefore, our conclusion of U = 4.5 eV is rea-884

sonable from a computational viewpoint.885

Next, we present the dependence of the optimized886

structural parameters and their corresponding electronic887

states on J with U fixed at 4.5 eV. Figure 10(c) shows the888

dependence on J of the atomic displacements in the opti-889

mized structure of phase III. It is apparent that the vari-890

ation in the structural parameter is minimal in the range891

of J = 0.1–0.5 eV. Figure 12 compares the simulated892

Fourier-transformed spectra corresponding to the calcu-893

lation conditions and the structural parameters given in894

Fig. 10(c). The differences in the quantum oscillation895

spectra are almost negligible. Therefore, it is difficult to896

determine a reasonable value of J by comparing the sim-897

ulated and observed spectra, and thus the use of a typical898

value of J = 0.3 eV does not affect on our results.899
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FIG. 10. (Color online) (a) Atomic displacement coordinates δx or δz for Cd, Re, O(1), O(2), and O(3) in the optimized
structure of phase III as a function of the screened Coulomb parameter U used in the optimization procedure. Five left axes
represent the vertical axis ranges for each plot. Note that the displacement is larger in the upper part of the graph. The
screened exchange parameter J is fixed to 0.3 eV. All displacement coordinates are measured from the optimized phase I
structure obtained using U = 4.5 eV and J = 0.3 eV. (b) Carrier number of electrons (ne) or holes (nh) as a function of U .
The carrier numbers correspond to the optimized crystal structures in (a). (c) Atomic displacement coordinates δx or δz for
Cd, Re, O(1), O(2), and O(3) in the optimized structure of phase III as a function of J used in the optimization procedure.
The value of U is fixed to 4.5 eV. The configuration of the vertical axes and the definition of the displacement coordinates are
the same as in (a).

Appendix B: Simulated Fourier-transformed spectra900

Figures 13(a), 13(b), and 13(c) show the color image of901

the Fourier transformed spectra as a function of the field902

direction calculated using fv, fσ, and fτ , respectively.903

Appendix C: Low temperature symmetry904

Most of the observed quantum oscillations can be re-905

produced well using electronic states calculated based on906

the I4122 space group. Therefore, the symmetry of the907

crystal at the lowest temperature seems to be “almost”908

I4122. However, a four-fold split structure was observed909

around the γ15 branches, suggesting the possibility that910

the X and Y domains of the I4122 phase may split into911

four types because of the tiny orthorhombic distortion.912

Actually, there are two other possibilities: Twinning in913

the crystal and the magnetic breakdown between adja-914

cent orbits. The former is unlikely because similar splits915

have not been observed in other branches originating916

from the X and Y domains. The latter is also unlikely917

because the four-fold split structure is visible over a wide918

angular range of ±θ = 0–30◦. Hence, we focus on the919

possibility of the tiny orthorhombic distortion.920

The energies of phases II (I 4̄m2) and III (I4122) are921

suspected to be very close[56]. In addition, a linear com-922

bination of distortions in the I 4̄m2 and I4122 phases re-923

sults in the orthorhombic phase of the F222 space group.924

Therefore, if a quantum fluctuation occurred from the925

I4122 phase to the I 4̄m2 phase, it would possibly appear926

as a small distortion to the orthorhombic F222 phase.927

Reference 56 pointed out that the T1u soft phonon mode928

corresponding to the distortion in the I 4̄m2 phase may929

be related to the emergence of superconductivity if the930

symmetry of the low-temperature phase is I4122. It is931

possible that the fluctuation of the T1u soft phonon mode932

freezes and appears as a tiny distortion to the F222 sym-933

metry. As far as we infer from the size of the splitting of934

the γ15 branch, this distortion to the orthorhombic struc-935

ture is so small that it may be difficult to observe, even936

using methods such as X-ray diffraction. The presence of937

this small distortion to the F222 phase should be verified938

using high-precision measurements such as NMR.939

We also need to supplement our results on struc-940

tural optimization with the symmetry constrained to the941

F222 space group, which is mentioned in the main text.942

Because the symmetry breaking to the F222 phase, if943

present, would be expected to be very small, a calcula-944
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FIG. 11. (Color online) (a) Angular dependence of the observed frequencies without higher harmonics. This is the same as
Fig. 4(d). (b) Angular dependence of the Fourier-transformed spectra simulated based on calculated electronic states optimized
with U = 0.0 eV, (c) U = 4.0 eV, (d) U = 4.5 eV, and (e) U = 5.0 eV. J is fixed to 0.3 eV. In all calculations, Eq. 1 with

fq = B1/2/m∗, TD = 0.1 K, and T = 50 mK were used for the simulations of quantum oscillations, and a field range of 5–17.5 T
was used for the Fourier transformation. Higher harmonics are neglected. The colors indicate the corresponding FSs for each
branch, and a deeper color corresponds to a larger amplitude (A), as shown in the color scales at the bottom. (d) is the same
as Fig. 4(e).

tion with insufficient accuracy may easily diminish the945

stability of the F222 phase. Thus, a calculation method946

superior to the one we have used would, possibly enable947

the F222 structure to be stabilized in the calculation.948

This point would have to be verified in future studies.949

Appendix D: Distribution of cycrotron effective950

mass on each orbit951

Here, we focus on the m∗/mb for each orbit of FSs.952

Figure 14 shows the m∗/mb of each orbit as a function953

of F . The observed m∗/mb’s are distributed near the954

〈m∗/mb〉. A closer look shows that the small F ’s vary955

relatively widely around 〈m∗/mb〉. This is generally be-956

cause the smaller the F , which is proportional to the957

cross-section of the FS, the more susceptible to effective958

mass distribution on FSs. In contrast, large F values959

are concentrated at approximately 2.5, which is smaller960

than 〈m∗/mb〉; this is slightly different from the cases961

of KOs2O6[75] and CsOs2O6[76], where the m∗/mb’s are962

uniformly distributed above and below 〈m∗/mb〉. Recall-963

ing that we anticipate a large m∗/mb in FS10, where no964

oscillation was observed despite the large simulated am-965

plitude, we might suspect that only m∗/mb in FS10 is966

exceptionally large among the FSs [77]. This was com-967

pletely unexpected because the FSs of Cd2Re2O7 consist968

of intricately hybridized and spin-split bands; thus, there969

may be no reason for the mass enhancement to be large970

only at a particular FS [78]. This remains a mystery and971

should be revisited in future studies.972
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FIG. 12. (Color online) (a) Angular dependence of the Fourier-transformed spectra simulated on the basis of the calculated
electronic states optimized with J = 0.1 eV, (b) J = 0.3 eV, and (c) J = 0.5 eV. U is fixed to 4.5 eV. In all calculations, Eq. 1

with fq = B1/2/m∗, TD = 0.1 K, and T = 50 mK were used for the simulations of quantum oscillations, and a field range of
5–17.5 T was used for the Fourier transformation. Higher harmonics are neglected. The colors indicate the corresponding FSs
for each branch, and a deeper color corresponds to a larger amplitude (A), as shown in the color scales at the bottom. (b) is
the same as in Fig. 4(e).

TABLE IV. Comparison of the Tc, 〈m∗/mb〉, λep, λee, RKW, and RW values with related compounds.

Compound Tc (K) 〈m∗/mb〉 λep λee RKW (µΩ cm mol2 K2 J−2) RW

Cd2Re2O7 0.97 3.33 0.380 1.41 ∼10 0.34[17, 19]
KOs2O6[79] 9.6 7.3 1.8a 1.3a 29 0.14
RbOs2O6[79] 6.28 4.38 1.33a 0.65a 16 0.36
CsOs2O6[79] 3.25 3.76 0.78a 1.11a 4.3 0.48
Th7Co3[80] 1.80 1.33 0.56 −0.15b 3.1 0.3
κ-(BEDT-TTF)2Cu(NCS)2[81] 10.4 3.9 0.33c 2.0 –d 0.97e

a The λep value is evaluated using the McMillan formula refined by Allen and Dynes[82] with strong-coupling correction[83]. The λee
value is evaluated as the residual enhancement of γ.

b Probably, λep is slightly overestimated.
c The λee value is evaluated using the cyclotron resonance spectra, where only the electron–phonon interaction affects electrons.
d The value is 1.8× 107 µΩ cm mol2 K2 J−2, which is not appropriate for comparison with the others because dimensionality has a

significant effect [84].
e Evaluated from χs and γ from Refs. 85 and 86, respectively.
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Appendix E: Comparison of λep and λee973

It is instructive to compare the obtained values974

with the related compounds; the Tc, 〈m∗/mb〉, λep,975

λee, RKW, and RW values are compared in Ta-976

ble IV with AOs2O6 (A = K, Rb, Cs), Th7Co3,977

and κ-(BEDT-TTF)2Cu(NCS)2. The β-pyrochlores,978

AOs2O6, show rattling-induced superconductivity[79]979

and share a similarity with Cd2Re2O7 in terms of the980

5d pyrochlore metallic system. The λee and RKW val-981

ues of Cd2Re2O7 and AOs2O6 are comparable. Thus,982

the strong electron–electron coupling may have an in-983

trinsic origin in the pyrochlore lattice of the 5d system.984

In contrast, λep of Cd2Re2O7 is smaller than any of the985

AOs2O6. This is because AOs2O6 exhibits enhanced986

electron–phonon interaction due to the rattling, whereas987

Cd2Re2O7 does not. In AOs2O6, the electron–phonon988

coupling enhanced by the rattling increases in the order989

of A = Cs, Rb, and K, as evidenced in λep. Hence, the990

small RW values are understood because of the enhanced991

electron–phonon coupling because the RW decreases in992

that order[79]. However, the RW values of RbOs2O6 and993

CsOs2O6 are smaller than unity, although they are rela-994

tively close to the weak-coupling superconductors. In ad-995

dition, in Th7Co3, a weak-coupling noncentrosymmetric996
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superconductor without rattling, a RW as small as that of997

Cd2Re2O7 has been observed[80]. Even in organic super-998

conductors, in which electronic structures are relatively999

simple, κ-(BEDT-TTF)2Cu(NCS)2 has the RW close to1000

unity[85, 86] despite having λep and λee comparable to1001

and greater than those of Cd2Re2O7, respectively[81].1002

Therefore, from these examples, we can reasonably con-1003

clude that a small value of RW does not necessarily indi-1004

cate a small electron–electron interaction and/or a large1005

electron–phonon interaction; another factor that makes1006

RW small is hidden.1007
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[60] M. Brühwiler, S. M. Kazakov, J. Karpinski, and1251

B. Batlogg, “Mass enhancement, correlations, and1252

strong-coupling superconductivity in the β-pyrochlore1253

KOs2O6,” Phys. Rev. B 73, 094518 (2006).1254

[61] N. W. Ashcroft and N. D. Mermin, Solid State Physics1255

(Saunders College Publishing, 1976).1256

[62] For instance, F = 1824 T of the γ10 frequency at B ‖1257

〈111〉 corresponds to k−1
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[72] T. Radzyński and A.  Lusakowski, “Influence of Spin-1292

Orbit Interaction on Band Structure and Elastic Proper-1293

ties of PbTe,” Acta Phys. Pol. A 116, 954 (2009).1294

[73] I. V. Solovyev, P. H. Dederichs, and V. I. Anisimov,1295

“Corrected atomic limit in the local-density approxima-1296

tion and the electronic structure of d impurities in Rb,”1297

Phys. Rev. B 50, 16861 (1994).1298

[74] M. Cococcioni and S. de Gironcoli, “Linear response ap-1299

proach to the calculation of the effective interaction pa-1300

rameters in the LDA + U method,” Phys. Rev. B 71,1301

035105 (2005).1302

[75] T. Terashima, N. Kurita, A. Kiswandhi, E.-S. Choi, J. S.1303

Brooks, K. Sato, J.-i. Yamaura, Z. Hiroi, H. Harima,1304

and S. Uji, “Large and homogeneous mass enhancement1305

in the rattling-induced superconductor KOs2O6,” Phys.1306

Rev. B 85, 180503(R) (2012).1307

[76] T. Terashima, S. Uji, Y. Nagao, J. Yamaura, Z. Hiroi,1308

and H. Harima, “Fermi surface in the superconducting1309

β-pyrochlore oxide CsOs2O6,” Phys. Rev. B 77, 0645091310

(2008).1311

[77] Because the carrier number in FS10 is 11.5% of the total,1312

assuming m∗/mb = 2.5 for the other carriers, the upper1313

limit of m∗/mb for FS10 is estimated to be ∼10.1314

[78] For reference, in KOs2O6 and CsOs2O6, the m∗/mb dis-1315

tribute within only ±20% around the 〈m∗/mb〉.1316

[79] Y. Nagao, J.-i. Yamaura, H. Ogusu, Y. Okamoto, and1317

Z. Hiroi, “Rattling-Induced Superconductivity in the β-1318

Pyrochlore Oxides AOs2O6,” J. Phys. Soc. Jpn. 78,1319

064702 (2009).1320

[80] M. Sahakyan and V. H. Tran, “Physical properties and1321

electronic band structure of noncentrosymmetric Th7Co31322

superconductor,” J. Phys.: Condens. Matter 28, 2057011323

(2016).1324

[81] T. Kawamoto and T. Mori, “Many-body effect on the su-1325

perconducting transition temperature in layered organic1326

superconductors,” Phys. Rev. B 74, 212502 (2006).1327

[82] P. B. Allen and R. C. Dynes, “Transition temperature of1328

strong-coupled superconductors reanalyzed,” Phys. Rev.1329

B 12, 905 (1975).1330

[83] F. Marsiglio and J. P. Carbotte, “Strong-coupling correc-1331

tions to Bardeen-Cooper-Schrieffer ratios,” Phys. Rev. B1332

33, 6141 (1986).1333

[84] A. Jacko, J. Fjærestad, and B. Powell, “A unified expla-1334

nation of the KadowakiWoods ratio in strongly correlated1335

metals,” Nature Phys. 5, 422425 (2009).1336

[85] K. Kanoda, “Metal–Insulator Transition in κ–(ET)2X1337

and (DCNQI)2M: Two Contrasting Manifestation of1338

Electron Correlation,” J. Phys. Soc. Jpn. 75, 0510071339

(2006).1340

[86] B. Andraka, J. S. Kim, G. R. Stewart,1341

K. D. Carlson, H. H. Wang, and J. M.1342

Williams, “Specific heat in high magnetic field1343

of κ-di[bis(ethylenedithio)tetrathiafulvalene]-1344

di(thiocyano)cuprate [κ-(ET)2Cu(NCS)2]: Evidence1345

for strong-coupling superconductivity,” Phys. Rev. B1346

40, 11345 (1989).1347

[87] D. Rojas, L. Fernández Barqúın, C. Echevarria-Bonet,1348
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