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Observations of electron-hole asymmetry in transport through graphene devices at high magnetic
field challenge prevalent models of the graphene quantum Hall effect. Here, we study this asymmetry
both in conventional magnetotransport and in scanning gate microscopy maps measured in an
encapsulated graphene constriction. We reveal that the presence of upstream modes and local doping
in the vicinity of electrical contacts leads to a totally different picture of topological breakdown for
electrons and holes, explaining the observed asymmetry.

Injecting and collecting charges in two-dimensional
electronic systems (2DESs) through ohmic contacts look
like easy tasks, with most models describing contacts as
smooth extensions of the 2DES. However, in the quan-
tum Hall (QH) regime, the topic is far from trivial as
charge carriers flow in different topologically-protected
quantum Hall edge channels (QHECs). Indeed, good
coupling of these channels with the contacts involve no
backscattering of incoming QHECs and perfect equili-
bration in the injection of carriers in the different outgo-
ing QHECs. Fulfilling these two criteria proves difficult
because of the complex interface between the metallic
contacts and the 2DES1–3.

In the graphene QH regime, the situation is even more
cumbersome, for two reasons at least. First, state-of-
the-art QH devices rely on graphene encapsulation in
hexagonal boron nitride (hBN) and on one-dimensional
line-contacts obtained by depositing metal on the flanks
of the device4. Such abrupt metal-graphene contact was
shown to potentially destroy electron-hole symmetry5.
Second, different experimental results indicate that up-
stream (i.e. counterpropagating) QHECs can flow along
device edges6–11. The origin of upstream modes is as-
cribed to a peculiar shape of the confining potential at
the edges, leading to Landau levels being crossed twice
by the Fermi energy12.

Two explanations were invoked for the latter potential
profile: either an inhomogeneous screening of the back
gate potential, related to fringing fields12–14 or impuri-
ties at device edges8,11. Both hypothesis lead to charge
accumulation at device borders15. However, charge ac-
cumulation does not seem to be ubiquitous: recent
spatially-resolved investigations of QHECs in graphene
devices equipped with graphite back-gate did not show
any sign of upstream QHECs16. The conditions for the
emergence of upstream modes are therefore still to be
clarified.

Thanks to scanning gate microscopy (SGM), topolog-
ical breakdown of the QH effect has recently been shown
to originate from the coupling of up- and downstream
QHECs along the very same edge in this material8,10.

In particular, we showed that the coupling is achieved
through the localized states of antidots located along the
edges10. Importantly, the latter SGM experiments have
essentially focused on hole-type charge carriers and evi-
dences for the same mechanisms for electron-type charge
carriers remain elusive.

In this letter, we combine transport and SGM
with tight-binding simulations to study the topological
breakdown of graphene QHECs in the case of electrons
and holes. Our results reveal that contacts lead to a
different spatial configuration of upstream QHECs for
both types of charge carriers. This asymmetry is at
the origin of distinct mechanisms causing a topological
breakdown on the electron and hole sides.

The studied sample, depicted in Fig. 1a, consists in a
monolayer of graphene encapsulated between two hBN
flakes17 (see supplemental materials18, section S1). The
longitudinal resistance Rxx is measured via line con-
tacts made of gold deposited on a thin adhesion layer
of chromium4. Inherently to this contact layout, they
overlap the heterostructure. Charge carrier density is
varied using a back gate voltage Vbg and a magnetic field
B is applied perpendicularly to the graphene plane. We
furthermore use a sharp metallic SGM tip, biased at a
voltage Vtip to change locally the charge carrier density.

A fan diagram is presented in Fig. 1b. The white
stripes correspond to vanishing Rxx and indicate that
QHECs are topologically protected, so that charge carri-
ers backscattering is forbidden. Interestingly, the filling
factors positions obtained by fitting these regions (blue
dashed lines) do not correspond to the theoretical values
obtained from a capacitance model (white dashed lines).
It suggests a discrepancy between the bulk and the edge
filling factor (see supplemental materials18, section S2).
Furthermore, at low positive Vbg and above B = 4 T,
Rxx exhibits extremely large and irregular fluctuations.
Such an asymmetric and perturbed behavior has already
been reported in19 and is relatively common in the case
of encapsulated graphene devices. In order to stand at
the verge of this regime, we limit our measurements to
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FIG. 1. (a) Artist view of the experimental setup. (b) Rxx

map as a function of Vbg and B. The blue lines indicate the
positions of the filling factors ν = ±(4n+2) obtained by a fit
of the Rxx = 0 regions and the white lines indicate the filling
factors obtained using a theoretical capacitance model.

B = 4 T (see supplemental materials18, section S3, and
ref.20,21 therein) in the remainder of this paper. Rxx as
a function of Vbg is shown in Fig. 2a for this value of
magnetic field.

SGM maps, obtained by recording Rxx as a function
of the tip position, reveal precious information on the
origin of the coupling between QHECs. The tip per-
turbation locally tunes the coupling and, hence, the
backscattering between QHECs8,10,21–24. In turn, this
leads to concentric fringes of Rxx (local maxima or min-
ima) in the SGM map, centered on the spot where the
coupling occurs. As shown in Fig. 2b, SGM contrasts is
located along edges for holes. It is coherent with former
studies that ascribed these signatures to the presence of
upstream QHECs along the same edge, coupled with the
downstream modes flowing closer to the edge8,10. As de-
tailed in10 and in the supplemental materials18, section
S4, there is no qualitative difference in SGM contrast
between images recorded close to and far from integer
filling factor, except in the number of sets of concentric
circles. The reason for this absence of difference lies in
the presence of counter-propagating edge states. When
such states govern transport, it is not the bulk filling
factor which plays the main role, but rather the filling
factor of the edge region between counter-propagating
states, as detailed hereafter.

For electrons, however, SGM contrast is centered only

in the constriction region, as indicated with SGM fringes
with higher Rxx in Fig. 2c and with spots of lower Rxx

in Fig. 2d. Contrary to the hole case, no contrast is
found centered on the edges of the device. It is notewor-
thy that similar signatures have been found in SGM ex-
periments on classical semiconductor-based 2DESs22,23,
where there is no upstream QHEC. In these systems,
topological breakdown was assigned to the presence of
an antidot located in the vicinity of the constriction
and coupling the QHECs running at the opposite de-
vice edges.
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FIG. 2. (a) Rxx as a funcion of Vbg at B = 4 T (white
dotted line in Fig. 1b). The blue dashed lines indicate the
positions of the filling factors ν = ±(4n + 2). (b-d) SGM
maps obtained in the vicinity of the constriction for holes
(b) and electrons (c,d) (see also supplemental materials S4).
The scan area is depicted in Fig. 1a with a red rectangle for
(b,c) and with a dark blue one for (d). The Vbg values are
indicated with arrows in (a) and Vtip = 0.5 V in (b,c) and
1.5 V in (d). For holes, SGM contrast appears centered on
the sample edge (purple arrow) as well as in the center of the
constriction whereas it is located exclusively at the center of
the constriction for electrons (green arrows).

As a first hypothesis to account for electron-hole
asymmetry, one could speculate that upstream QHECs
only exist for holes. Impurities and defects along the
borders could in this case favor holes accumulation and
induce such charge asymmetry, as proposed in refs.8,11

(referred to hereafter as the “impurity model”). While
our data can not undoubtedly discard this scenario,
the impurity model alone fails to yield a full picture
of QHECs in graphene in regards to other experimen-
tal results reported in the literature6 (see supplemental
materials18, section S5). On the other hand the main-
stream theory, namely the inhomogeneous screening of
the backgate potential (the fringing field model), pre-
dicts the emergence of upstream QHECs both for holes
and electrons, and consequently an apparent charge
symmetry. In the following, we show that electron-hole
asymmetry can also be explained in the fringing field
model framework.
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In the model that we develop hereafter, we assume
that charge carriers accumulate along the edges in the
same way on the electron and hole sides. The bend-
ing of energy bands leads in both cases to the pres-
ence of upstream QHECs. In this scenario, electron-hole
asymmetry originates from the contacts. In particular,
the difference of work-function between graphene and
chromium, forming the adhesion layer of contacts, yields
a hole-type doping below the metallic regions overlap-
ping the stack illustrated in Fig. 3a. The work-function-
induced difference of the potential can be approximated
by25,26

∆φ =

√
1 + 2αe|WCr −WG| − 1

α
, (1)

where WCr = 4.5 eV27 (note that WCr depends
on crystal orientations as discussed in supplemental
materials18, section S7, and ref.27–29 therein) and WG =
4.48 eV25 are the work-functions of chromium and
graphene respectively and α = 2e2thBN/(εhBNπ~2v2F )
with thBN ∼ 20 nm the vertical distance between
graphene and the overlapping metal, 2 < εhBN < 4 the
hBN permittivity and vF ∼ 106 m/s the Fermi veloc-
ity of graphene. With these data, we find 6 < ∆φ < 8
meV. As a result, charge carrier density is larger below
the overlapping metal, with respect to the bulk, when
the bulk is doped with holes, whereas it is smaller for
an electron-doped bulk.

In the QH regime, this modulation of charge carrier
density has an important influence on the QHECs spa-
tial configuration in the vicinity of the contacts, which
differs for holes and electrons, as illustrated in Figs.
3b,c. In this schematic, upstream QHECs flow along the
edges where one of the bent Landau levels crosses twice
the Fermi energy. This is illustrated in Fig. 3d and f for
holes and electrons respectively, using a schematic draw-
ing of the potential profile close to device edges. How-
ever, this picture is no longer valid around and below the
contacts pads, i.e., in the doped orange-shaded region
in Fig. 3b-c. For holes, the inner (clockwise) QHEC cir-
cumvent the contact zone, due to the increase of holes
density (Fig. 3e). For electrons, the lower charge den-
sity close to the contacts (Fig. 3g) leads to the merging
of the inner (counterclockwise) with the closest clock-
wise QHECs (Fig. 3c). These QHECs are therefore
perfectly equilibrated.

To go beyond the above-described qualitative model,
we performed tight-binding simulations, using the
KWANT package30 (see supplemental materials18, sec-
tion S8, and ref.31 therein). Maps of the absolute value
of the on-site potential around the contacts are shown
in Fig. 3h for holes and in Fig. 3i for electrons. They
feature an increase of charge carrier density along the
edges, proportional to the bulk density, in addition to a
constant positive offset energy ∆E = 7 meV (Eq. (1))
around the contacts. The resulting current density maps
are presented in Figs. 3j,k. The QHECs are visible in
lighter tones and match the qualitative picture of Figs.
3b,c.
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FIG. 3. (a) Side view of the device (schematic) in the vicinity
of one of the contacts. (b,c) Top view of one of the sample
corner, around the contact. Due to the increase of charge
carrier density at the device borders, upstream QHECs run
along the edges (clockwise in blue and counterclockwise in
red). If the contacts dope graphene with holes, the inner
(clockwise) QHEC for holes circumvent the contact area (b)
whereas the inner (counterclockwise) QHEC for electrons
is merged with the nearest external (clockwise) QHEC (c).
(d-g) Evolution of the potential (thick line) and the three
first Landau levels (LLs) along the black dashed lines in (b)
and (c). QHECs appear where LLs cross the Fermi energy
(red dashed line). (h,i) Absolute value of the onsite poten-
tial landscape |U | used for the tight-binding simulations for
holes with Vbg = −2.4 V (h) and electrons with Vbg = 2.4
V (i). The semi-infinite leads in the simulated system are
depicted in red. (j,k) Current density maps obtained from
tight-binding calculations for holes (j) and electrons (k).

We now consider the entire sample to examine the
consequences of these different QHECs spatial configu-
rations at the contacts for holes and electrons, and the
relationship with the experimental data of Fig. 2. For
holes (left side of Fig. 4), it appears that the inner
QHEC (blue) forms a closed loop, as illustrated in Fig.
4a. In the absence of coupling with the outer QHECs
(red), this loop is topologically equivalent to a localized
state in QH theory since it is not directly coupled with
contacts and should not influence transport. The ef-
fective filling factor of the system is therefore given by
the region outside the loop (here ν = −6, in light pur-
ple). To observe the topological breakdown of QHECs,
holes running along one of the sample edges should be
backscattered to the opposite edge. This can only be
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FIG. 4. (a) For holes, the inner QHEC describes a closed
loop so that the effective filling factor is given by the light
purple area’s order (here ν = −6). (b) For electrons, the
inner (counterclockwise) QHEC forms a closed loop as it
connects with the nearest clockwise QHEC so that the filling
factor is given by the dark green area’s order (here ν = 2).
(c) For holes, SGM signatures along the edges in Fig. 2b are
caused by the coupling between upstream QHECs occurs
via an antidot located close to the constriction. (d) For
electrons, coupling between opposite border QHECs via an
antidot. (e,f) Potential landscapes of the simulated systems,
with colors corresponding to the absolute value of the onsite
potential landscape |U |, with the same parameters as in Figs.
3h,i. (g-j) Current density maps obtained for holes with
Vbg = −4.8 V (g), −3.8 V (i) and electrons with Vbg = 6.4
V (h), 7.8 V (j) as indicated with arrows in Fig. 5a.

achieved by coupling the upstream QHEC loop both on
the upper and lower sides of the sample, for example at
locations pinpointed by concentric black circles in Fig.
4a. The SGM contrast highlighted along the sample
edge in Fig. 2b is therefore the signature of one of the
two coupling spots between upstream QHECs. In par-
ticular, the coupling is achieved through an antidot, as
depicted in Fig. 4c10. By introducing these antidots in
the simulated potential landscape, with Gaussian func-
tions centered close to the edges (see the potential map
in Fig. 4e), we correctly capture the mechanism lead-
ing to holes backscattering. Fig. 4g shows a simulated
current density map where propagating QHECs are not
coupled through the antidots. This is in stark contrast
with Fig. 4i where coupling is achieved at a slightly dif-

ferent value of Vbg (calculated from EF ), so that holes
flow through the inner QHEC loop, connecting both
edges.

For electrons (right side of Fig. 4), the equilibrated
QHECs form loops running along the edges, as illus-
trated in Fig. 4b. Contrary to holes, the effective filling
factor of the system is given by the bulk (here ν = 2,
in dark green), as for conventional semiconductor-based
2DEGs. The topological breakdown of QHECs can only
be achieved by coupling the upstream QHECs of the
upper and lower sides of the sample, which can only
happen in the vicinity of the constriction, as illustrated
with concentric black circles in Fig. 4b. Electrons run-
ning along one of the edges (in a QHEC loop) can then
be backscattered to the opposite side of the device. The
SGM contrast highlighted at the center of the constric-
tion in Figs. 2c-d is therefore the consequence of the
coupling between the opposite QHECs loops through
an antidot located at the center of the constriction, as
depicted in Fig. 4d22. Simulations support this pic-
ture, when introducing an antidot at the center of the
constriction (Fig. 4f). Fig. 4h depicts a current density
map where QHECs loops are visible along the edges but
the absence of coupling with the opposite edge prevents
backscattering. When coupling is active (at different
Vbg, as in Fig. 4j), electrons flow from one edge to the
other through the central antidot and can be backscat-
tered.
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as a function of Vbg for a magnetic field B = 4 T. (b) Spatial
configuration of the QHECs at the origin of the fluctuations
in (a). (c) Spatial evolution of the potential (thick line) and
of the three first Landau levels (LLs) along the black dashed
lines in (b). (d) Current density maps obtained from tight-
binding calculations for Vbg = 4.8 V, as indicated with a red
line in (a).

The simulated Rxx and Gxy curves as a function of
Vbg (derived from the Fermi energy EF ), obtained in
this system, are presented in Fig. 5a for holes (purple)
and electrons (green). When Rxx is zero, the Hall con-
ductivity exhibits the expected plateaus for graphene
at Gxy = 4(n + 1/2)e2/h, with n an integer. Non-zero
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Rxx, accompanied by the transition between two Hall
plateaus, indicates the coupling between the opposite
device edges, due to the mechanisms discussed in Fig.
4, and the non-zero probability for charge carriers to
be back-scattered. The width of the transition between
plateaus is governed by the latter coupling, so that in
the experiment, with a larger amount of potential fluc-
tuations, the non-zero-resistance transition region may
obscure the signatures of QH effect at integer-filling fac-
tor in the low B range. Nevertheless, the edge state
picture is still valid in this regime, as shown in Fig. 4i-j,
corresponding to finite Rxx.

Another striking feature of the curve is the presence of
large Rxx fluctuations on the electron side, similarly to
the experimental data presented in Fig. 2a. These fluc-
tuations originate from extra QHECs running below the
contacts, inducing a direct backscattering of charge car-
riers in the contact area (Figs. 5b,c). This mechanism
prevents a proper equilibration between the propagating
QHECs and the contacts. In addition, current injection
is strongly hampered in this situation, preventing proper
determination of Rxx. Parasitic doping below the con-
tacts therefore explains measurements artifacts such as
the large variation of resistance even towards negative
values reported here (Fig. 2a) as well as in previous
experiments19.

In summary, we have highlighted that line contacts,
used for state-of-the-art encapsulated graphene samples,
can lead to different spatial configurations of the up-
stream QHECs on the electron and hole sides. This
yields distinct mechanisms at the origin of the QH
topological breakdown for both charge carriers types.
For holes, the breakdown occurs by coupling the up-
stream QHECs through antidots located at the device
edges whereas for electrons, all the QHECs running
along the same edge are equilibrated and the break-
down occurs through the bulk, similar to conventional

semi-conductor 2DEGs. This interpretation provides
a convincing explanation for microwave impedance mi-
croscopy results, where the QH topological breakdown
was shown to coincide either with a conducting bulk,
either with conducting edges, depending on the charge
carriers type6. However, to strengthen the connection
between theory and experiment, more extensive inves-
tigations are required, involving, e.g., different types of
contact materials and a statistically significant number
of studied devices. Nevertheless, our conclusions pin-
point the importance of considering the influence of con-
tacts when designing two-dimensional materials-based
samples, in particular when these contacts are to be
coupled with topologically protected edge channels.
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