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Due to the strong coupling between magnetism and ferroelectricity, (ND4)2FeCl5 · D2O exhibits
several intriguing magnetic and electric phases. In this Letter, we include higher-order onsite
anisotropic spin interactions to explain the ferroelectric phase transitions of (ND4)2FeCl5 · D2O
in a magnetic field and to produce the large weights of high-order harmonic components in the
cycloid structure that are observed from neutron diffraction experiments. Moreover, we predict a
new ferroelectric phase sandwiched between the FE II and FE III phases in a magnetic field. By
emphasizing the importance of the higher-order spin anisotropic interactions, our work provides a
framework to understand multiferroic materials with rich phase diagrams.

Introduction. — The interplay between charge, lat-
tice, and spin degrees of freedoms induces many fascinat-
ing phenomena in materials, including multiferroic be-
havior [1–4], colossal magnetoresistance [5, 6] and stripe
order in the cuprates [7, 8] and nickelates [9, 10]. In
the past few years, significant progress has been made in
understanding and discovering multiferroics [11–13], mo-
tivated by the promise of new technological applications
in energy transformation and signal generation and pro-
cessing. In general, there are two types of multiferroic
materials: type I, where the ferroelectricity is indepen-
dent of the magnetic order [14], and type II, which is more
interesting because the electric polarization appears as a
consequence of the magnetic order[11, 15–20].

Recently, a new type II material (NH4)2FeCl5 · H2O
with a rich phase diagram was discovered [21–23]. In
zero field, (NH4)2FeCl5 ·H2O has an incommensurate cy-
cloidal magnetic order in the ac plane with wave vector
Q = (0, 0, 0.23) r.l.u. below 6.9 K [21, 24]. An incommen-
surate sinusoidal collinear state appears between 6.9 K
and 7.5 K [21]. Ferroelectricity below 6.9 K is attributed
to the inverse Dzyaloshinskii-Moriya (DM) mechanism,
which predicts that the electric polarization is propor-
tional to (Si × Sj) ×Q, leading to an electric polariza-
tion along the a-axis [24]. These properties have been ex-
tensively discussed in previous inelastic neutron scatter-
ing (INS) experiments [25] and theoretical studies based
on density functional theory (DFT) [26] and spin mod-
els [27].

An exciting feature of (NH4)2FeCl5 · H2O is that the
direction of the electric polarization can be tuned by a
magnetic field [23]. When the magnetic field is applied
along the a-axis at low temperature, phase transitions
from ferroelectric I (FE I) to ferroelectric II (FE II) to
ferroelectric III (FE III) phases are observed. Neutron
diffraction measurements show that the magnetic wave
vector Q = (0, 0, ξ) r.l.u. (ξ = 0.23 at H = 0) smoothly
increases with the magnetic field in FE I, jumps to
Q = (0, 0, 0.25) r.l.u. in FE II, and then to Q = (0, 0, 0)
r.l.u. in FE III [28] (see Fig. 1). The critical magnetic
fields for these two transitions are about 2.8 T and 4.7 T
near zero temperature, respectively. In FE I and FE

II, the electric polarization lies along the a-axis; in FE
III, the electric polarization rotates to the c-axis. It has
been proposed that the microscopic mechanism of multi-
ferroicity changes from the inverse DM interaction in FE
I and FE II to p-d hybridization in FE III. While these
phase transitions are also observed when the magnetic
field is applied along the c-axis, the critical fields become
1.3 T and 2.2 T. The different critical magnetic fields
along a- and c-axes imply that the spin interactions are
not isotropic in the ac plane.

Current knowledge of the spin structure in
(NH4)2FeCl5 · H2O is limited to zero field. To un-
derstand the spin behavior of (NH4)2FeCl5 · H2O under
a magnetic field, we need to carefully consider the effect
of spin anisotropy. Previous theoretical investigations
use a simplified form for the anisotropy that cannot
explain several features of this material, including (a)
the strong third (0, 0, 3ξ) and fifth (0, 0, 5ξ) harmonics
of the FE I cycloidal state at zero field, (b) the nature
of the FE II phase with ξ = 0.25, and (c) the different
critical fields for the FE II and FE III phases along a
and c. In this Letter, we show that all these features can
be explained by introducing both second-order (K2S

2)
and fourth-order (K4S

4) terms to the anisotropy energy.
Our results imply that higher-order anisotropic spin
interactions are crucial to explain the spin properties of
(ND4)2FeCl5 · D2O and, perhaps, the magnetic phases
in other type II multiferroics.

Magnetic Anisotropy. — In general, the magnetic
anisotropy in solids is induced by the spin-orbit cou-
pling [29–31], which is given by H ′ = λS · L − µBS ·
H − 2µBL · H. Here, λ is the spin-orbit coupling
strength, S and L represent the spin and angular mo-
mentum operators, and H is the magnetic field. Integrat-
ing over the angular momentum operator in the atomic
limit, the second-order perturbative energy is E(2) ∝
−λ2ΛαβSαSβ+2µB(δαβ−Λαβ)SαHβ , where α and β are
indexes for x, y, and z. By considering crystal symme-
try, λ2ΛαβSαSβ can be reduced to K2S

2
z in SrFeO2 [16],

Sr3Fe2O5 [32], TbMnO3 [16], and Ag2MnO2 [33]. The
term 2µB(δαβ−ΛαβSαHβ) induces anisotropic g-factors.
If the spin-orbit coupling λ is strong, the fourth-order
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FIG. 1: Crystal structure and magnetic order. (a) Crystal
structure of (ND4)2FeCl5 ·D2O in the ac plane. Five different
exchange interactions are labeled with different colors. The
dashed-rectangle represents one unit cell with four Fe atoms
labeled by Arabic numbers. (b) - (e) Spin configurations for
four different FE phases.

perturbative energy E(4) ∝ −λ4UαβγηSαSβSγSη must
also be considered.

In this letter, we study the effect of the onsite
anisotropic interaction K2S

2
a + K4S

4
a in (ND4)2FeCl5 ·

D2O, where K2S
2
a and K4S

4
a originate from the second-

order and fourth-order perturbative terms. The full spin
Hamiltonian for (ND4)2FeCl5 ·D2O is given by

H =
∑
i,j

Ji,jSi · Sj +D
∑
i

(Si,b)
2 +K2

∑
i

(Si,a)2

+K4

∑
i

(Si,a)4 + gµB
∑
i

(HaSi,a +HcSi,c), (1)

where Si is the spin operator of the Fe3+ ion on site i
with length S = 5/2 and Ji,j is the exchange interaction,
which is labeled in Fig. 1(a). D, K2, andK4 are the single
ion anisotropic interactions. If not stated otherwise, we
use previous INS studies [25] to set {J1, J2, J3, J4, J5} =
{0.178, 0.0641, 0.0289, 0.0566, 0.0447} meV and D =
0.0183 meV. Notice that the early spin model only in-
cluded the easy-plane anisotropy D > 0, which makes the
spins lie in the ac plane, while ignoring the anisotropy of
the spins within the ac plane [26].

We use a variational technique [34] to solve for the
spin state by minimizing the energy as a function of vari-
ational parameters such as the wavevector (discussed in
the supplementary material [35]). Three trial wave func-
tions are used to obtain four different magnetically or-
dered states, which are labeled as FE I, FE II, FE III,
and FE IV (see Fig. 1). The magnetic wave vector is
labeled as Q = (0, 0, ξ) r.l.u.. FE I refers to the cycloidal
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FIG. 2: Phase diagrams at K4 = 0. Panel(a) plots |C3
C1
| and

|C5
C1
| as a function of K2. Panels (b) and (c) plot the evolution

of the wave vector Qc as a function of the magnetic fields Hc

and Ha, respectively.

state with ξ < 0.25; FE II and FE IV are antiferromag-
netic states with ξ = 0.25 and ξ = 0, respectively; FE
III has spins that are canted by the magnetic field with
ξ = 0. While both FE III and FE IV have ξ = 0, FE III
and FE IV are distinct states that appear at high and
intermediate to low fields, respectively.

The second-order anisotropy.— We begin with the
second-order interaction K2 and set the fourth-order
coefficient K4 to zero. Figure. 2(a) shows the phase
transition from FE I to FE IV as K2 increases.
The critical value for the phase transition is about
K2 = −0.0061 meV. A polarized neutron diffraction
experiment showed that the reflection intensities at
(0, 0, 3ξ) and (0, 0, 5ξ) are about I3/I1 = 0.0076 and
I5/I1 = 0.0038, implying that the cycloidal structure of
(ND4)2FeCl5 · D2O is distorted [21]. In our variational
approach, the ratio Ik

I1
is given by |Ck

C1
|2 because we as-

sume that the a component of the spin at site r equals
Sa(r) =

∑
k>0 Ckcos(−kQr + θk), where k is an inte-

ger, and Q = (0, 0, ξ). When k = 1, the spin state
is an undistorted cycloid. Both spin anisotropy and a
magnetic field distort the cycloid, producing higher-order
harmonics. When only second-order anisotropy is consid-
ered, the maximum predicted values of |C3/C1| (I3/I1)
and |C5/C1| (I5/I1) in FE I are about 0.038 (0.0014) and
0.0015 (2.25×10−6), much smaller than the experimental
results.
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FIG. 3: Phase diagrams for K2 = −0.22, −0.025, and −0.028 meV. (a) - (c) Phase diagrams in the plane of J4 and K4S
2/K2

for three different K2 values. (d) - (f) |C3/C1| in the cycloidal state for three different K2 values. (g) - (i) |C5/C1| in the
cycloidal state for three different K2 values.

We now study the evolution of the spin structures un-
der a magnetic field with K2 = −0.006 meV, which pro-
duces a relative large third harmonic |C3/C1| in the cy-
cloidal state. Figures 2 (b) and 2 (c) plot the change of
the wave vector Qc = ξ 2π

c with the magnetic fields Hc

and Ha, respectively, where c is the lattice constant along
the c-axis. When a field along c (Hc) is applied, FE I di-
rectly transforms into FE III. When a field along a (Ha)
is applied, FE II appears between FE I and FE III. In
the cycloidal state, the wave vector Qc weakly depends
on Hc, but it smoothly increases with Ha.

These theoretical results are inconsistent with the ex-
perimental results in two respects. First, the third and
fifth harmonics are weak compared to the experimental
values. Second, FE II is missing when the magnetic field
is applied along the c-axis. These inconsistencies can be
addressed by adding the fourth-order anisotropy.

The fourth-order anisotropy. — To understand the
fourth-order anisotropy, we calculate the phase diagrams
in the {J4,K4S

2} plane for three different values of K2 in
Fig. 3. In Figs. 3(a)- 3(c), solid symbols represent simula-
tion results and phase boundaries lie at the middle of two
data points. These plots show that FE II is located on
the right upper side and FE IV is located on the left bot-
tom side. The cycloidal phase FE I resides between FE

II and FE IV. As |K2| increases, the FE IV region grows
toward the right upper side and the FE I region shrinks.
FE I disappears when K2 < −0.028 meV. Figures 3(d)-
3(f) and Figures 3(g)- 3(i) show the weight of the third
(|C3/C1|) and fifth harmonic (|C3/C1|) components in
the cycloidal state, respectively. |C3/C1| smoothly de-
creases as |K4| increases, while there is no monotonic
behavior for |C5/C1|. The maximal value of |C3/C1| is
about 0.06 located at the left upper corner in Figs. 3(d)-
3(f), and |C5/C1| ∼ 0.03 in that parameter region shown
in Figs. 3(g)- 3(i). While these values are still smaller
than the experimental values, they are much larger than
the results at K4 = 0, especially with |C5/C1| enhanced
by a factor of ten. It has been proposed that the strong
spin-lattice interaction in (ND4)2FeCl5 ·D2O [21] induces
nonuniform spin-spin interactions that could further en-
hance the weight of the third and fifth harmonics. It
would be interesting to study the effect of the spin-lattice
interaction in (ND4)2FeCl5 ·D2O, but such a study is be-
yond our current focus.

Next, we study the phase transitions under a magnetic
field. To be consistent with the microscopic model pro-
posed in Ref. [25], we set J4 = 0.0566 meV. The value
K2 = −0.075 meV is used because it can produce rela-
tive large |C3/C1| and |C5/C1| in a wide region of K4
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FIG. 4: Phase transitions under the magnetic field at
J4 = 0.0566 meV and K2 = −0.025 meV. Panels (a) and (b)
plot the phase diagram in the Hc and K4 plane and in the
Ha and K4 plane, respectively. Panels (c) and (d) plot the
change of the magnetic wave vector Qc as a function of Hc

and Ha, respectively. Diamond symbols represent experimen-
tal results obtained from Ref. [28].

at J4 = 0.0566 meV, as shown in Fig. 3(e). While a
slightly different value of K2 can quantitatively change
results, the qualitative results remain the same. Fig-
ures 4(a) and 4(b) show the phase diagram in the Hc

and K4S
2/K2 plane and the Ha and K4S

2/K2 plane, re-
spectively. Compared to Figs. 2(b) and 2(c), the phase
diagram is richer when the fourth-order anisotropy is in-
cluded.

At zero magnetic field, the magnetic ground state is FE
IV for K4S

2/K2 > −0.58, FE I for −0.58 > K4S
2/K2 >

−0.78, and FE II for −0.78 > K4S
2/K2 > −1. When

a field is applied along c, both FE IV and FE II di-
rectly transform into FE III at high fields. For the
FE I state, there are two different sets of phase tran-
sitions. When −0.58 > K4S

2/K2 > −0.65, FE I trans-
forms to FE IV and then to FE III as Hc increases; for
−0.58 > K4S

2/K2 > −0.65, FE I first transforms to FE
II, then to FE IV, and finally to FE III.

The change of the magnetic wave vector Qc is different
for these two sets of phase transitions. Figure 4(c) plots
the evolution of Qc under Hc for three different values of
K4S

2/K2. For K4S
2/K2 = −0.6 (the former set of phase

transitions), Qc is independent of Hc in FE I, and jumps
to zero in FE IV. For K4S

2/K2 = −0.68 and K4S
2/K2 =

−0.76 (the latter set of phase transitions), Qc weakly
depends on Hc in FE I and then jumps to 0.25 2π

c in FE
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FIG. 5: Comparisons of FE III and FE IV. Panel (a) plots
spin angles of two neighboring sites along the c-axis. Panel
(b) plots the a component of the uniform magnetization Ma.
Crossing symbols represent the phase boundary between FE
III and FE IV. Here, J2 and K2 have the same values as those
in Fig. 4.

II. Finally, Qc is zero in FE IV and FE III. The change
of Qc for the latter phase transitions is consistent with
the results of the neutron diffraction measurements [28],
which are labeled as the diamond symbols in Figs. 4(c)
and 4(d) .

Interestingly, the phase transition under Ha is very
different from that under Hc. Rather than transform di-
rectly into FE III, FE IV transforms continuously from
FE I to FE II and then to FE III as Ha increases. Com-
pared to the case with field along c, FE IV is absent
when −0.58 > K4S

2/K2 > −0.78. We also find that
the critical value of Ha for FE III is much larger than
that of Hc. The critical value of Ha for the phase transi-
tion from FE I to FE II is close to the value of Hc when
−0.64 > K4S

2/K2 > −0.78. We plot the change of Qc
with field Ha in Fig. 4(d). Here, the increase of Qc in FE
I is more prominent than that in Fig. 4(c) for the field
along c.

In (ND4)2FeCl5 · D2O, FE II and FE III appear near
Hc = 1.5 T and Hc = 4 T or Ha = 2.7 T and Ha = 5 T,
respectively [28]. In our simulations, the critical values
of Hc (Ha) for these two states are 1.3 T (1.2 T) and 3.5
T (5.8 T) at K4S

2/K2 = −0.076 and K2 = −0.025 meV
[see the dashed line in Figs. 4(a) and 4(b)]. The small
discrepancy between our theoretical and experimental re-
sults could originate from the change of exchange and
anisotropy interactions in (ND4)2FeCl5 · D2O in a mag-
netic field [25].

Since both FE IV and FE III have zero wave vector,
they cannot be distinguished based on measurements of
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Qc. Here, we propose a different method to distinguish
FE IV and FE III experimentally. We label the spin
angles of neighbouring sites along the c-axis as θ1 and
θ2, respectively, as shown in Fig. 5(a). While θ1 and
θ2 are the same for FE III, they are different for FE
IV. Figure 5(a) plots these two angles versus the field
Hc at K4S

2/K2 = −0.68 and K4S
2/K2 = −0.76 using

J4 = 0.0566 meV and K2 = −0.025 meV. Notice that θ1
increases and θ2 decreases as Hc increases in FE IV and
that they are equal in FE III. FE IV transforms into FE
III when θ1 = θ2. We set the phase boundary between
FE III and FE IV at a data point where θ2 = θ1 and
label it as a crossing symbol in Fig. 5. Figure 5(b) shows
the a component of the magnetization |Ma|. Under Hc,
the c component of the magnetization for both FE III
and FE IV are nonzero. However, Ma is zero for FE III
and it has a finite value for FE IV. As FE IV transforms
into FE III, |Ma| rapidly vanishes. Hence, FE III and FE
IV can be experimentally distinguished by examining the
behavior of |Ma| under field Hc.

In a magnetic field, the phase transition from FE II
to FE IV is first order, while the transition from FE IV
to FE III is second order because θ1 and θ2 continuously
change near the phase boundary. If as proposed, the
electric polarization P in FE III is induced by p-d orbital
hybridization [28], then P ∝

∑
i(S ·ri)2ri would lie along

the c-axis (ri represents the vector from the Fe atom to its
nearest Cl atom or D2O). If the d-p orbital hybridization
mechanism also holds in FE IV, then P would rotate
away from the c-axis to the a-axis with a small angle
(< 0.01π), causing a small a component to coexist with a
large c component of the polarization [36]. Interestingly,
this coexistence is observed in (NH4)2FeCl5 · H2O near
Hc = 4 T [23].

Discussion and Conclusions. — We have studied the
spin model proposed for (ND4)2FeCl5 · D2O and exam-
ined the phase transitions under a magnetic field. We find
that the second-order onsite spin anisotropy alone cannot
describe the magnetic behavior of (ND4)2FeCl5 ·D2O, in-
cluding the weights of the third and fifth harmonic com-
ponents of the cycloidal state and the appearance of the
FE II state under a magnetic field along c-axis. With
the fourth-order onsite spin anisotropy, the weights of the
third and fifth harmonic components are enhanced and
all the observed magnetic states of (ND4)2FeCl5 · D2O
are obtained in our simulations. Moreover, we pre-
dict a new FE IV state in the magnetic phase dia-
gram. This state can be identified by measuring the
uniform magnetization perpendicular to the magnetic
field. The existence of the nonzero uniform magnetiza-
tion perpendicular to the magnetic field is due to the spin
anisotropy. Our results imply that the higher-order on-
site spin anisotropy is essential to explain the magnetic
properties of (ND4)2FeCl5 ·D2O.

Our results qualitatively describe phase transitions of
(ND4)2FeCl5 · D2O under a magnetic field. To quan-

titatively describe the magnetic behavior, it would be
necessary to carefully consider all parameters in the spin
model, including the change of the exchange interactions
under a magnetic field, to fine tune K2 and K4, and to
include the spin-lattice interaction proposed in Ref. [28].

It is well known that the chemical substitution can
change the spin anisotropy in solids and induce different
magnetic ground states [37]. It would be interesting to
study the effect of doping in (ND4)2FeCl5·D2O, including
the magnetic phase transitions with possible appearance
of the FE IV phase, and dynamical spin excitations. Our
theoretical work on higher-order anisotropic interactions
provides a guideline to understand the effect of doping
both in (ND4)2FeCl5 · D2O and other type-II multifer-
roics.
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