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Abstract

We report the nanoscale spin detection and electron paramagnetic resonance (EPR) spectrum

of copper (Cu2+) ions via double electron-electron resonance with single spins in diamond at room

temperature and low magnetic fields. We measure unexpectedly narrow EPR resonances with

linewidths ∼ 2− 3 MHz from copper-chloride molecules dissolved in poly-lysine. We also observe

coherent Rabi oscillations and hyperfine splitting from single Cu2+ ions, which could be used for

dynamic nuclear spin polarization and higher sensitivity of spin detection. We interpret and analyze

these observations using both spin hamiltonian modeling of the copper-chloride molecules and

numerical simulations of the predicted DEER response, and obtain a sensing volume ∼ (250nm)3.

This work will open the door for copper-labeled EPR measurements under ambient conditions in

bio-molecules and nano-materials.

I. INTRODUCTION

Electron paramagnetic resonance (EPR) spectroscopy has emerged as a versatile tech-

nique with uses in different fields of science and engineering. Spectral characteristics of

EPR signals such as intensity, lineshape and position allows one to extract information on

the properties of a magnetic system and its local environment. Such information has had

much recent use in the measurement of protein structure and dynamics [1, 2], identifica-

tion of point defects in semiconductors [3–5], paramagnetic reaction intermediates [6], and

characterization of photochemical reactions [7–9], to name a few.

Of the several widespread sensors of the EPR signal, the nitrogen-vacancy (NV) center

is of significant interest in quantum sensing [10–15]. Diamond quantum magnetometers

with NV centers have been shown to have excellent sensitivity and resolution [10–12, 16,

17]. These properties are enabled by the fact that the NV center is an atomic-scale defect

with long spin relaxation and spin coherence times even at room temperature due to the

isolation from the environment [18–22]. The NV center can also be probed optically which

makes it ideal for non-invasive detection and imaging of many biological, chemical and nano-

material applications [13–15, 23–25], including recent magnetic resonance detection of single

proteins [26, 27].
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EPR based measurements in biophysics most commonly involve labeling with nitrox-

ides [1]. Likewise, for single spin detection using NV centers in diamonds, nitroxide spin

labels have been widely used [26, 28, 29]. Recently, the developments in spin-labeling tech-

niques have led to alternative labels that use other organic radicals or paramagnetic metal

ions [2]. Particularly, spin labeling using Cu2+ has gained importance, because Cu2+ is one of

the most abundant cofactor metals in proteins, binding to several metalloproteins. Recently,

Cu2+ bound to two strategically placed histidine residues, also known as the Cu2+-dHis

motif, have provided several significant advancements towards characterization of protein

conformations [30–33]. The Cu2+-dHis motif provides nearly five-fold narrower distances

than nitroxides, potentially enhancing the resolution of EPR distance methods [30, 34].

Furthermore, the rigidity of the label enables orientation selectivity that has been shown to

correlate with the protein subunit conformation [35, 36]. An important future direction for

this research is the development of methodology that can detect the Cu2+ EPR signal at

room temperatures with high sensitivity. Cu2+ ions also have larger anisotropy in g-factors,

and larger hyperfine coupling strengths, which leads to larger splitting in the spectrum. This

could be an advantage for selective driving of the hyperfine transition lines, commonly used

for dynamic nuclear polarization and advanced quantum sensing techniques [27]. In this

work, we explore the potential of NV-centers to detect the EPR signal from Cu2+.

II. MATERIALS AND METHODS

Figure 1(a) is a schematic illustration of the setup, with NV centers located ∼ 10 − 20

nm away from the Cu-labeled molecules, while microwaves and optical illumination are used

to manipulate and detect the spin of the NV center. The sensor NV is usually driven by

a resonant spin-echo pulse sequence to zero out effects of slowly fluctuating magnetic fields

including the spin bath of 13C nuclear spins, as shown in Figure 1(c). The spin-echo pulse

effectively acts as a filter for only those fields that fluctuate at frequencies ∼ 1/τ where 2τ is

the length of the pulse sequence [10–12]. By placing another pulse to drive spin transitions

in the target molecule right at the mid-point we cause precession of the target spin, and

thereby a fluctuating magnetic field at the frequency of the spin-echo sequence which results

in a dip in the NV spin echo signal [26, 37–40]. This DEER pulse can be scanned in frequency

and time to obtain information about the target spin. As we will see later, for experimental
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reasons, we typically use two DEER pulses: one placed after the π/2 and the other after the

π pulse of the sensor NV pulse sequence, but the essential idea remains the same.

Our diamond samples are 〈100〉-cut CVD electronic grade diamond (Element Six) with

specified low concentration of native 14N (< 1 ppb). The samples were implanted with 15N

ions at 14 keV energy and dose of 1 × 109/cm2 at a 7◦ angle of incidence (INNOViON).

Our SRIM and TRIM simulations show average implantation depth to be h ∼ 20 nm. The

samples were then annealed in a tube furnace with a forming gas atmosphere (N2 and H2, 10

mTorr pressure) at 1000◦C for two hours. The graphitization of diamond surface during the

annealing is removed by reflux in a tri-acid mixture of 1:1:1 sulfuric, nitric, and perchloric

acid for an hour. A small amount of water solution containing 100 nmol of CuCl2 is mixed

into 1 mL water solution with 0.01% concentration of poly-L-lysine. A small droplet (∼ 5µL)

of the mixed solution with Cu2+ target spins is dropped on the diamond surface with the

implanted NV centers. After drying out, the target spins with poly-L-lysine residuals holding

them in position are left on the diamond surface.

The samples are placed in our confocal microscopy setup for quantum magnetometry

that is implemented with scanning sample mechanism and is described elsewhere [41]. The

diamond is placed on top of a coverslip with fabricated coplanar waveguide, which is fab-

ricated with photo-lithography and metal deposition. A tiny amount of immersion oil is

placed on the cover slip prior to placing the diamond to fill the air gap between the diamond

and coverslip and provide higher resolution. A coverslip-corrected oil immersion objective

(Olympus UPLFLN100XO2) is used to focus on the diamond surface and locate the NV

centers. The coverslip is glued to a sample holder mounted to a 3-axis piezo nanoposition-

ing stage (MadCityLabs Nano-LP100). When we scan the position of the sample mount,

a fluorescence image of implanted surface NV centers is obtained as shown in Figure 1(b).

Typical lateral resolution of our confocal microscope is ∼ 0.3µm, while longitudinal resolu-

tion is ∼ 1µm. We have observed typical saturated photon count rates ∼ 1.3× 105 counts

per second from a single NV center, because of the high NA (numerical aperture) of the

oil-immersion objective.

In DEER experiments, the microwave pulses to drive NV centers and target spins are

at different frequencies, because the zero-field splitting of NV center makes the Larmor

frequency of NV center different from typical electron spins with g ∼ 2. The microwave

circuit is implemented using two separate microwave synthesizers (PTS 3200, Windfreak

4



Tech SynthUSBII) with independent control and separate microwave switches triggered by

independent channels of an arbitrary waveform generator (Tek AWG520). The two sepa-

rate microwaves are combined and amplified before being delivered to the NV center. The

coplanar waveguide fabricated on the coverslip is connected to our microwave circuit with

soldered microwave SMA connector at one end, leaving the other end of the waveguide open.

Our setup can achieve fairly high and stable Rabi frequency (> 25 MHz) for NV centers

due to high efficiency of coplanar waveguide, corresponding to a π-pulse length of ∼ 20 ns.

To generate a constant magnetic bias field and align it with the N-V axis of the chosen NV

center, a permanent magnet is held by two rotation mounts hanging from a fixed beam. The

two rotation mounts are responsible for the azimuthal angle and polar angle independently,

resulting in controllable orientation of the magnetic field in all possible directions in space.

III. THEORY

A. Single Electron Spin DEER

Our simplified physical model for DEER assumes that the target spin is a single electron

spin near the NV center and the only interaction between the two arises from a magnetic

dipole-dipole interaction. Figure 1(d) shows the coordinate axes for the two rotating frames

of the system of the sensor NV and the target spin in the lab frame. The Hamiltonian of

this interaction can be written as,

H = − µ0

4πr3
[3(~µ1 · êr)(~µ2 · êr)− ~µ1 · ~µ2] (1)

where r is the distance between the two magnetic dipoles ~µ1 and ~µ2, and êr is the unit vector

indicating the direction of the displacement between the magnetic dipoles ~µ1 and ~µ2. In our

DEER experiments, ~µ1 is the target spin and ~µ2 is the NV center. Thus the Hamiltonian

can also be written as,

H = − ~B12 · ~µ2 (2)

where

~B12 =
µ0

4πr3
[3(~µ1 · êr)êr − ~µ1] (3)

is the magnetic field at the NV location due to the copper spin ~µ1. For small magnetic fields,

the NV center however is only sensitive to the z-component of this field, and therefore we
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can write the effective field as,

Bz = êz · ~B12 =
µ0

4πr3
[3(~µ1 · êr)(êr · êz)− ~µ1 · êz] (4)

After introducing the target spin magnetic dipole ~µ1 = γeh̄
2
ê1, where γe is the gyromagnetic

ratio for electron spin, this can be transformed to the simplified form,

Bz = ê1 ·
{µ0γeh̄

8πr3
[3(êr · êz)êr − êz]

}
= λiê1 · êi (5)

where λi and êi are the magnitude and direction of the vector representing the dipolar

magnetic field on the sensor NV spin. If we use spherical polar coordinates for the unit

displacement vector êr = (sin θr cosφr, sin θr sinφr, cos θr) we get,

λi =
µ0γeh̄

√
3 cos2 θr + 1

8πr3
(6)

êi =
[3(êr · êz)êr − êz]√

3 cos2 θr + 1
(7)

Now we can calculate the effect of this field on the sensor NV during the spin echo

sequence, neglecting all other magnetic fields from spin bath except from the target spin.

We also apply a drive DEER pulse in the middle of the spin-echo as shown in Figure 1(c),

with Rabi frequency Ω, detuning ∆ from the resonance of the target spin, and with length

tp. In that case, we can show the net phase accumulated during the sequence is,

φ = γeτλ(êB · êi)[(RB(φr)R~a(α)ê1 − ê1).êB] (8)

Here êB is a unit vector along the direction of the external magnetic field applied to the

sample, τ is the delay betwen pulses, ~a ‖ (Ω, 0,∆) represents the drive field vector in the

rotating frame, α = tp
√

Ω2 + ∆2 is the angle of rotation, RB and Ra represent rotation

operators along the êB and ~a directions. φr represents the random phase between the drive

DEER pulse and the initial microwave π/2-pulse of the NV sequence, and therefore the

applied pulse causes a random nutation dependent on the target spins position and resonant

frequency. The random orientation of the ê1 vector arises from the fact that the target

spin is not initialized to a fixed state. The measured fluoresence signal of the NV center is

therefore an ensemble average over all possible directions of ê1 and angles φr:

f(Ω,∆, tp) =

∫ 2π

0

dφr

∫ 1

−1

d(cos θ1)

∫ 2π

0

dφ1 cos
{
c[(RB(φr)R~a(α)ê1 − ê1).êB]

}
(9)
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where θ1 and φ1 are the polar angle and azimuthal angle of ê1, and c = γeτλ(êB · ê1) is the

dimensionless prefactor. The fluorescence is a function of the Rabi frequency Ω, detuning

∆ , and the pulse length tp of the DEER pulse driving the target spin. The dependence is

folded into the rotation operator R~a(α). Unfortunately, there is no analytical solution for

this integral, but we can numerically integrate (9) to calculate f(∆) or f(tp) while fixing

the other parameters. Figure 2(a) shows the prediction for the cases where ∆, the detuning

frequency of the driving microwave pulse, is varied while keeping Ω and tp fixed; while

Figure 2(b) calculates the theoretical prediction for the situation where the tp, the length of

the DEER pulse is varied.

In Figure 2(a), the parameters Ω and tp are chosen so that the driving DEER pulse

causes a π rotation of the target spin when the frequency of the driving field is on resonance

(∆ = 0). The first revival of the flurorescence signal happens when the frequency detuning

satisfies α = tp
√

Ω2 + ∆2 = 2π. The detuning at which this revival happens is therefore

given by,

∆R =

√
4π2

t2p
− Ω2 (10)

Figure 2(b) also shows the calculation for the DEER signal when the pulse length tp is varied,

which we call the DEER Rabi experiment. The frequency of the target spin drive pulse is

assumed to be on resonance ∆ = 0. Since the rotation operator R~a(α) is periodic in the time

tp, so is the function f(tp), and so our simulation only covers one time period of this rotation.

The effect of the pre-factor c is clearly seen in the figure, leading to dramatic changes in the

shape of the function f(tp). For the situation when c > 3, there is an obvious deviation from

sinusoidal behavior. In the strong coupling regime (e.g.c = 10), the fluorescence signal has

clear oscillations within one revival-period. It is worth noting that these oscillations were

mistakenly thought to be Rabi oscillations of the target spin in Ref. [38], and thus led to

incorrect 2π pulse length for the target spin. We can also see that the pre-factor needs to be

c ∼ 1 at least to achieve reasonable contrast of the fluorescence signal. In our experiments,

the typical time of the spin echo sequence τ = 6µs, thus the c = 1 condition can be met

when the depth of the NV center is h ∼ 10 nm; while h ∼ 4 nm for the c = 10 condition to

be met.
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B. Ensemble DEER

The theory of DEER experiment with single electron spins can also be extended to

multiple electron spins. Assuming the interaction between the target spins is negligible

compared to their interaction with the NV center, the magnetic field at the NV center

location is given by,

Bz =
∑
k

λkêk · êi,k (11)

where k = 1, 2, . . . , n, and n is the total number of electrons. The net phase imparted during

the spin-echo sequence is then,

φ = γeτ
∑
k

λk(êB · êi,k)[(RB(φr)Râ(α)êk − êk) · eB] (12)

And the measured fluorescence signal f ∝ 〈cosφ〉1,2,...,k,φr where 〈. . .〉1,...,k,φr is the average

over all the direction of the target spins and the random phase φr. The result is also based

on the assumption that the gradient of the bias magnetic field and the microwave driving

fields is negligible on the length-scales separating the different target spins.

For a small number of target spins nearby with different λk and êi,k, the probability has to

be carefully evaluated for each spin and averaged. However, when there is a truly large num-

ber of nearby target spins with small prefactors representing the strength of the interaction

with each spin, the net phase is the sum over many independent random contributions. As

such, by the central limit theorem, the net phase φ will tend towards a normal distribtution

with mean value 0 and variance σ2
φ. Thus we can now make sure of the well known result

that 〈cosφ〉 = exp(−σ2
φ/2), when φ is normal distributed. It can also be shown from the

expression for the φ that the variance will simply be the sum of the individual variances

which is,

σ2
φ = nc̄2 4Ω2

3(Ω2 + ∆2)
sin2(πtp

√
Ω2 + ∆2) (13)

where the prefactors c2
k have been replaced by their average value c̄2. Thus the final result

for the ensemble DEER signal is,

f(Ω,∆, tp) = exp

[
− 2nc̄2Ω2

3(Ω2 + ∆2)
sin2(πtp

√
Ω2 + ∆2)

]
(14)

Figure 3 shows the simulation of the DEER Rabi experiment on an ensemble of target

spins. In contrast to Figure 2(b), the fast oscillations of the signal with pulse length tp
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disappear even when there is strong coupling to the ensemble of target spins. As a result,

the oscillations within one period of the DEER Rabi experiment could potentially be used

to distinguish single versus ensemble of target spins for strong coupling strengths. However

the simulation result for c = 1 in Figure 2(b) and for nc̄2 = 1 in Figure 3(d) are sufficiently

similar that it may not be possible to distinguish the two cases for weak coupling strengths,

based on DEER Rabi data alone.

IV. RESULTS

A. Frequency spectrum of DEER

As introduced in Section II and shown in Figure 1(c), the DEER drive pulse is normally

applied at the same time as the π pulse applied to the sensor NV during the spin-echo

sequence. However, because we observed large artifacts in the signal caused by having two

different microwave pulses with different frequencies at the same time, the sequence was

slightly modified [38]. A pair of balanced drive pulses is applied right at the beginning and

the middle of the sensor NV echo sequence, right after the π/2 and π pulses respectively,

as shown in Figure 4(a). The sequence length τ is chosen to be at the revival caused by

the 13C Larmor frequency [11, 21]. The frequency of the DEER pulse is scanned while the

pulse length is kept fixed at 100 ns. After finding the approximate resonance (see inset to

Figure 4), we optimize the pulse length and then carry out a fine scan as shown in the main

panel of Figure 4(b). We note the linewidth (FWHM) of this resonance ∆ν = 2 MHz, which

is much narrower than expected. This data was taken with an implanted NV center (NV1)

that had coherence times T2 ∼ 1µs, measured using the spin-echo sequence.

Similar data can be obtained from other NVs, for instance DEER measurements with NV2

and NV3 are shown in Figure 5 and Figure 7 respectively, and displays several resonances.

NV2 is likely to be a native NV center (due to 14N hyperfine splitting observed in ODMR

data), and has a longer coherence time T2 ∼ 6µs, while NV3 is implanted and has similar

T2 as NV1. In Figure 5(a) the three resonances at 486 MHz, 811 MHz, and 1104 MHz with

∼ 300 MHz splitting are likely due to the hyperfine structure of Cu2+ as we explain below in

Section V C. Another interesting feature is the difference in spectral linewidths and contrast

in Figure 5(b) top and bottom plots, when we used two different spin-echo sequence lengths,
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which we also discuss below in Section V C.

B. DEER Rabi oscillations

Our next set of experiments seeks to explore the strength of the coupling between NV

and target spins. We carried out the DEER Rabi experiment with the pulse sequence shown

in Figure 6(a). The frequency of the drive pulse is fixed at the DEER resonance observed in

the earlier experiment, and the length of the drive pulse is scanned. We used the following

optimization procedure to obtain high quality data for both the DEER frequency spectrum

and Rabi oscillations: (i) Perform DEER frequency scan with driving power selected at

∼ 0 dBm and small pulse lengths, in frequency ranges where a DEER dip is expected.

Considering our small linewidth, each step of the frequency scan is ∼ 2 MHz at most. (ii)

Keep averaging until fluctuation in spectrum becomes smooth and repeatable dip shows

up. If no dips are discovered in the signal, jump to another frequency range, or change

to another pulse length and try again. (iii) Use the estimated center value of the dip as

the fixed driving frequency, and perform DEER Rabi experiment to find the proper π-pulse

length. (iv) Perform DEER frequency scan to get a better spectrum with high contrast.

The results are shown in Figure 6(b) for NV1. As described in Section III A, the signal

for the situation of a single target spin can be calculated, and by varying the pre-factor and

the microwave parameters, the theoretical prediction closely matches the experimental data.

From the data and our model, we obtain the expected values of the π and 2π pulse lengths

as shown by the red vertical lines. The observation of oscillations within one π period,

and the good fit to our model with a single target spin, strengthens our interpretation that

this signal is due to a single Cu2+ electron spin. By contrast, the data with NV2, which is

expected to be deeper due to its longer coherence time (T2 ∼ 6µs), shows no oscillations,

and is consistent with sensing of a small ensemble of electron spins. Our model for ensemble

DEER gives a good fit to the data as shown in the bottom panel of Figure 6(c). However,

another possibility that we cannot totally rule out is that the data for NV2 arises from a

single target electron spin with coupling constant c ∼ 1 as shown in Figure 2(b).

In Figure 7(a), we show the DEER Rabi data for NV2 at the other two resonance peaks

fdeer = 810 and 1104.5 MHz. For completeness Figure 7(b) also show the DEER Rabi data

from another sensor NV (NV3). The low signal to noise for NV3 is typical for many of the
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NVs we observed in our sample, possibly due to smaller coupling strength of target electron

spins near the sensor NVs. This possibility is further discussed in Section V.

V. ANALYSIS AND DISCUSSION

The observed resonances could potentially arise from intrinsic defects in diamond such

as the commonly occurring P1 center. The P1 center Hamiltonian is given by [5, 42],

HP1 = µB ~B ·
↔
g P1 · ~S + ~IN ·

↔
A · ~S − gnµn ~B · ~IN − Pz(IN,z)2 (15)

where ~S is the electron spin operator for the P1 center with spin 1/2, ~IN is the 14N nu-

clear spin operator with spin 1, gP1 is the axially symmetric g-tensor of the P1 center

gx = gy = −2.0024, gz = −2.0025, µB is the Bohr magneton, the hyperfine interaction

tensor ~A = diag(82, 82, 114) MHz, gn = 0.403 is the nuclear g-factor, µn is the nuclear

magneton, and Pz = −5.6 MHz is the quadrupole field strength. Solving this Hamiltonian

with our applied magnetic field B ≈ (114, 0, 163) Gauss where the z-axis is along the [111]

crystallographic direction of the NV and P1 center, we obtain the expected positions of the

peaks as ≈ 79, 188, 231 MHz. The observed resonances in our experiment differ from these

values significantly both in position and in the hyperfine splitting between the peaks.

Similarly, the DEER signals arising from paramagnetic dangling bonds on the diamond

surface [39] would have resonance frequency ∼ 560 MHz. Other intrinsic defects arising from

nitrogen centers such as the N1, W7, and P2 centers all have similar g-factors and hyperfine

splittings as the P1 center with variations ∼ 10% (see Ref. [5] for a comprehensive review).

We cannot rule out of course all the other possible intrinsic defects from transition metal

ions which could give rise to similar signals as we observed, but it seems unlikely to appear

in three different NV locations with slightly different resonance frequencies. For instance,

NV2 and NV3 data was taken at nearly the same magnetic fields, but the DEER resonance

frequencies for the lowest peaks differ by nearly 60 MHz. As discussed below in Section V C,

variations in the angle of the principal axes for the Cu2+ ion with respect to the magnetic

field could account for these variations in the observed DEER spectra. Interestingly, the

DEER signals from P1 centers as well as the dangling bonds of surface states on diamond

also tend to be broader than the resonances we have observed here [25, 39, 43].

The observed DEER spectrum is not consistent with a powder spectrum of Cu2+ ions
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commonly seen in high-field EPR studies [30, 44, 45]. The linewidth we observed is also much

narrower than the DEER signals from nitroxyl group or quantum sensing work carried out

in Refs. [26, 38]. If the signals were caused by clusters of metal ion complexes coordinated

by chloride or other ligand molecules on the surface, we would expect very strong dipolar

interactions between the spins which would cause significant broadening of the linewidth.

In a cluster, the broadening due to dipole-dipole interaction arises from random orientation

of the spins and the anisotropy of the interaction. In single crystals, however, the spins are

well-aligned and at low concentrations the spectrum is consequently narrow, while at higher

concentrations dipolar and exchange interactions can lead to a broadened lines with some

narrow peaks [46–48]. We interpret the narrow and difficult to measure DEER signals as

possibly arising from single Cu ions or small ensembles of Cu ions separated by larger (≈

2− 10 nm) distances trapped in the polymer matrix. Small nano-crystals of CuCl2 trapped

in the polymer are an alternate explanation but we have no independent confirmation of

such crystals. We hypothesize that the sample exists in a heterogenous state with mixture

of clusters of metal ions, single or small ensembles of separated metal ions, and possibly

nanocrystals distributed randomly and trapped by the polymer matrix. The clusters of

metal ions would have large dipolar broadening and be difficult to detect due to the lower

signal to noise. The few single ions (or possibly nano-crystals) that are close to the sensor

NV would then give rise to the narrow DEER signals we observe. In the sections below,

we analyze the Hamiltonian of the Cu2+ spin, compare the simulations to the experimental

results from DEER spectra, and estimate the approximate sensing volume.

A. Density of target copper spins

To estimate the number of target copper spins in our sensing volume, we assume the

CuCl2 molecules are uniformly distributed in the poly-L-lysine residuals. We can estimate

the volume of the poly-L-lysine deposited as 4.4×10−4 mm3. Similarly, based on the volume

of the CuCl2 crystals which is less than one-tenth of the volume of the poly-L-lysine, we

can estimate that we have ∼ 0.5 nmol of Cu2+ ions , and therefore the average number of

Cu2+ ions per unit volume as ∼ 0.6 spins/(nm)3 , i.e. the volume per spin is ∼ 1.6 nm3. The

dipolar interaction between electron spins in copper at that distance is ∼ 40 MHz which

is small compared to the hyperfine interaction, but non-negligible. Given the area of the
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sample as ∼ 4 mm2, we can also estimate that the thickness of the poly-L-lysine residuals

as � 100 nm in the working area of the sample where we observe the signals.

B. Sensing volume

As discussed in Section III B, all electron spins from Cu2+ ions in the sensing volume

contribute to the DEER signal. Setting up the boundary of the sensing volume then depends

on our threshold of detectable signal, and the shape of the boundary we choose. As shown

in Figure 2, the parameter nc̄2 determines the magnitude of the DEER signal, and we can

choose our threshold of detectability based on this factor. The normalized DEER signal is

plotted as a function of nc̄2 in Figure 8(a), and we see that the signal drops below 70% of

the maximum at nc̄2 = 1. Hence we choose this as our threshold.

Based on the theory of DEER we discussed in Section III A and Section III B , all electron

spins contribute to the parameter nc̄2 =
∑

k c
2
k as,

|ck| =
µ0γeh̄

2τ

8π
.

1

r3
k

.|~eB · êi,k| (16)

The last term varies due to the different directions for different Cu2+ but typically will be

of order unity. We therefore approximate that,

|ck| = c(r) = κ.
1

r3
(17)

where κ = µ0γeh̄
2τ

8π
≈ (9.9 nm)3 is a constant. The contribution to the parameter nc̄2 from

different electrons can therefore be binned into spherical shells with different distances to

the NV center. Thus, we can define our sensing volumes as spherical regions shown in

Figure 8(B). This simplified spherical region model of sensing volume is also used in Ref. [16].

We use the same division of our sensing volume as in that work, such that 70% of the

total signal is contributed from the sensing volume of the spherical (red) region shown in

Figure 8(b) while the remaining 30% of the signal comes from the rest of the (green) region,

and contributes a signal that is below our detectable threshold. Using this method, we

can even estimate the depth of our NV center h from the measured signal. We also apply

the following rules to estimate our sensing volume: (i) Assuming the maximum number

density of electron spins, the contribution from the sensing volume is detectable above our

threshold. (ii) Even with maximum number density of electrons in the non-detectable region,

the contribution from the volume is below the threshold.
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From these rules, we infer that the depth of the NV center h cannot be greater than 170

nm, in order to sense a detectable signal from the target electron spins. In fact, since our

DEER Rabi experiment for NV2 best fits to nc̄2 ∼ 5, the depth of NV2 is precluded from

being above 100 nm. Further, assuming the depth of NV2 h < 100 nm, the maximum radius

of the sensing volume is lesser than ∼ 250 nm. Anything outside this radius will definitely

not be detectable. Using all this information, and taking our data into consideration, we

can arrive at a best estimate for the depth of NV2 as h ∼ 70 nm and a sensing volume

radius of 240 nm. NV1 and NV3 are likely much closer to the diamond surface than NV2

as they were implanted NVs but without more careful measurements of the resonances as a

function of magnetic field and angle we cannot determine the exact depth more accurately.

C. Simulation of the EPR spectrum

The Hamiltonian of a single Cu2+ ion’s unpaired electron spin in its 3dx2−y2 orbital can

be written as,

H = µB ~B ·
↔
g · ~S + ~I ·

↔
A · ~S (18)

where
↔
g is the anisotropic g-tensor,

↔
A is the hyperfine interaction. The anisotropy in the

g-tensor is typical in transition metal ions due to the spin-orbit coupling. For Cu2+ ion, the g-

tensor is axially symmetric (gx = gy < gz). The second term is the hyperfine interaction due

to the copper nuclear spin with I = 3/2. The nuclear Zeeman and quadrupole interactions

are neglected. The diagonal forms of the g-tensor and hyperfine interaction tensor along

the principal axes are
↔
g = diag(g⊥, g⊥, g‖) and

↔
A = diag(A⊥, A⊥, A‖) where g⊥ = −2.0835,

g‖ = −2.415, A⊥ = 30 MHz, A‖ = 339 MHz. For Cu2+ ions in a single molecule or single

crystal, the principal axes of
↔
g and

↔
A are the same in both frames since they are set up

by the same 3d orbital bond orientation. We neglected dipolar interactions between the Cu

electron spins. We used EasySpin to carry out a numerical simulation of the EPR spectrum

of CuCl2 [49]. By adjusting the magnetic field B and the angle θ between the field and the

principal axis, we can minimize the sum of the squared distance between the peaks from the

simulation and the experimentally observed resonances in the data (χ2 minimization).

We found two different parameter sets (B, θ) which gives reasonably good fits to the

DEER spectrum. Figure 9(a) and (b) shows the comparison between the numerical simu-

lation and our experimental DEER spectrum. Figure 9(c) and (d) shows the goodness of

14



fit parameter χ2 contour plots as a function of (B, θ). The green highlighted contours in

Figure 9(c) and (d) represents the best goodness of fit, from which we can also extract the

uncertainty in the fit parameters which makes the goodness of fit increase by ∆χ2 = 1. For

these two local minima, we obtain B = 192±1 G, θ = 29±1◦ and B = 220±1 G, θ = 50±1◦.

Further, the two theoretical spectra clearly differ, with a strong resonance expected near

≈ 580 MHz for the (B = 220 G, θ = 50◦) parameter set in Figure 9(b) that we did not

observe. As explained in Section IV A, finding narrow peaks over a broad frequency range

requires careful tuning up of the drive pulse parameters, so although we did not observe this

peak we cannot definitively rule out the second parameter set. However, given our mag-

netic field values B ≈ (114, 0, 163) Gauss with a magnitude |B| ≈ 200 Gauss, we conclude

that the first value is much more likely. We were unable to scan for the smaller peak near

≈ 1150 MHz that is present in both parameter sets due to experimental limitations. Further

experimental scans searching for these resonances after careful simulations will likely resolve

the discrepancies, but is outside the scope of this work.

Another interesting experimental detail is noted in Figure 5. In the top plot, when

τ = 1µs is less than the collapse time of the NV spin-echo sequence, the DEER spectrum

is much narrower and has a higher contrast, and also displays oscillations. Whereas in the

bottom plot, when we fix the time τ at the C13 revival time of 6µs, the contrast is decreased

and the oscillations seem to disappear. One possible reason could be spectral diffusion of the

target Cu(II)-ions over the longer time scales of the experiment in the second situation, but

we cannot rule out other reasons such as mechanical or thermal shifts. Such broadening and

spectral diffusion would be interesting to examine as it may give us more information about

the environment of the molecules being studied. Due to the tunability of the spin-echo filter

frequency by varying the τ , we hope to study this in more detail in future experiments.

VI. CONCLUSIONS

The DEER signals from Cu2+ observed in this work demonstrate the nanoscale sensing

of external electron spins bound to a transition-metal ion under room temperature, low

magnetic field conditions. We observe surprisingly narrow resonances which imply that Cu-

labeled molecules could be a viable candidate for distance measurements with high precision

in biologically relevant molecules and nanoscale materials. The observation of oscillations
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within a collapse-revival time of the DEER Rabi signal is consistent with a single electron

spin sensitivity. Further investigation into why the resonances are so narrow, given our

power broadened pulse lengths, and measurements of T1 of the target spins remains to be

carried out. The dependence of the DEER spectral width on the spin-echo sequence length

or characteristic filter frequency, would also be interesting to examine. New samples with

NV centers implanted closer to the surface, application of multi-pulse dynamical decoupling

sequences [16, 17, 50], and lower concentration of the target molecules will also be helpful

in better understanding of the data and the models.
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FIG. 1. (a) Illustration of quantum sensing of CuCl2 molecules by an NV center which is ∼ 10−20

nm deep under the diamond surface. The orange hemispherical region (not to scale) represents

the sensing volume of the NV center. (b) Confocal image of implanted NV centers. The diameter

of the gaussian bright spots, representing single NV centers, is 300 nm. (c) Typical experimental

sequence used in double electron-electron (DEER) resonance with NV centers. The pulse sequence

for the NV center is a spin echo sequence which is used for detecting AC magnetic fields. When the

pulse for the target electron spin is applied, the resultant change in the target spin causes an AC

magnetic field that is detected by the NV center. (d) Illustration of the theoretical model used for

the derivation of the DEER signal from single target spins on the NV center. Separate coordinate

systems are used for the NV and target spins in the lab frame, and the unit vectors êB, êi, êr are

explained in the main text.
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FIG. 2. (a) Calculation of the DEER spectrum from a single target spin using numerical integration

of f(∆) from (9). The pulse length of the target spin driving field is designed to make a π pulse

when resonant (Ω = 5 MHz, tp = 0.1µs). (b) Numerical simulation of the expected DEER Rabi

experiment signals from a single target spin for different values of the prefactor c = 10, 5, 3, 1 with

fixed Ω = 5 MHz and ∆ = 0. The presence of oscillations within one collapse-revival time of the

Rabi signal is seen when c� 1. Plots for different prefactors c are offset for clarity.
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FIG. 3. (a) - (d) Numerical simulation of the DEER Rabi experiment from an ensemble of target

spins for values of the prefactor (denoting strength of coupling)
√
nc2 = 10 , 5, 3, 1 respectively,

with fixed values of Ω = 5 MHz and ∆ = 0. Even when the prefactor becomes much larger than

1, there are no oscillations.
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FIG. 4. (a) Modified experimental sequence for DEER. The target spin driving pulse in the middle

is slightly shifted after the sensor π pulse, and an additional target spin driving pulse is added

after the sensor π/2 pulse to balance any artifacts from simultaneous propagation of microwaves

in the waveguide structure [38]. (b) Experimentally obtained DEER spectrum of the target spin

near NV1 for magnetic field B = (114±2.5, 0, 163±2.5) Gauss (inferred from NV ODMR data) where

the z-axis (NV axis) is along the [111] direction. The pulsewidth for the target spin used was 100

ns, the π-pulse width for the NV center is 20 ns, and the spin-echo time τ = 6.6µs which is the

revival time of the 13C nuclear spin bath. Each data point represents signal accumulated from

2.5× 107 repetitions of the pulse sequence. Error bars are obtained from the Poisson statistics of

the photon counts and represent ±1σ confidence intervals. The solid line is a fit to the data with a

sinc-squared function which can be derived for perfectly resonant π pulse driving the target spin,

since probability of transition is then given by P = π2

4 sinc2(π
√

Ω2+∆2

2Ω ). (inset) Frequency scan

over a wider range of the same DEER resonance from NV1. The shaded region shown has been

zoomed in for the main plot.
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FIG. 5. (a) Experimental DEER spectrum from NV2 using τ = 6µs spin-echo sequences while

scanning the drive pulse frequency over other frequency ranges. The magnetic field used was B =

(114±2.5, 0, 163±2.5) Gauss and remains nearly constant in all the remaining DEER experiments.

The insets show zoomed in scans near the resonances at fdeer = 810 MHz and fdeer = 1104.5 Mhz.

The drive pulse width for the left inset is 130 ns, while the drive pulse width for the right inset

was 380 ns. Red curves are Lorentzian fits. (b) Experimental DEER spectrum from NV2, using

two different lengths of spin-echo sequences τ = 1µs and τ = 6µs respectively. The pulsewidth

for the target spin is 220 ns, and the π-pulse length is 20 ns. The red curve in top plot is a fit to

the data using the same sinc-squared function used in Figure 4, while the red curve in the bottom

panel is a Lorentzian fit.
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FIG. 6. (a) Experimental sequence for the DEER Rabi experiment. The frequency of the target

spin driving pulse is fixed on DEER resonance, while the pulse length is scanned. (b) (top panel)

Experimental DEER Rabi data from NV1, the pulse width and frequency for NV1 is the same as in

Figure 4, the frequency for the drive pulse on the target spin is 495 MHz. (bottom panel) Theory

for DEER Rabi from a single target spin using γeτλ(êB · êi) = 5.8 and Ω = 1.12 MHz. The red

lines mark the expected pulse lengths of the π and 2π pulses.(c) Experimental DEER Rabi data

from NV2, the pulse width and frequency for NV2 is the same as in Figure 5, the frequency for

the drive pulse on the target spin is 486.4 MHz. (bottom panel) Theory for DEER Rabi from an

ensemble of electron spins using the prefactors 2nc̄2

3 = 2.5 and Ω = 2.2 MHz . The red lines mark

the expected pulse lengths of the π and 2π pulses.
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FIG. 7. (a) DEER Rabi data for NV2 with the frequency for the drive pulse on target spin at

810 MHz. (b) DEER Rabi data for NV2 with the frequency for the drive pulse on target spin at

1104.5 MHz. (c) DEER Rabi data for NV3 with the drive pulse frequency at 423.5 MHz. (inset)

Experimental DEER spectrum from NV3.
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FIG. 8. (a) Schematic drawing of the sensing volume: the spherical cap region (marked A) with

radius R shown in red, is our sensing volume. The volume B, which is the non-detectable region,

refers to the region where spins dont contribute with sufficient intensity to be detectable. (b), (c)

Normalized depth of the DEER spectral dips as a function of the parameter nc̄2, shown both in

linear and log scale on the x-axis respectively. Our threshold of detectability is chosen as nc̄2 = 1,

marked with black vertical lines in the plot, and any DEER signal with nc̄2 < 1 is treated as

undetectable.

27



19.0 19.1 19.2 19.3 19.4 19.5 19.6 19.7

26

28

30

32

34

36

38

40

B/G

θ/
D
eg
re
e

26

52

78

104

130

156

182

208

234

19.0 19.1 19.2 19.3 19.4 19.5 19.6 19.7

26

28

30

32

34

36

38

40

B/G

θ/
D
eg
re
e

26

52

78

104

130

156

182

208

234

192 194190 196

30

34

38

26

a b

c d

21.6 21.7 21.8 21.9 22.0 22.1 22.2 22.3

46

48

50

52

54

B/G

θ/
D
eg
re
e

29

116

203

290

377

464

551

21.6 21.7 21.8 21.9 22.0 22.1 22.2 22.3

46

48

50

52

54

B/G

θ/
D
eg
re
e

29

116

203

290

377

464

551

218 220216 222

48

50

52

46

B (Gauss)

 (d
eg

)
θ

B (Gauss)

 (d
eg

)
θ

400 600 800 1000 1200
0

5

10

15

20

25

400 600 800 1000 1200
Frequency (MHz)

EP
R

 S
ig

na
l (

a.
u)

400 600 800 1000 1200
0

5

10

15

20

25

400 600 800 1000 1200

Frequency (MHz)

EP
R

 S
ig

na
l (

a.
u)

B = 192 G 
θ = 29∘ B = 220 G 

θ = 50∘

FIG. 9. (a),(b) Comparison of CuCl2 EPR spectrum simulation and DEER experimental data for

best fit parameter values of (B, θ) from panels (c),(d). The simulation for CuCl2, carried out with

EasySpin, are shown in red, and the blue peaks mark the observed position of resonances from our

DEER spectrum. (c),(d) Goodness of fit (χ2) plotted as a function of (B, θ) where θ is the angle

between the magnetic field and the principal axes of the Cu2+ ion as explained in the text. Two

different parameter sets for (B, θ) (denoted by green ovals) both represent reasonably good fits to

our observed spectrum.
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