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We show that in anisotropic Fermi liquids where momentum-conserving scattering is much faster
than momentum-relaxing scattering processes, local imaging of the electric current flow patterns can
cleanly distinguish between ballistic, viscous and ohmic flow patterns simultaneously (using a single
image). We propose using multi-layer graphene-based heterostructures, including ABA trilayer
graphene, as a natural experimental platform where an anisotropic ballistic-to-viscous crossover
may be visible in near-term experiments. Such experiments could lead to more direct measurements
of momentum-conserving scattering lengths in electronic Fermi liquids.
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1. INTRODUCTION

After preliminary work decades ago [1, 2], the past few years have seen intense experimental efforts [3–11] to
study the emergence of viscous hydrodynamics in electron liquids in high quality metals; see [12–20] for previous
theoretical work, and [21, 22] for reviews. One fundamental motivation for studying hydrodynamic phenomena is
that they are relatively universal from one material to the next, dependent only on crystalline symmetries [23–25]
but not on peculiarities of the scattering mechanisms. Moreover, measuring hydrodynamic coefficients gives access to
momentum-conserving scattering mechanisms that are invisible in ordinary bulk resistivity measurements (which, in
the absence of umklapp processes, are sensitive to impurities and momentum-relaxing processes). As a consequence,
a better understanding of electronic hydrodynamics will help us to characterize the dynamical processes that take
place in metals, especially those with strongly correlated electrons.

In a Fermi liquid of electrons in a metal, we may talk about a mean free path for both impurity (or more generic
momentum-relaxing) scattering processes (`ei), together with a mean free path for momentum-conserving collisions
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(`ee), which are typically electron-electron collisions.1 On length scales L � `ei, transport will be dominated by
impurity scattering, and the physics is consistent with a local form of Ohm’s Law (Ji = σEi), with σ a constant.
However, on length scales L � `ei, it may be the case that σ is not simply a constant, but rather a non-trivial
function, obeying a “generalized” Ohm’s Law (linear response relation)

Ji(x) =

∫
ddx′ σij(x− x′)Ej(x′), (1.1)

where we are here using the Einstein summation convention on repeated indices. By studying transport on various
length scales L, one might hope to resolve not simply a single constant σ (the bulk conductivity), but rather information
about a function σij(x− x′).

An exciting new experimental development over the past few years has been the application of imaging methods
to directly and non-invasively image hydrodynamic flows in materials. In some experiments [29, 30], this is achieved
by using local potentiometry to study the local voltage in the device, while in others a nitrogen-vacancy-center
magnetometer [31–33] is used to image current flow patterns. In both cases, evidence can be obtained for hydrodynamic
flow by studying the spatial patterns imaged, along with their temperature dependence. These images can be combined
with theoretical models to extract σij(x − x′) and thus reveal more transport physics than had previously been
accessible.

However, in most of the experiments done thus far to image electron hydrodynamics, the distinctions between
different transport regimes are more quantitative than qualitative: e.g. in Poiseuille flow through a channel, the current
can flow relatively uniformly through the device either when L� `ee or L� `ei [31]. Moreover, it is highly desirable
to unambiguously distinguish between three transport regimes [21]: ballistic (L . `ee), viscous (`ee . L .

√
`ee`ei),

and ohmic (L &
√
`ee`ei). The Gurzhi length

√
`ee`ei can be understood as coming from a “random walk”, whereby a

quasiparticle carrying some transverse momentum undergoes a random walk with diffusion constant D ∼ vF`ee for a
time t ∼ `ei/vF, when it hits an impurity and loses momentum: thus propagating a typical distance

√
Dt ∼

√
`ee`ei.

The purpose of this paper is to explain how to cleanly achieve these capabilities using magnetometry in an anisotropic
Fermi liquid, where we will show that even a single image of current flow patterns can be sufficient to easily distinguish
between the three transport regimes above. We will primarily do so by studying a microscopically “realistic” toy
model of a two-dimensional electron fluid that arises in ABA-trilayer graphene [34, 35], a system with highly tunable
anisotropic Fermi surfaces and a low carrier density: properties which make this platform ideal for anisotropic electron
hydrodynamics. However, we will also show that all of the qualitative features of that system are also found in other
toy models of anisotropic Fermi liquids. Hence we expect that the methods we propose here are a natural way
to systematically and more effectively use imaging techniques to measure the fundamental length scales governing
electronic dynamics.

2. GENERAL FRAMEWORK

We begin this paper by describing an “all purpose” algorithm for predicting the flow of current through a complex
device. This method was first used in [19], and later generalized in [32, 36].

2.1. Algorithm for generating flow patterns

We will consider a geometry of the form sketched in Figure 1. While this figure shows a particularly interesting
constriction geometry for experiments, the formalism we describe below is more general as well. For experimental
purposes however, we will restrict our focus to a two-dimensional theory, as in two-dimensions it is natural to use an
out-of-plane scanning probe to study the local physics non-invasively.2 As depicted in Figure 1, we divide space into
two separate regions: I (inside) and O (outside) the insulating constriction. Within the theory of linear response, we
can “formally” write (1.1). We make the ansatz that

Ei(x) = Eext
i + Eind

j (x), (2.1)

1 We note in passing, however, that it is also possible in principle for phonon scattering to be momentum-conserving [26–28].
2 We also hope, however, that these methods will apply effectively to thin films of otherwise three-dimensional crystals as well).
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FIG. 1: A sketch of the constriction geometry. Current can flow in the O (outside) light blue region, and not in the I
(inside) black region. The specific constriction of interest has a thickness t and a width w across.

where Eext
j is a uniform, externally applied, electric field which drives current through the device, and Eind

j (x) is the
spatially induced electric field caused by the presence of the constriction. In a general many-body system, [37]

σij(x, x
′) = −i

∂GR
JiJj

(x, x′, ω)

∂ω

∣∣∣∣∣
ω→0

, (2.2)

with x and x′ denoting position vectors in d spatial dimensions (in this paper, d = 2 always), and the retarded Green’s
function is defined (up to a Fourier transform) via

GR
JiJj (x, x′, t) := iΘ(t)〈[Ji(x, t), Jj(x′, 0)]〉. (2.3)

Thus far, we have arguably just replaced one hard problem (finding Ji) with another one (finding Eind
i ). The

key simplification in this re-packaging, however, is that it is easier to make an “educated guess” about the form
of Eind

i – effectively amounting to a choice of boundary conditions. While in ordinary physical problems (such as
hydrodynamic or diffusive partial differential equations) one typically demands sufficiently many boundary conditions
be obeyed (which are posited at the start of the solution), and then looks for the exact solution that obeys those
boundary conditions, here we take a slightly distinct perspective. Since the equation (1.1) is a non-local integral
equation, it seems easier to approach this problem not by demanding integral boundary conditions (which we do not
have a good ab initio theory for reagrdless), but instead by simply positing a particularly simple form of Eind

i that is
not manifestly unphysical.

To motivate a clever choice of Eind
i , we proceed as follows. It seems natural that Eind

i is only non-vanishing in
region I. Moreover, since current cannot flow through region I, we must have

0 = σij(k = 0)Eext
j +

∫
I

d2yσij(x− y)Eind
j (y). (2.4)

Here σij(k = 0) is the homogeneous (zero wave number) part of the conductivity. While solutions to this equation
may not be unique, one solution to this equation is

Eind
i (x) = −

∫
I

d2yσ−1II,ij(x, y))σjk(k = 0)Eext
k (2.5)

where σII,ij(x, y) is the sub-block of the matrix σij(x − y) when both x and y lie in the domain I. Since σjk(x − y)
has an infinite number of zero modes due to the fact that σij projects off all longitudinal spatially variable currents
– see the later formula (2.8) – in practice we numerically add a tiny regulator to σII prior to inverting it:

σ−1II,ij(x, y) ≈ (σII,ij(x− y) + bδ(x− y))−1, (b→ 0). (2.6)
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Then, we simply plug in Eind
i from (2.5) into (1.1) to evaluate the electric current in the domain O outside the

constriction. It is numerically efficient to perform these computations, as the only matrix inverse involves the degrees
of freedom inside the constriction, which can be a small subset of the grid points in the total domain.

In typical numerical simulations, we take around 50-250 grid points in the x and y directions, while leaving the
constriction to correspond to around 5% of the overall grid points in the system. This means that the matrix inverse
σ−1II can be achieved by inverting a matrix with ∼ 2000 rows and columns, which is easily done on a laptop computer.

Having described our method, let us now return to its justification. In some sense, this method corresponds to
choosing boundary conditions that make the integral equation have a particularly “simple” solution. We believe that
this is the best justification for the approach. As an analogy, consider a textbook Navier-Stokes system, where two
historically popular choices of boundary conditions are either “no slip” (fluid velocity v = 0 at the boundary) or “no
stress” (fluid velocity normal to boundary vn = 0, while perpendicular components have vanishing normal derivative
∂nv‖ = 0). If one interpolates between these two boundary conditions by choosing (1+λ∂n)v‖ = 0, then the large-scale
qualitative properties of the flow patterns are the same for finite λ, while being special at λ =∞. A randomly chosen
value of λ will thus lead to a qualitatively similar flow pattern, with deviations from the λ = 0 flow at distances . λ
away from boundaries.

We emphasize that highly symmetric geometries, such as flows down an (infinitely) long channel, are highly sensitive
to boundary conditions [21]; as such, our algorithm is likely better when applied to more complex scenarios where
“slip” boundary conditions are not the only important ones in the problem. Of course, even in a symmetric set-up, we
can generate one solution to microscopic linear response theory using this algorithm. We do note, however, that even
our constriction geometry has recently been shown to have some sensitive to boundary conditions [38]: flow patterns
appear different when λ =∞ vs. λ = 0 (in the language of the slip length λ, introduced above). As discussed there,
however, we anticipate that our algorithm (which gives flow patterns closer to λ = 0) represents the more “generic”
result, and indeed our approach is quantitatively in agreement with experiments [32].

2.2. Some useful identities

In the remainder of this section, we state a few useful properties about σij(k) which are quite general, and reduce
the difficulty of theoretical computations of the conductivity. We begin by noting that the current must be conserved:

∂iJi = 0. (2.7)

Taking the Fourier transform of (1.1), we find that (2.7) and the symmetries of transport coefficients imply that

σij(k) =

(
δij −

kikj
k2

)
Σ(k), (k 6= 0). (2.8)

in all models that are either time-reversal symmetric, or in which time-reversal symmetry is broken but preserved
in conjuction with another operation (e.g., a magnetic field preserves the combination of parity and time-reversal
symmetries). To understand why, first assume time reversal symmetry; by Onsager reciprocity σij(k) is symmetric.
The projector removes 3 out of 4 possible matrix elements of σij ; all that is left is a single component, whose magnitude
we define as Σ(k). In a background magnetic field, time reversal symmetry is broken, but Onsager reciprocity still
allows us to show that if one row of σij vanishes for any B, so does one column; hence, just as before, we obtain the
simplified form (2.8). Note that when k = 0, this argument fails and in general all 4 components of σij could be
distinct (without time-reversal symmetry).

From the form of (2.2), it is also clear how to generalize the formulae above to cases where one wants to image the
spatial patterns of operators besides current flow. For example, using scanning SETs, charge density has been imaged
in a recent experiment to look for hydrodynamics [29]. If we want to image the operator O(x), then in terms of the
generalized conductivity

σO,i(x− y) = −i
∂GR
OJi(x, y, ω)

∂ω

∣∣∣∣∣
ω→0

, (2.9)

we find that our arguments generalize to

〈O(x)〉 = σO,i(k = 0)Ei −
∫

d2y σOi(x− y)σ−1II,ij(x, y)σjk(k = 0)Ek. (2.10)

In this paper, we will focus on the case where O = Ji is a current operator itself.
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3. KINETIC THEORY

Our proposed algorithm has a number of substantial advantages for modeling transport in complex geometries and
in complex materials. For example, consider obtaining Σ(k) by solving a linearized quantum Boltzmann equation.
As we will argue below, this is actually quite tractable, even when employing microscopic band structure theory to
model the Fermi surfaces found in particular materials. (For recent work that also aims to compute the collision
integrals from first principles – an important but much more difficult and computationally expensive task – see
[39, 40].) The computation of Σ(k) will generically involve a numerical computation within the Brillouin zone;
however, the computation only takes place in the two dimensions of p-space. In contrast, a direct solution of the
Boltzmann equation in the complex geometry is a four dimensional integrodifferential equation in both position x and
momentum p, moreover being non-local in the latter two dimensions!

We now briefly describe how to combine the algorithm of the previous section with a toy model for the quantum
Boltzmann equation in the relaxation time approximation, to generate a somewhat “ab initio” model for non-local
transport that can be efficiently solved on a laptop computer. We consider a two-dimensional Fermi liquid at very low
temperature, in a regime where it is appropriate to approximate that charge and momentum are the only conserved
quantities.3 Following the notation and framework described in [41], we will study the linear response regime of the
Boltzmann equation governing the distribution function f(x, p) of a weakly interacting Fermi liquid with dispersion
relation ε(p) (we neglect spin). Weakly perturbing away from equilibrium, we may write

f(x, p) = feq(ε(p))− ∂feq
∂ε

Φ(x, p) (3.1)

where feq is the equilibrium Fermi-Dirac distribution:

feq(ε) =
1

1 + eε/T
. (3.2)

The function Φ will be smooth and better behaved in p-space than f − feq which is quite sharply peaked near the
Fermi surface.

We then define a bra-ket notation which allows us to re-cast kinetic equations in terms of linear algebra problems.
We write

|Φ(x)〉 =

∫
d2p Φ(x, p)|p〉 (3.3)

along with the inner product

〈p|p′〉 = −∂feq
∂ε

δ(p− p′)
(2π~)2

. (3.4)

Upon taking a Fourier transform in the x direction, the time-dependent Boltzmann equation is

∂t|Φ〉+ ik · v(p)|Φ〉+ W|Φ〉 = ∂t|Φ〉+ G−1|Φ〉 (3.5)

where v(p) = ∂ε/∂p, W is the linearized collision integral, and G is defined above through G−1 = W + ik · v. In this
framework, one can show that [41]

σij(k) = 〈Ji|G(k)|Jj〉, (3.6)

where we have defined |Ji〉 =
∫

d2p vi|p〉 as per Eq. 3.3.
In general, finding the linearized collision integral W is not trivial. However, using a relaxation time approximation,

we can dramatically simplify the computation of G, following [19]. We first define a matrix G0, which corresponds to
a simple kinetic equation where f(x, p) relaxes to 0 at the rate γee:

G−10 |p〉 = (γee + ik · v(p))|p〉. (3.7)

The notation γee is meant to emphasize that this relaxation time is associated with an electron-electron scattering
rate, which will be the fast decay time for most modes in our final theory. Unfortunately, this G−10 does not have

3 Outside of studying transport in inhomogeneous disordered metals [12], this is a reasonable assumption [21].
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any conserved quantities, yet charge must be exactly conserved, and momentum may be long-lived. So, defining the
vectors

|n〉 =

∫
d2p |p〉, (3.8a)

|Pi〉 =

∫
d2p pi|p〉, (3.8b)

we can obtain the true G of our relaxation time model by modifying G0 in order to account for the slower relaxation
times of density and momentum:

G−1 = G−10 − PRP (3.9)

where

P =
|n〉〈n|
〈n|n〉

+
|Px〉〈Px|
〈Px|Px〉

+
|Py〉〈Py|
〈Py|Py〉

(3.10)

(in this relation, we have assumed that the three vectors above are orthogonal, which holds for all models considered
in this work) and R encodes the difference in relaxation rates for the various conservation laws; we take

R = γee|n〉〈n|+ (γee − γei)|Px〉〈Px|+ (γee − γei)|Py〉〈Py| (3.11)

Here γei denotes the electron-impurity scattering rate, which must obey γee ≥ γei.
Observe that G and G0 are infinite dimensional matrices, but since G−10 is diagonal, it is trivial to evaluate G0.

Using the identity

G = G0 + G0PR(1− PG0PR)−1PG0, (3.12)

we find a simple formula for G0 that involves the inverse of only a 3 × 3 matrix: by construction, (1 − PG0PR) is a
trivial matrix outside of the 3-dimensional subspace of slow (hydrodynamic) modes that P projects onto. Therefore,
we can easily numerically evaluate G for arbitrary ε(p) without inverting any large matrices – the computational
cost primarily comes from simply evaluating the inner products such as 〈Ji|Pj〉, which involve numerically evaluated
integrals over the Brillouin zone. Indeed, combining (2.8), (3.6) and (3.12), we arrive at the desired result:

Σ(k) = 〈Jx|G(k)|Jx〉+ 〈Jy|G(k)|Jy〉. (3.13)

In order to numerically evaluate these inner products, especially given a dispersion relation that may be numerically
calculated itself (as for ABA graphene below), we typically consider a finite T = T∗ in the algorithm above, such that
the numerical discretization of the Brillouin zone has a spacing ∆p obeying

vF∆p . T∗. (3.14)

A standard Riemann sum approximation to the integrals defined by the inner product may then be employed. In this
formula, vF denotes the magnitude of the quasiparticle velocity at that point on the Fermi surface, and it can vary
as we move along the Fermi surface.

4. ABA-TRILAYER GRAPHENE

In this section, we will evaluate (3.13) explicitly within a microscopic band structure theory of ABA-trilayer graphene
[34, 35]. ABA graphene has multiple features which make it interesting to study in the context of looking for
hydrodynamics in an anisotropic electron liquid. Firstly, it has been studied in previous experiments [35]. Secondly,
we may anticipate that it is a reasonably high-quality material with low impurity concentrations and thus small
momentum-relaxing scattering rates: indeed, in monolayer or bilayer graphene, the momentum-relaxing mean free
paths are multiple microns at low temperatures due to the efficient growth of van der Waals heterostructures which
encapsulate the graphene layers with insulators such as hexagonal boron nitride (hBN) [42]. At higher temperatures,
the weak electron-phonon coupling between graphene and hBN leads to stronger momentum relaxation, and we expect
it is unlikely for things to drastically differ for ABA graphene. (Unfortunately, we were unable to find transport
characterizations of ABA graphene in the experimental literature.) Thirdly, monolayer and bilayer graphene are
widely observed to have much faster momentum-conserving scattering rates, relative to momentum-relaxing rates,
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FIG. 2: The stacking geometry of ABA trilayer graphene, viewed from the side and from the top. The A sublattice
(black) of the middle layer is aligned with the B sublattices (blue) of the outer two layers. The hopping parameters

in (4.3) are shown.

and thus give rise to some form of approximate viscous hydrodynamics, in experiment [6, 29, 30, 32]: since we
will show that ABA graphene also has the low density and small Fermi surfaces which enable rapid momentum-
conserving scattering, we anticipate that this platform will also give rise to a viscous electron fluid. Lastly and most
importantly for us, ABA-trilayer graphene exhibits highly tunable anisotropic Fermi surfaces, which are essential to
crisply distinguish the viscous from ballistic current flows. These Fermi surfaces can be tuned by varying the charge
density in the device alone, which is easy to accomplish in a van der Waals heterostructure.

4.1. Band structure

Having motivated our interest in studying transport in this material, we now describe a microscopic model for the
band structure of ABA-trilayer graphene, adopted from [34]. Recall that single layer graphene consists of a honeycomb
lattice of carbon atoms. The honeycomb lattice is bipartite, and consists of A and B sublattices. As shown in Figure
2, ABA-trilayer graphene consists of three graphene layers stacked such that the A sublattice of the middle layer
overlaps with the B sublattice of the outer two layers. Each unit cell therefore consists of the Ai, Bi sublattices of
each layer i ∈ {1, 2, 3}. Our tight-binding model can then be written as a 6× 6 Hermitian matrix H(k) that depends
on wave vector k in the Brillouin zone [34]:

H =


∆1 +∆2 γ0t

∗
k γ4t

∗
k γ3tk

γ2
2 0

γ0tk δ +∆1 +∆2 γ1 γ4t
∗
k 0 γ5

2
γ4tk γ1 δ − 2∆2 γ0t

∗
k γ4tk γ1

γ3t
∗
k γ4tk γ0tk −2∆2 γ3t

∗
k γ4tk

γ2
2 0 γ4t

∗
k γ3tk −∆1 +∆2 γ0t

∗
k

0 γ5
2 γ1 γ4t

∗
k γ0tk δ −∆1 +∆2

 (4.1)

A multitude of parameters show up in H, which we now explain. We have defined tk to be

tk = ei
~k·~δ1 + ei

~k·~δ2 + ei
~k·~δ3 = −1− 2e

√
3

2 iky cos
kx
2

(4.2)

where ~δ1 = a√
3
(0, 1), ~δ2,3 = a√

3
(∓
√

3/2,−1/2). Here a ≈ 0.246 nm is the lattice constant. There are 6 hopping

parameters γ0, . . . γ5, which correspond to hopping matrix elements between differing sites both within a layer and
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between layers (interlayer hoppings are shown in Figure 2):

Ai ↔ Bi :γ0 (4.3a)

A2 ↔ B1,3 :γ1 (4.3b)

A1 ↔ A3 :
1

2
γ2 (4.3c)

A1,3 ↔ B2 :γ3 (4.3d)

A1,3 ↔ A2 : −γ4 (4.3e)

B1,3 ↔ B2 : −γ4 (4.3f)

B1 ↔ B3 :
1

2
γ5 (4.3g)

Next, there is an on-site energy δ which arises due to the overlap in orbitals on the B1, A2, and B3 sites. Finally,
the effects of perpendicular electric fields which come from electronic gates are encoded in potentials ∆1 and ∆2. In
terms of layer potentials U1,2,3,

∆1 = (−e)U1 − U3

2
(4.4a)

∆2 = (−e)U1 − 2U2 + U3

6
(4.4b)

In the absence of ∆1, there is a layer exchange symmetry A1 ↔ A3, B1 ↔ B3 which interchanges the outer layers. In
the literature, it is common to rewrite the tight-binding Hamiltonian in a basis that diagonalizes that layer exchange
symmetry. We will moreover be interested in the physics near the following two points in the Brillouin zone:

K± = ±4π

3a
(0, 1). (4.5)

In the {A1−A3√
2
, B1−B3√

2
, A1+A3√

2
, B2, A2,

B1+B3√
2
} basis, the Hamiltonian expanded around the K± point is

H0 =



∆2 − γ2/2 v0π
† ∆1 0 0 0

v0π δ +∆2 − γ5/2 0 0 0 ∆1

∆1 0 ∆2 + γ2
√

2v3π −
√

2v4π
† v0π

†

0 0
√

2v3π
† −2∆2 v0π −

√
2v4π

0 0 −
√

2v4π v0π
† δ − 2∆2

√
2γ1

0 ∆1 v0π −
√

2v4π
† √

2γ1 δ +∆2 + γ5/2

 (4.6)

The velocities vi are defined as vi =
√

3aγi/(2~) , while π = px ± ipy is the deviation from the K± point.
For the parameters γi, δ, and∆2, we use the values found in Table S1 of [35], and we take∆1 = 80meV. The resulting

band structure is shown in Figure 3. As we tune the Fermi energy, we find interesting Fermi surface configurations,
as shown in Figure 3; these of course correspond to the level surfaces of the six-band dispersion relation εa(kx, ky)
(a = 1, . . . , 6). Similar Fermi surfaces were found in [35] by tuning ∆1 and the charge density. Since for the parameters
chosen, only one band has εa(kx, ky) = EF at any given (kx, ky), the dynamics of electrons close to the Fermi level is
essentially captured by a single-band model with non-trivial Fermi surface geometry and/or topology. We emphasize
that the latter two Fermi surfaces of Figure 3 are approximately polygonal, with a large fraction of the Fermi surface
having parallel Fermi velocity: the consequences of this for ballistic transport will become clear later.

An important observation from Figure 3 is that in all three Fermi surfaces we will study in this paper, the values
of pxa are very small compared to 1 (the scale at which umklapp processes would become non-negligible). As a
consequence, we do not expect umklapp to be more significant in this system than it would have been in monolayer
or bilayer graphene.

4.2. Numerical solutions of the kinetic equations

Following the framework of Section 3, we numerically compute the Green’s function G(k) for the band structure

describing ABA graphene. Using the corresponding conductivity σij(k), we obtain the current profile 〈 ~J(x)〉 for the
constriction geometry of Fig. 1, following the methods of Section 2. To probe the different transport regimes, we
study the resulting flow patterns for different electron-electron and electron-impurity scattering lengths.
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(a) EF = 0.005 eV (b) EF = 0.01 eV (c) EF = 0.02 eV

FIG. 3: Thermally smeared Fermi surfaces near the K+ point. Color denotes proximity to the Fermi surface, with
yellow denoting states close to the Fermi surface and blue denoting thermally excited states further away. The Fermi

energies are 0.005 eV (left), 0.01 eV (middle), and 0.02 eV (right).

As discussed in the introduction, it is expected that there are three distinct transport regimes in this system, which
are controlled by the relative sizes of the electron-electron interaction length `ee, the electron-impurity interaction
length `ei, and the constriction width w. In particular, diffusive (ohmic) flows should occur when

√
`ei`ee � w, viscous

flows occur when `ee � w .
√
`ei`ee, and ballistic flows occur when w . `ee, `ei. Here, we show that this expectation

is indeed satisfied (up to some subtleties about O(1) prefactors which we discuss in the next section). Moreover, we

will see that the different transport regimes can be identified from qualitative features of 〈 ~J(x)〉. In particular, the
anisotropy of the Fermi surface allows us to sharply distinguish between the viscous and ballistic flows.

The flow patterns for the Fermi surfaces of Figure 3 for various `ee and `ei are shown in Figures 4-6. Figures 4, 5,
and 6 correspond to the Fermi surfaces shown in Figures 3a, 3b, and 3c respectively. Within each figure, the length
scales are varied so that the system is expected to be in the ohmic, viscous, and ballistic regimes in the first (a),
second (b), and third (c) subfigures respectively. For each geometry, we calculate `ee and `ei as follows:√

〈v(p)2〉FS = `eeγee = `eiγei (4.7)

The average of the quasiparticle velocity squared near the Fermi surface is numerically calculated by averaging over
points within an energy T∗ = 3K of the Fermi energy EF: T∗ & |ε(p)−EF|, as described at the end of Section 3. We
chose this extremely small value of T∗ because it renders the Fermi surface sharp. While in principle our approach
can be generalized to Fermi liquids with T ∼ TF, one must also more carefully account for energy conservation (which
is subleading in T/TF in our current calculation), and the computational costs are substantially higher (as one can no
longer neglect points in most of the Brillouin zone when numerically evaluating integrals over it). Ultimately, this T∗
plays the role of an effective temperature, although quantitatively this is not entirely appropriate (we will return to
this point at the end of Section 4.4). In calculating G(k), the Fermi surfaces were rotated 0.35 radians relative to the
constriction. This rotation is important to easily identify the ballistic regime, and as we will see, for imaging ballistic
flows it is best to not align the crystal lattice in the material with the device geometry.

Figures 4a, 5a, and 6a show the flow patterns for `ee = 0.05w, `ei = 0.2w, where the flow behaves diffusively for
all three Fermi surfaces. As in [32], the flow is characterized by peaks in the current density near the edges of the
constriction. This result is universal and follows from the solutions of the Laplace equation around sharp corners (the
“lightning rod effect”) [32]. The anisotropy of the Fermi surface and the relative orientation do not strongly affect
the flow pattern in this limit.

Figures 4b, 5b, and 6b show the flow patterns for `ee = 0.05w, `ei = 2w. The length scales suggest that the flow
should be weakly viscous; however, this is true only for the latter two Fermi surfaces. The flow for the first Fermi
surface is more similar to the diffusive flows in the first row. For the latter two Fermi surfaces, there is a single peak
in the current density at the center of the constriction, sharply distinguishing it from the diffusive flows in the first
row. The flows remain approximately reflection symmetric across the center of the constriction, despite the relative
orientation between the Fermi surface and constriction breaking the symmetry microscopically – we will return to
this point later.

Figures 4c, 5c, and 6c show the flow patterns for `ee = w, `ei = 2w. For all three Fermi surfaces, the flow exhibits
angular streaks of high current density suggestive of ballistic transport. Furthermore, for the second and third Fermi
surfaces, the streaks are tilted relative to the constriction; they can also be seen via the tilt of the streamlines.
Together, they provide a clear signal for ballistic transport. For the disconnected Fermi surface, the asymmetry of the
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(a) `ee = 0.05w, `ei = 0.2w (b) `ee = 0.05w, `ei = 2w (c) `ee = w, `ei = 2w

FIG. 4: Flow patterns with `ee = 0.05w, `ei = 0.2w (left), `ee = 0.05w, `ei = 2w (middle), and `ee = w, `ei = 2w
(right) for the Fermi surface 3a.

(a) `ee = 0.05w, `ei = 0.2w (b) `ee = 0.05w, `ei = 2w (c) `ee = w, `ei = 2w

FIG. 5: Flow patterns with `ee = 0.05w, `ei = 0.2w (left), `ee = 0.05w, `ei = 2w (middle), and `ee = w, `ei = 2w
(right) for the Fermi surface 3b.

streaks is suppressed because each island of the Fermi surface is approximately isotropic. The approximately polygonal
Fermi surface and its orientation relative to the constriction is crucial for the phenomena observed in Figures 5c and
6c, as we will discuss later.

To the human eye, it can be somewhat challenging to detect the differences between the various flow patterns
without knowing exactly what to look for. Thus, as a “guide to the eye”, we have also plotted a few cross-sections
of flow patterns along lines of fixed y-coordinate, where we can easily discern patterns that are unique to each of
our three transport regimes. For example, distinguishing the viscous and ballistic regimes can be done by looking at
one dimensional cross sections of the flow plots through y = 0 and y = ±0.5 µm; distinguishing ohmic and viscous
regimes is best done by studying flows through y = 0, where there will be two maxima in the current profile in the
ohmic regime, versus one in the viscous regime. Figure 7 plots Jy vs. x for y = 0 and y = −0.5 µm for the the
different transport regimes and Fermi surfaces of Figure 3. For the latter two Fermi surfaces, the ballistic regime can
be identified by the offset of the peak from x = 0 for the current cross section through y = −0.5 µm.

4.3. Hydrodynamics of a hexagonal electron fluid

To interpret the results which we have found above, we now turn to a discussion of the nature of hydrodynamics
in an electron fluid with the symmetry of ABA graphene (the dihedral group D6 in physics literature, and D12 in
mathematical literature). This anisotropic hydrodynamics was first derived in [23]. The linearized Navier-Stokes
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(a) `ee = 0.05w, `ei = 0.2w (b) `ee = 0.05w, `ei = 2w (c) `ee = w, `ei = 2w

FIG. 6: Flow patterns with `ee = 0.05w, `ei = 0.2w (left), `ee = 0.05w, `ei = 2w (middle), and `ee = w, `ei = 2w
(right) for the Fermi surface 3c.

FIG. 7: Flow profiles Jy vs. x through the center of the slit (y = 0) and through y = −0.5 µm for the Fermi surfaces
in Figure 3. The left, middle, and right plots correspond to Fermi surfaces 3a, 3b, and 3c, and correspond to the

data shown in Figures 4, 5, and 6, respectively.

equations take the form

∂tn+ ∂i (n0vi − σ0∂iµ) = 0, (4.8a)

∂tgi + ∂j
(
mc2snδij − ηjikl∂kvl

)
= 0, (4.8b)

where n denotes the hydrodynamic number density of electrons (with n0 6= 0 the equilibrium value, as measured
relative to EF = 0), m denotes an “averaged” quasiparticle mass, gi the momentum density, σ0 an “incoherent
conductivity”, cs the speed of (electronic) sound, and ηjikl the viscosity tensor.

The incoherent conductivity σ0 arises due to the inequivalence of the charge current J and the momentum density
gi: in the kinetic theory formalism, |Ji〉 6= |Pi〉. σ0 thus corresponds to a decay mechanism for density imbalance that
arises through the relaxation of the non-conserved part of the current operator which is orthogonal to momentum.
The viscosity tensor ηjikl encodes the dissipation of momentum, and takes the following form

ηjikl = η (δikδjl + δilδjk − δijδkl) + ζδijδkl + η̃εijεkl. (4.9)

Here δij is the Kronecker δ function and εij is the two-dimensional Levi-Civita tensor, while η, ζ and η̃ denote
the shear, bulk, and rotational viscosities respectively. The rotational viscosity arises due to the explicitly broken
continuous rotational symmetry (due to the anisotropy of the dispersion relation and Fermi surface): for a detailed
discussion of this term, see [23].

Independently of our interest in imaging transport, we may ask what these dissipative hydrodynamic coefficients
even are in our relaxation time model of ABA graphene. These coefficients may be straightforwardly calculated in
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EF = 0.005 eV EF = 0.01 eV EF = 0.02 eV

η∗ 0.3 0.4 0.25

η̃∗ 0.3 0.3 0.1

ζ∗ 0.3 0.4 0.01

σ∗0 0.6 0.4 0.1

TABLE 1: The dimensionless normalized viscosities and incoherent conductivity for the three Fermi surfaces. The
computation is a bit sensitive to the precise value of T∗ used, so we only report an estimate to one significant digit.

the kinetic formalism of Section 3: defining the vectors

|Ji〉 =

∫
d2p vi|p〉, (4.10a)

|Tij〉 =

∫
d2p vipj |p〉, (4.10b)

we find that

ηijkl = 〈Tij |(1− P)W−1(1− P)|Tkl〉, (4.11a)

σ0δij = 〈Ji|(1− P)W−1(1− P)|Jj〉. (4.11b)

The projector P was defined in (3.10). These equations are in fact quite general, and do not rely on any relaxation
time approximation: using the relaxation time approximation, we see that

ηijkl =
1

γee
〈Tij |1− P|Tkl〉 (4.12a)

σij =
1

γee
〈Ji|1− P|Jj〉. (4.12b)

We have numerically calculated the four numbers σ0, η, ζ and η̃ for each of the three Fermi surfaces shown above.
In doing this calculation we have indeed confirmed that the conductivity and viscosity tensors have the symmetry
predicted above, with only 4 total distinct coefficients. In order to compare between Fermi surfaces, we normalize the
viscosities and incoherent conductivity to obtain a dimensionless quantity (which we denote using a ∗ superscript:
e.g. σ∗0). For the viscosities, we do so as follows:

η∗ =
η

γee〈v2F〉〈Px|Px〉
, (4.13)

(bulk and rotational viscosity are defined using the same dividing factor), while for incoherent conductivity,

σ∗0 =
σ0

γee〈v2F〉〈n|n〉
. (4.14)

The normalized results are reported in Table 1.
We find that the normalized incoherent conductivity is largest in Fermi surface 3a, consistent with the observation

of diffusive transport in a regime which was hydrodynamic on other Fermi surfaces. More interestingly, we see that
σ∗0 , ζ∗ and η̃∗ are all comparably large to η∗ ∼ 0.3 − 0.4 for Fermi surfaces 3a and 3b, while much smaller on the
third Fermi surface (approximately a pair of triangles). If the Fermi surface were a perfect circle, then we would have
σ∗0 = ζ∗ = η̃∗ = 0 in the low temperature limit [21]: the reason for this is that for an isotropic Fermi liquid, there is
an approximate “Galilean symmetry” as T/TF → 0, whereby the difference between the current |J〉 and momentum
|P〉 becomes subleading in T/TF, thereby making both ζ∗ and σ∗0 anomalously small in T/TF [43]. Evidently, the
polygonal Fermi surface is much closer to “circular” than the locally disconnected Fermi surfaces. Amusingly, this
observation agrees with the prediction made in [23] that polygonal Fermi surfaces would have very small η̃∗ and ζ∗,
albeit for a different reason than what was posited in that work (previously, it had been proposed that ζ∗ is small
due to the fluid arising out of a Fermi liquid, while η̃ would be small due to a hierarchy of scattering times).

In particular, we find that the bulk viscosity ζ∗ does not need to be small in an anisotropic Fermi liquid. From a
formal (symmetry-based) perspective, this is assured because there will be infinitely many vectors |Φ〉 in the kinetic
formalism that transform in the trivial point group representation (thus possibly overlapping with the trace of the
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stress tensor |Tkk〉), while only one of them (the density |n〉) is a conserved mode which cannot relax. An obvious
example of such a mode in the two-triangle Fermi surface 3b is to consider a fluctuation in which the inner Fermi
surface shrinks while the outer one expands – this can be achieved in such a way that there is no net change in number
density.

We can now use these results to better understand our earlier numerics. In the previous section we found that
the flow pattern for Fermi surface 3a with `ee = 0.05w, `ei = 2w exhibited ohmic characteristics (two maxima in the
current profile inside of the constriction), even though the length scales led to a more manifestly viscous regime in the
other two Fermi surfaces. And indeed, we see from Table 1 that σ∗0 is somewhat larger for Fermi surface 3a than for
the other two. This gives a qualitative resolution to that observation, and demonstrates that careful determination of
scattering lengths in imaging experiments will rely on a proper treatment of the microscopic Fermi surface geometry.

For completeness, we also remind the reader of the well-known fact that in an ohmic theory, the conductivity tensor
must be isotropic in a theory with this point group.

4.4. Experimental estimates

Let us now give some heuristic estimates of the relevant length scales in two-dimensional graphene-based electron
liquids, mostly taken from experiments on monolayer and bilayer graphene.

One usually finds that at low temperature, `ei ∼ 4 µm is roughly temperature independent. In contrast, up to
logarithms in T (which are not easily discerned experimentally anyway), we may estimate the scaling of `ee by the
formula

`ee ∼
~vFEF

T 2
∼ 1 µm×

(
30 K

T

)2

. (4.15)

Thus, approximately one tunes from ballistic to viscous or ohmic regimes by changing T . In the formula above, we
have adjusted for the fact that the Fermi velocities in ABA graphene are on the order of 0.5×106 m/s, about half that
of monolayer graphene; we have also assumed that EF ≈ 0.02 eV, consistent with the polygonal Fermi surface 3c. In
fact, in ABA graphene, T ∼ 130 K is comparable to the Fermi energy for Fermi surfaces 3a and 3b. As a consequence,
it may be more challenging to apply the Fermi liquid hydrodynamics described above for these two Fermi surfaces;
one will also need to consider energy conservation, analogous to a Dirac fluid [3, 8]. We anticipate the primary effect
of this added conservation law is to enhance the ohmic signal relative to the viscous signal.

For the Fermi surface 3c, assuming a constriction of width w = 1 µm (which can easily be engineered in experiment),
then the ballistic regime with `ee = w will occur at around 30 K. In contrast, an electron-electron scattering length
of `ee = 0.05w occurs at at T ∼ 130 K. These are easily achieved in experiments. In any event, one can always cool
down as low as possible in order to see a cleaner ballistic signal.

Recall that the T∗ we used in numerics was of order 3 K. This means that the Fermi surface is much less sharply
defined at the temperatures where we estimate viscous hydrodynamics will be easiest to observe. This may lead
to some quantitative changes in the predicted flow patterns; however, the numerical simulations needed to generate
the plots are substantially more time-consuming. It is straightforward but tedious to adjust our algorithm to more
accurately include thermal effects, so we leave this generalization for another work.

5. COMPARISON TO MODEL WITH CARTOON FERMI SURFACE

The qualitative features of the current profiles in ABA graphene can also be observed in simpler cartoon band
structures. For comparison, we have performed an identical calculation to those described in the previous section, for
two cartoon Fermi surfaces. Firstly, as done in [19], we calculate the current flow patterns for a circular Fermi surface
(relevant for low density monolayer or bilayer graphene, or GaAs, e.g.):

ε# = α(p2x + p2y). (5.1)

Secondly, we present a toy model for a hexagonal Fermi surface, found by constructing a polynomial which is explicitly
invariant under the appropriate point group:

ε7 = β

p6x +

(
px
2
−
√

3py
2

)6

+

(
px
2

+

√
3py
2

)6
 . (5.2)
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FIG. 8: Fermi surfaces for the band structures in Eq. 5.1 (left) and Eq. 5.2 (right).

The Fermi surfaces for these two dispersion relations are shown in Fig. 8. The computation of Σ(k) for these Fermi
surfaces again follows from the procedure outlined in Section 3.

The resulting flow patterns are shown in Fig. 9 for the circular Fermi surface and in Fig. 10 for the hexagonal
Fermi surface. As before, the length scales are chosen to obtain flow patterns in the ohmic, viscous, and ballistic
regimes. We use the same length scales as in Section 4.2: `ee = 0.05w, `ei = 0.2w for the ohmic regime, `ee = 0.05w,
`ei = 2w for the hydrodynamic regime, and `ee = w, `ei = 2w for the ballistic regime. These correspond to the left,
middle, and right plots of Figs. 9 and 10. Cross sections at y = 0 and y = −0.5 µm are shown in the left and middle
plots of Fig. 12.

The flow patterns in the constriction geometry for the circular Fermi surface were previously discussed in [32]
in the context of monolayer graphene. Because the Fermi surface is isotropic, the asymmetric flow pattern and
tilted streamlines which distinguish ballistic from hydrodynamic transport in ABA graphene are absent here. While
distinguishing ballistic from hydrodynamic transport is difficult on the basis of the flow patterns in Fig. 9 alone, it
was noted in [32] that the shape of the graph of Jy vs. x at y = 0 can be used to differentiate between them.

The flow patterns for the hexagonal Fermi surface resemble those of ABA graphene. In contrast to the circular
Fermi surface, there is a clear qualitative signature of ballistic transport, namely the asymmetry of the flow pattern.
We note, however, that the signature of ballistic transport for the hexagonal Fermi surface is not as prominent as it
is in ABA graphene despite the electron-electron and electron-impurity length scales being the same. This appears to
be due to an increase in curvature near the corners of the hexagonal Fermi surface, which causes the Fermi velocities
on an edge to deviate slightly from being parallel. This causes the streamlines to be less straight than in the case
of ABA graphene. Nevertheless, the off-center peak in the y = −0.5 µm current cross section, shown in the middle
panel of Fig. 12, provides a complementary unambiguous indicator of ballistic transport.

Finally, we comment on the importance of the relative orientation between the Fermi surface and the constriction.
The relative orientation has no effect on the flow pattern within the ohmic or hydrodynamic regimes. In the ballistic
regime, however, relative orientation is crucial to seeing the asymmetry of the current and streamlines. The effect
is illustrated in Figure 11. For θ = 0 and θ = π/6, the Fermi surface is reflection symmetric across the y-axis, and
the resulting flow pattern is as well. For θ = π/12, the asymmetry is manifest and ballistic transport can be easily
distinguished. These features can also be seen in the right plot of Fig. 12, where the current cross section through
y = −0.5 µm has an off-center peak only when θ = π/12, and a symmetric peak when θ = 0 and θ = π/6.

6. CONCLUSION

We have demonstrated that local imaging methods such as nitrogen vacancy center magnetometry can, in theory,
distinguish qualitatively between ohmic, viscous and ballistic flow patterns using only a single snapshot of current
flow. To summarize, the key distinguishing features of each regime are as follows: ohmic flows are symmetric, with
two peaks near the constriction boundaries; viscous flows are symmetric with a single central peak; ballistic flows are
asymmetric with visible current streaks, provided the Fermi surface is tilted and sufficiently anisotropic. Although
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(a) `ee = 0.05w, `ei = 0.2w (b) `ee = 0.05w, `ei = 2w (c) `ee = w, `ei = 2w

FIG. 9: Flow patterns for the `ee = 0.05w, `ei = 0.2w (left), `ee = 0.05w, `ei = 2w (middle), and `ee = w, `ei = 2w
(right) for the circular Fermi surface.

(a) `ee = 0.05w, `ei = 0.2w (b) `ee = 0.05w, `ei = 2w (c) `ee = w, `ei = 2w

FIG. 10: Flow patterns for `ee = 0.05w, `ei = 0.2w (left), `ee = 0.05w, `ei = 2w (middle), and `ee = w, `ei = 2w
(right) for the hexagonal Fermi surface. In each plot, the Fermi surface is rotated 0.35 radians relative to the

constriction.

we believe ABA trilayer graphene is a particularly appealing material platform in which to look for these phenomena,
our general framework is certainly more broadly applicable. The framework we have outlined, which treats the
microscopic band structure carefully while using heuristic models for both kinetic boundary conditions and precise
collision integrals, may be a useful compromise for near-term comparison between theory and experiment.

In principle, the methods of Section 2 allow one to study non-quasiparticle systems [36] using the same methods
as we will use below to study Fermi liquids with well defined quasiparticles. The key limitation of this approach is
that we have used “mystery” boundary conditions on the microscopic theory, by assuming the simple form of the
induced electric field. It has been noted [38] that even in complicated devices, the boundary conditions could play a
qualitatively important role in determining flow patterns. This is an important limitation of our approach that we
hope to return to in a future work.
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(a) θ = 0 (b) θ = π/12 (c) θ = π/6

FIG. 11: Ballistic flow patterns (`ee = 2w, `ei = 4w) for the hexagonal Fermi surface rotated zero (left), π/12
(middle), and π/6 radians relative to the constriction.

FIG. 12: Flow profiles Jy vs. x through the center of the slit (y = 0) and through y = −0.5 µm for the flow patterns
in Fig. 9 (left), 10 (middle), and 11 (right).

the Alfred P. Sloan Foundation under Grant FG-2020-13795.

[1] R. N. Gurzhi, “Minimum of resistance in impurity-free conductors,” Journal of Experimental and Theoretical Physics 17,
521 (1963).

[2] M. J. M. de Jong and L. W. Molenkamp, “Hydrodynamic electron flow in high-mobility wires,” Physical Review B 51,
13389 (1995).

[3] J. Crossno, J. K. Shi, K. Wang, X. Liu, A. Harzheim, A. Lucas, S. Sachdev, P. Kim, T. Taniguchi, K. Watanabe, and
et al., “Observation of the Dirac fluid and the breakdown of the Wiedemann-Franz law in graphene,” Science 351, 1058
(2016).

[4] D. A. Bandurin, I. Torre, R. Krishna Kumar, M. Ben Shalom, A. Tomadin, A. Principi, G. H. Auton, E. Khestanova,
K. S. Novoselov, I. V. Grigorieva, L. A. Ponomarenko, A. K. Geim, and M. Polini, “Negative local resistance caused by
viscous electron backflow in graphene,” Science 351, 1055 (2016).

[5] P. J. W. Moll, P. Kushwaha, N. Nandi, B. Schmidt, and A. P. Mackenzie, “Evidence for hydrodynamic electron flow in
PdCoO2,” Science 351, 1061 (2016).

[6] R. Krishna Kumar, D. A. Bandurin, F. M. D. Pellegrino, Y. Cao, A. Principi, H. Guo, G. H. Auton, M. Ben Shalom,
L. A. Ponomarenko, G. Falkovich, and et al., “Superballistic flow of viscous electron fluid through graphene constrictions,”
Nature Physics 13, 1182 (2017).

[7] F. Ghahari, H. Y. Xie, T. Taniguchi, K. Watanabe, M. S. Foster, and P. Kim, “Enhanced thermoelectric power in graphene:
Violation of the mott relation by inelastic scattering,” Phys. Rev. Lett. 116, 136802 (2016).

[8] P. Gallagher, C. S. Yang, T. Lyu, F. Tian, R. Kou, H. Zhang, K. Watanabe, T. Taniguchi, and F. Wang, Science 364,
158–162 (2019).

[9] A. I. Berdyugin, S. G. Xu, F. M. D. Pellegrino, R. Krishna Kumar, A. Principi, I. Torre, M. Ben Shalom, T. Taniguchi,
K. Watanabe, I. V. Grigorieva, and et al., “Measuring hall viscosity of graphenes electron fluid,” Science 364, 162 (2019).

http://dx.doi.org/ 10.1103/physrevb.51.13389
http://dx.doi.org/ 10.1103/physrevb.51.13389
http://dx.doi.org/ 10.1126/science.aad0343
http://dx.doi.org/ 10.1126/science.aad0343
http://dx.doi.org/10.1126/science.aad0201
http://dx.doi.org/10.1126/science.aac8385
http://dx.doi.org/10.1038/nphys4240
http://dx.doi.org/ 10.1103/PhysRevLett.116.136802
https://science.sciencemag.org/content/364/6436/158
https://science.sciencemag.org/content/364/6436/158
http://dx.doi.org/10.1126/science.aau0685


17

[10] J. Gooth, F. Menges, N. Kumar, V. Suss, C. Shekhar, Y. Sun, U. Drechsler, R. Zierold, C. Felser, and B. Gotsmann,
“Thermal and electrical signatures of a hydrodynamic electron fluid in tungsten diphosphide,” Nature Communications 9,
4093 (2018).

[11] G. M. Gusev, A. D. Levin, E. V. Levinson, and A. K. Bakarov, “Viscous electron flow in mesoscopic two-dimensional
electron gas,” AIP Advances 8, 025318 (2018).

[12] A. V. Andreev, S. A. Kivelson, and B. Spivak, Phys. Rev. Lett. 106, 256804 (2011).
[13] D. Forcella, J. Zaanen, D. Valentinis, and D. van der Marel, “Electromagnetic properties of viscous charged fluids,”

Physical Review B 90, 035143 (2014).
[14] F. M. D. Pellegrino, I. Torre, and M. Polini, “Nonlocal transport and the hall viscosity of two-dimensional hydrodynamic

electron liquids,” Phys. Rev. B 96, 195401 (2017).
[15] A. Tomadin, G. Vignale, and M. Polini, “Corbino disk viscometer for 2d quantum electron liquids,” Physical Review

Letters 113, 235901 (2014).
[16] I. Torre, A. Tomadin, A. K. Geim, and M. Polini, “Nonlocal transport and the hydrodynamic shear viscosity in graphene,”

Physical Review B 92, 165433 (2015).
[17] L. Levitov and G. Falkovich, “Electron viscosity, current vortices and negative nonlocal resistance in graphene,” Nature

Physics 12, 672676 (2016).
[18] K. Agarwal, R. Schmidt, B. Halperin, V. Oganesyan, G. Zaránd, M. D. Lukin, and E. Demler, Phys. Rev. B 95, 155107

(2017).
[19] H. Guo, E. Ilseven, G. Falkovich, and L. S. Levitov, “Higher-than-ballistic conduction of viscous electron flows,” Proceed-

ings of the National Academy of Sciences 114, 30683073 (2017).
[20] P. S. Alekseev, “Negative magnetoresistance in viscous flow of two-dimensional electrons,” Phys. Rev. Lett. 117, 166601

(2016).
[21] A. Lucas and K. C. Fong, “Hydrodynamics of electrons in graphene,” Journal of Physics: Condensed Matter 30, 053001

(2018).
[22] Boris N. Narozhny, Igor V. Gornyi, Alexander D. Mirlin, and Jrg Schmalian, “Hydrodynamic approach to electronic

transport in graphene,” Annalen der Physik 529, 1700043 (2017).
[23] C. Q. Cook and A. Lucas, “Electron hydrodynamics with a polygonal fermi surface,” Phys. Rev. B 99, 235148 (2019).
[24] G. Varnavides, A. S. Jermyn, P. Anikeeva, C. Felser, and P. Narang, “Generalized electron hydrodynamics, vorticity

coupling, and hall viscosity in crystals,” (2020), arXiv:2002.08976 [cond-mat.mtrl-sci].
[25] Caleb Q. Cook and Andrew Lucas, “Viscometry of electron fluids from symmetry,” (2021), arXiv:2101.08230 [cond-mat.str-

el].
[26] R. N. Gurzhi and A. I. Kopeliovich, “Electric conductivity of metals with account of phonon drag,” Soviet Physics JETP

34, 1345 (1972).
[27] A. Levchenko and J. Schmalian, “Transport properties of strongly coupled electron-phonon liquids,” (2020),

arXiv:2005.09694 [cond-mat.mes-hall].
[28] Xiaoyang Huang and Andrew Lucas, “Electron-phonon hydrodynamics,” Phys. Rev. B 103, 155128 (2021).
[29] J. A. Sulpizio, L. Ella, A. Rozen, J. Birkbeck, D. J. Perello, D. Dutta, M. Ben-Shalom, T. Taniguchi, K. Watanabe,

T. Holder, and et al., “Visualizing Poiseuille flow of hydrodynamic electrons,” Nature 576, 75 (2019).
[30] Zachary J. Krebs, Wyatt A. Behn, Songci Li, Keenan J. Smith, Kenji Watanabe, Takashi Taniguchi, Alex Levchenko,

and Victor W. Brar, “Imaging the breaking of electrostatic dams in graphene for ballistic and viscous fluids,” (2021),
arXiv:2106.07212 [cond-mat.mes-hall].

[31] M. J. H. Ku, T. X. Zhou, Q. Li, Y. J. Shin, J. K. Shi, C. Burch, L. E. Anderson, A. T. Pierce, Y. Xie, A. Hamo, and et
al., “Imaging viscous flow of the dirac fluid in graphene,” Nature 583, 537541 (2020).

[32] A. Jenkins, S. Baumann, H. Zhou, S. A. Meynell, D. Yang, K. Watanabe, T. Taniguchi, A. Lucas, A. F. Young, and
A. C. Bleszynski Jayich, “Imaging the breakdown of ohmic transport in graphene,” (2020), arXiv:2002.05065 [cond-
mat.mes-hall].

[33] U. Vool, A. Hamo, G. Varnavides, Y. Wang, T. X. Zhou, N. Kumar, Y. Dovzhenko, Z. Qiu, C. A. C. Garcia, A. T. Pierce,
J. Gooth, P. Anikeeva, C. Felser, P. Narang, and A. Yacoby, “Imaging phonon-mediated hydrodynamic flow in wte2 with
cryogenic quantum magnetometry,” (2020), arXiv:2009.04477 [cond-mat.mes-hall].

[34] Maksym Serbyn and Dmitry A. Abanin, “New dirac points and multiple landau level crossings in biased trilayer graphene,”
Phys. Rev. B 87, 115422 (2013).

[35] A. A. Zibrov, P. Rao, C. Kometter, E. M. Spanton, J. I. A. Li, Cory R. Dean, T. Taniguchi, K. Watanabe, M. Serbyn, and
A. F. Young, “Emergent dirac gullies and gully-symmetry-breaking quantum hall states in aba trilayer graphene,” Phys.
Rev. Lett. 121, 167601 (2018).

[36] Xiaoyang Huang and Andrew Lucas, “Fingerprints of quantum criticality in locally resolved transport,” (2021),
arXiv:2105.01075 [cond-mat.str-el].

[37] Sean A. Hartnoll, Andrew Lucas, and Subir Sachdev, “Holographic quantum matter,” (2016), arXiv:1612.07324 [hep-th].
[38] S. S. Pershoguba, A. F. Young, and L. I. Glazman, Phys. Rev. B 102, 125404 (2020).
[39] J. Coulter, R. Sundararaman, and P. Narang, “Microscopic origins of hydrodynamic transport in the type-ii weyl semimetal

wp2,” Phys. Rev. B 98, 115130 (2018).
[40] Georgios Varnavides, Yaxian Wang, Philip J. W. Moll, Polina Anikeeva, and Prineha Narang, “Finite-size effects of

electron transport in pdcoo2,” (2021), arXiv:2106.00697 [cond-mat.mtrl-sci].
[41] Andrew Lucas and Sean A. Hartnoll, “Kinetic theory of transport for inhomogeneous electron fluids,” Phys. Rev. B 97,

045105 (2018).

http://dx.doi.org/ 10.1038/s41467-018-06688-y
http://dx.doi.org/ 10.1038/s41467-018-06688-y
http://dx.doi.org/ 10.1063/1.5020763
https://link.aps.org/doi/10.1103/PhysRevLett.106.256804
http://dx.doi.org/10.1103/physrevb.90.035143
http://dx.doi.org/10.1103/PhysRevB.96.195401
http://dx.doi.org/ 10.1103/physrevlett.113.235901
http://dx.doi.org/ 10.1103/physrevlett.113.235901
http://dx.doi.org/10.1103/physrevb.92.165433
http://dx.doi.org/10.1038/nphys3667
http://dx.doi.org/10.1038/nphys3667
http://dx.doi.org/ 10.1103/PhysRevB.95.155107
http://dx.doi.org/ 10.1103/PhysRevB.95.155107
http://dx.doi.org/ 10.1073/pnas.1612181114
http://dx.doi.org/ 10.1073/pnas.1612181114
http://dx.doi.org/10.1103/PhysRevLett.117.166601
http://dx.doi.org/10.1103/PhysRevLett.117.166601
http://dx.doi.org/10.1088/1361-648x/aaa274
http://dx.doi.org/10.1088/1361-648x/aaa274
http://dx.doi.org/10.1002/andp.201700043
http://dx.doi.org/10.1103/PhysRevB.99.235148
http://arxiv.org/abs/2002.08976
http://arxiv.org/abs/2101.08230
http://arxiv.org/abs/2101.08230
http://arxiv.org/abs/2005.09694
http://dx.doi.org/ 10.1103/PhysRevB.103.155128
http://arxiv.org/abs/2106.07212
http://dx.doi.org/10.1038/s41586-020-2507-2
http://arxiv.org/abs/2002.05065
http://arxiv.org/abs/2002.05065
http://arxiv.org/abs/2009.04477
http://dx.doi.org/10.1103/PhysRevB.87.115422
http://dx.doi.org/ 10.1103/PhysRevLett.121.167601
http://dx.doi.org/ 10.1103/PhysRevLett.121.167601
http://arxiv.org/abs/2105.01075
http://arxiv.org/abs/1612.07324
https://link.aps.org/doi/10.1103/PhysRevB.102.125404
http://dx.doi.org/10.1103/PhysRevB.98.115130
http://arxiv.org/abs/2106.00697
http://dx.doi.org/ 10.1103/PhysRevB.97.045105
http://dx.doi.org/ 10.1103/PhysRevB.97.045105


18

[42] C. R. Dean, A. F. Young, I. Meric, C. Lee, L. Wang, S. Sorgenfrei, K. Watanabe, T. Taniguchi, P. Kim, K. L. Shepard,
and et al., “Boron nitride substrates for high-quality graphene electronics,” Nature Nanotechnology 5, 722726 (2010).

[43] Andrew Lucas and Sankar Das Sarma, “Electronic hydrodynamics and the breakdown of the wiedemann-franz and mott
laws in interacting metals,” Phys. Rev. B 97, 245128 (2018).

http://dx.doi.org/ 10.1038/nnano.2010.172
http://dx.doi.org/10.1103/PhysRevB.97.245128

	Distinguishing viscous, ballistic, and diffusive current flows in anisotropic metals
	Abstract
	Contents
	Introduction
	General framework
	Algorithm for generating flow patterns
	Some useful identities

	Kinetic theory
	ABA-trilayer graphene
	Band structure
	Numerical solutions of the kinetic equations
	Hydrodynamics of a hexagonal electron fluid
	Experimental estimates

	Comparison to model with cartoon Fermi surface
	Conclusion
	Acknowledgements
	References


