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Charge density waves in multiple-Q spin states

Satoru Hayami and Yukitoshi Motome
Department of Applied Physics, the University of Tokyo, Tokyo 113-8656, Japan

Coupling between spin and charge degrees of freedom in electrons is a source of various electronic
and magnetic properties of solids. We theoretically study charge density waves induced by the
spin-charge coupling in the presence of magnetic orderings in itinerant magnets. By performing a
perturbative calculation in the weak-coupling limit of the Kondo lattice model, we derive a useful
formula for the relationship between charge and spin density waves, which can be applied to any
magnetic orderings, including noncollinear and noncoplanar ones composed of multiple spin density
waves called multiple-Q magnetic orderings. We demonstrate the predictive power for single-Q and
double-Q states including skyrmion and meron-antimeron crystals on a square lattice, in comparison
with the numerical calculations. Moreover, we show that the charge density waves contain richer
information than the spin density waves, and are indeed useful in distinguishing the spin textures
with similar spin structure factors. We discuss the relation to bond modulation in terms of the
kinetic bond energy and the vector spin chirality. We also perform numerical calculations beyond
the perturbative regime and find that the charge density waves can be enhanced when the electron
filling is commensurate. Furthermore, we investigate the effect of the spin-orbit coupling, which
can lead to additional charge density waves owing to effective anisotropic magnetic interactions in
momentum space. Our result will provide a way to identify complex magnetic orderings and their
origins from the charge modulations.

I. INTRODUCTION

Itinerant magnets consisting of itinerant electrons and
localized spins have long been studied in condensed mat-
ter physics [1, 2]. The key concept is spin-charge entan-
glement that arises from the exchange coupling between
the itinerant electron spins and the localized spins. The
interplay between the spin and charge degrees of freedom
results in a variety of magnetic, transport, and optical
properties. For example, it stabilizes helical magnetic or-
derings through an effective magnetic interaction via the
kinetic motion of itinerant electrons, which is called the
Ruderman-Kittel-Kasuya-Yosida interaction [3–5]. Be-
sides, various types of noncollinear and noncoplanar mag-
netic orderings consisting of multiple spin density waves
(SDWs) dubbed multiple-Q magnetic orderings are also
induced by effective multiple-spin interactions arising
from the spin-charge entanglement [6–12]. Conversely,
the magnetic structures of the localized spins affect the
electronic properties of itinerant electrons, such as the
colossal magnetoresistance [13–17], the topological Hall
effect [18–24], the magnetoelectric effect [25–28], and
nonreciprocal transport [29–32].

Among rich spin-charge coupled physics, we focus on
the charge density wave (CDW) in itinerant magnets.
The spin-charge interplay brings about the possibility of
spontaneous formation of the CDW, without relying on
repulsive Coulomb interactions or electron-phonon inter-
actions [33]. Indeed, it was shown that a CDW appears
in the Kondo lattice model in one [34], two [35], and
infinite dimensions [36, 37]. Similar instability was also
discussed for the periodic Anderson model [38, 39]. These
CDWs are attributed to a quantum many-body effect via
the Kondo singlet formation, and thus do not necessarily
require magnetic orderings. Meanwhile, CDWs can oc-
cur in the presence of magnetic ordering. In this case,

the internal field from the magnetic moments affects the
charge degree of freedom via the spin-charge coupling.
The typical examples were found in a partial magnetic
disorder [40–45] and a ferrimagnetic order [46, 47] on a
triangular lattice, and a noncoplanar triple-Q order on a
cubic lattice [48, 49]. Interestingly, it was recently shown
that such a CDW appears in more complex spin textures,
such as a skyrmion crystal (SkX) [11, 50–55].

In the spin-charge coupled systems, the identification
of the CDW provides us important information on the
magnetic state and its microscopic origin. A successful
example has recently been achieved in the centrosymmet-
ric 4f -electron material GdRu2Si2 [56–58], which hosts
three multiple-Q magnetic states in an external mag-
netic field [56]. Although one of the three, the square
SkX in the intermediate field region, has been identi-
fied by a magnetic probe of the Lorentz transmission
electron microscopy [56], the magnetic structures of the
other two were indirectly resolved by an electric probe of
the spectroscopic-imaging scanning tunneling microscopy
measurement [57]. The observed CDW modulations were
well reproduced based on the Kondo lattice model, which
indicates that the concomitant SDWs and CDWs in
GdRu2Si2 are a consequence of the spin-charge coupling
inherent to itinerant magnets [58].

In the present study, we investigate the CDW forma-
tion in the presence of SDWs in a broader context, in
order to understand their relationship in details. On the
basis of the perturbation in terms of the spin-charge cou-
pling, we derive a compact formula for predicting the
CDW modulation induced by SDW ordering, which can
be applied to arbitrary complex multiple-Q states on any
lattices. We test the formula for several magnetic or-
derings including the double-Q (2Q) SkX and the 2Q
meron-antimeron crystal (MAX) on a square lattice, and
show that the associated CDW patterns obtained by the
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numerical diagonalization are well accounted for by the
formula. In particular, we find that the 2Q coplanar
state and the MAX are clearly distinguished in terms of
the CDWs, although they look similar in terms of the
spin structure factor. We comment on the relationship
between the CDW formation and the bond modulation
by the underlying spin texture, from the results for the
kinetic bond energy and the vector spin chirality. We
also show that, in the strong spin-charge coupling re-
gion beyond the perturbative regime, the CDW can be
enhanced and modulated when the electron filling is com-
mensurate and the electronic band structure tends to
be gapped. Moreover, we discuss the role of the spin-
orbit coupling in the CDW formation, which also induces
additional CDWs through effective anisotropic magnetic
interactions arising from the spin-orbit coupling. Our
result indicates the relevance of the CDW modulations
to the identification of complex magnetic orderings and
their microscopic origins.

The rest of the paper is organized as follows. After
introducing the Kondo lattice model in Sec. II, we present
the results obtained by the perturbative calculation and
the numerical diagonalization in a complementary way
in Sec. III. Section IV is devoted to the summary.

II. MODEL

We consider the Kondo lattice model, which is one
of the prototypical models for itinerant magnets. The
model consists of itinerant electrons and localized spins,
which are coupled via the exchange coupling. The Hamil-
tonian is given by

H = −
∑
i,j,σ

tijc
†
iσcjσ + J

∑
i,σ,σ′

c†iσσσσ′ciσ′ · Si, (1)

where c†iσ (ciσ) is a creation (annihilation) operator of
an itinerant electron at site i and spin σ, and Si is
a localized spin at site i. The first term in Eq. (1)
represents the kinetic energy of the itinerant electrons
with the hopping parameter tij between sites i and
j. The second term stands for the onsite exchange
(spin-charge) coupling between the itinerant electron

spins si = (1/2)
∑
σ,σ′ c

†
iσσσσ′ciσ′ and Si, where σ =

(σx, σy, σz) is the vector of Pauli matrices. The coupling
constant is denoted as J . We regard Si as the classical
spin with |Si| = 1; the sign of J is irrelevant and no
Kondo screening occurs.

The Kondo lattice model in Eq. (1) is an appropri-
ate model to examine the relation between SDW and
CDW, since it exhibits a variety of multiple-Q magnetic
states, such as SkXs [11, 55, 59–61], chirality density
waves [62–64], and vortex crystals [65], in spite of the
simple two constituents in the Hamiltonian. This is at-
tributed to effective spin interactions that arise from the
spin-charge coupling combined with the kinetic motion
of itinerant electrons. Indeed, it was shown that the

Kondo lattice model generally includes effective multiple-
spin interactions described in momentum space, e.g.,
(Sq1

· Sq2
)(Sq3

· Sq4
), by the perturbation in terms of

J , where Sq is the Fourier transform of Si [66].
In the following, we discuss the CDW under the SDW

by postulating magnetic textures for Si in the ground
state. As will be discussed in Sec. III A, the charge mod-
ulation is caused by multiple spin scatterings of itinerant
electrons, which are formulated by effective spin interac-
tions in momentum space arising from the kinetic motion
of itinerant electrons [see Eq. (3)]. Thereby, the follow-
ing results can also be applied to other itinerant electron
models, such as the Hubbard model and the periodic An-
derson model in the region where the effective interac-
tions are described by the multiple spin interactions in
momentum space.

III. RESULTS

In this section, we study the CDW modulation in the
presence of SDW for the Kondo lattice model in Eq. (1).
First, we derive a general formula for the CDW induced
by the SDW on the basis of the perturbation in terms of
the spin-charge coupling in Sec. III A. Then, we test the
formula for representative examples, in comparison with
the numerical results by the direct exact diagonalization.
Specifically, we take single-Q (1Q) and 2Q magnetic or-
derings on a square lattice. While the formula holds for
generic cases, for simplicity we take into account only the
nearest-neighbor hopping, t = 1, in the model in Eq. (1)
on the square lattice in the calculations. In Sec. III B,
we discuss the CDW in the 1Q sinusoidal orderings with
and without a net magnetization. We further investigate
the CDWs in the presence of the 2Q magnetic orderings
composed of superpositions of two SDWs in Sec. III C. In
Sec. III D, we show the relationship between the CDW
and the other spin and charge related quantities, the vec-
tor chirality and the kinetic bond energy. We discuss the
behavior in a wider parameter region beyond the pertur-
bative regime in Sec. III E. We also discuss the effect of
the antisymmetric spin-orbit interaction on the CDW for
a polar tetragonal system in Sec. III F.

A. Perturbative analysis

For the preparation of the perturbative argument, we
perform the Fourier transform of the model in Eq. (1) as

H =
∑
k,σ

εkc
†
kσckσ +

J√
N

∑
k,q,σ,σ′

c†kσσσσ′ck+qσ′ · Sq,

(2)

where εk is the energy dispersion and N is the number of

sites; c†kσ and ckσ are the Fourier transform of c†iσ and ciσ,
respectively. The second term denotes the scattering of
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FIG. 1. Feynman diagram for the lowest-order contribution to
the charge density nq in the perturbation expansion in terms
of the spin-charge coupling J ; see Eq. (3). The vertices with
wavy lines denote the scattering of the itinerant electrons by
the localized spins, and the solid lines with arrows represent
the bare propagators of itinerant electrons.

itinerant electrons by the localized spins with momentum
transfer q.

In the presence of SDW, the CDW modulation of itin-
erant electrons is caused by the scattering by the lo-
calized spins Sq in the second term of Eq. (2). When
the spin-charge coupling J is sufficiently small com-
pared to the bare bandwidth of itinerant electrons, we
can estimate the charge density with wave vector q,

nq = (1/N)
∑
σ c
†
k+qσckσ, by using the perturbative ex-

pansion in terms of J . The lowest-order contribution
comes from the second-order process, as represented by
the Feynman diagram in Fig. 1. The diagram consists of
two scattering vertices by the localized spins and three
bare propagators of the itinerant electrons, which is ex-
plicitly given by

nq =
2J2

N2
T

∑
k,q1,q2

∑
ωn

G0
kG

0
k+q1

G0
k+q1+q2

× (Sq1
· Sq2

)δq1+q2,q+lG, (3)

where G0
k(iωp) = [iωp − (εk − µ)]−1 is noninteracting

Green’s function, T is the temperature (the Boltzmann
constant is taken as unity), ωp is the Matsubara fre-
quency, µ is the chemical potential, δ is the Kronecker
delta, and G is the reciprocal lattice vector (l is an inte-
ger). We drop the spin index for Green’s function because
the kinetic term in the Hamiltonian is spin independent
(we will discuss a spin-dependent case in Sec. III F). We
note that the summation with respect to the Matsubara
frequency is analytically taken as

T
∑
ωn

G0
kG

0
k′G

0
k′′ =

f(εk)(εk′ − εk′′) + f(εk′)(εk′′ − εk) + f(εk′′)(εk − εk′)
(εk − εk′)(εk − εk′′)(εk′ − εk′′)

.

(4)

The expression in Eq. (3) indicates that the CDW
modulation with wave vector q is predominantly induced
by the two-spin scattering in the form of Sq1

·Sq2
which

satisfies the momentum conservation q = q1 + q2. In

other words, only the magnetic correlations with nonzero
Sq1
·Sq−q1

contribute to the CDW modulation with wave
vector q. In addition, the magnitude of the CDW modu-
lation is strongly affected by the band structure and the
electron filling through Green’s functions in Eq. (3).

We can also obtain higher-order contributions to nq
by higher-order expansions in terms of J . Note that no
odd-order terms in J appear in the presence of time-
reversal symmetry. As expected from Eq. (3), the 2nth-
order contribution is given in the form of (Sq1 ·Sq2)(Sq3 ·
Sq4) · · · (Sq2n−1 ·Sq2n): for example, the fourth-order con-
tribution is proportional to (Sq1 · Sq2)(Sq3 · Sq4) with
q = q1 + q2 + q3 + q4 + lG.

B. Single-Q spin states

To test the perturbative argument in Sec. III A, we first
numerically evaluate Eq. (3) for 1Q states on a square
lattice as the simplest example, and compare the results
with those by the direct diagonalization of the Kondo
lattice Hamiltonian in Eq. (1). We discuss the CDW
in the 1Q sinusoidal SDW without a net magnetization
in Sec. III B 1 and that with a nonzero magnetization in
Sec. III B 2.

1. Without a net magnetization

The spin texture characterized by the 1Q sinusoidal
wave is represented by

Si = Ni(0, 0, cosQ1 · ri), (5)

where ri is the position vector at site i and Ni repre-
sents the normalization to satisfy |Si| = 1 at each site.
Here we take the ordering vector Q1 = (π/3, 0) (the lat-
tice constant is set to unity). The spin configuration is
shown in the left panel of Fig. 2(a), where the spins are
aligned in an up-up-up-down-down-down way along the x
direction, and hence, there is no net magnetization. This
spin state shows dominant Bragg peaks at ±Q1 in the
spin structure factor, and in addition, higher harmonics
at ±3Q1, as shown in the middle left panel of Fig. 2(a).
Here, the spin structure factor for the localized spins is
calculated as

Sf (q) =
1

N

∑
ij

Si · Sjeiq·(ri−rj). (6)

In this situation, we can predict the CDW modula-
tion by using Eq. (3). Specifically, by plugging ±Q1

and ±3Q1 into q1 and q2 in Eq. (3), we find that only
the q = ±2Q1 components of nq become nonzero in the
first Brillouin zone. Note that there are three combi-
nations that contribute to n2Q1

: (q1, q2) = (Q1,Q1),
(−Q1, 3Q1), and (3Q1,−Q1) (±3Q1 are equivalent as
they are on the zone boundary). In Fig. 3(a), the solid
lines show the chemical potential µ dependence of |n2Q1

|
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FIG. 2. Left: Real-space spin configurations of the 1Q sinusoidal spin state with Q1 = (π/3, 0), (a) without a net magnetization

in Eq. (5) and (b) with a nonzero magnetization M̃z = 0.7 in Eq. (9). The contour shows the z component of the spin moment.
Note that the spin states are collinear: (a) up-up-up-down-down-down and (b) up-up-up-up-up-down. Middle left: The square
root of the spin structure factor for the localized spins in the first Brillouin zone. Middle right: Real-space distributions of the
local charge density measured from the average density. Right: The square root of the charge structure factor. The data for
the CDW modulations are obtained by the direct diagnalization of the Hamiltonian in Eq. (1) at J = 0.05 and µ = 3 for the
system size with N = 962 under the periodic boundary conditions.

calculated by Eq. (3) for the k-space mesh of 1440×1440
(N = 14402). We choose a small value of J = 0.05, as the
expression in Eq. (3) is derived in the limit of the weak
spin-charge coupling. The result for µ < 0 is obtained
from that for µ > 0 owing to particle-hole symmetry of
the model; µ = 0 corresponds to the half filling. As
shown in Fig. 3(a), |n2Q1

| shows a nonmonotonic behav-
ior against µ. The sign of n2Q1

, which corresponds to
the phase of the CDW, changes at particular values of µ;
n2Q1 > 0 for 0.35 . µ . 1.42 and 3.13 . µ . 4, while
n2Q1 < 0 for the other regions.

Independently, we can evaluate the CDW modulation
by the direct numerical diagonalization of the Kondo lat-
tice model in Eq. (1). Substituting the 1Q sinusoidal
state in Eq. (5) into Eq. (1), the local charge density

modulation is calculated as ∆ni =
∑
σ〈c
†
iσciσ〉 − nave,

where nave is the average charge density. The real-space
distribution of ∆ni at µ = 3 is shown in the middle right
panel of Fig. 2(a). The data are calculated for the system
size N = 962 (the figure shows a part of the whole sys-
tem with 242 sites). The characteristic wave vectors of
this CDW is extracted from the charge structure factor

defined by

N c(q) =
1

N

∑
i,j

∆ni∆nje
iq·(ri−rj). (7)

Note that |nq| =
√
N c(q)/N . The result is plotted in the

right panel of Fig. 2(a). We find that the Bragg peaks
appear only at ±2Q1, as predicted by the perturbative
formula in Eq. (3).

In order to quantitatively test the perturbative argu-
ment, we compare the µ dependences of |n2Q1 | between
the results by Eq. (3) and the direct diagonalization at
J = 0.05 in Fig. 3(a). We find good agreement in the
whole range of µ including the sign change of n2Q1 , which
validates the perturbative argument. Figure 3(b) shows
further comparison for larger J . The results by the diag-
onalization gradually deviate from that by the perturba-
tive calculations while increasing J , whereas we do not
find any additional CDW modulations at other q within
this range (see Sec. III E for larger J).

The 2Q1 CDW modulation for the Q1 sinusoidal SDW
is also intuitively understood from the real-space pic-
ture. When the itinerant electrons move on the up-up-
up-down-down-down spin texture, the effective hopping
amplitude is modulated in a different way for neighbor-
ing parallel (up-up or down-down) spins and antiparallel



5

 0  1  2  3  4
 0

 0  1  2  3  4

diagonalization

perturbation

4×10-5

8×10-5

12×10-5

16×10-5

2×10-2

4×10-2

6×10-2

(a)

(b)

perturbation

FIG. 3. (a) |n2Q1 | under the 1Q sinusoidal spin ordering
with Q1 = (π/3, 0) in Eq. (5) as a function of the chemical
potential µ for J = 0.05 and N = 14402. The squares show
the results obtained by the direct diagonalization of Eq. (1)
and the solid lines show those by the perturbative formula in
Eq. (3). The blue (green) shaded regions represent n2Q1 > 0
(n2Q1 < 0). (b) The same plot as (a) for J = 0.1, 0.3, and
0.5, where |n2Q1 | is renormalized by J2 for comparison.

(up-down or down-up) spins. This modulation of the
kinetic energy results in the CDW modulation. As the
period of the modulation of the kinetic energy is a half
of that of the SDW, the period of the charge modulation
is also halved, which results in the 2Q1 CDW. (Detailed
analysis will be given for the 2Q cases in Sec. III D.)

Similar results will apply to the 1Q SDW states with
spin spirals, at least, when the spirals are elliptically
modulated as

Si = Ni(0, ay sinQ1 · ri, az cosQ1 · ri), (8)

with ay 6= az; note that Eq. (8) with ay = 0 and az 6= 0
reduces to the 1Q sinusoidal spin state in Eq. (5). Mean-
while, the CDW modulation vanishes for the 1Q circu-
lar spiral state with ay = az, since n2Q1

in Eq. (3) be-
comes zero owing to the cancellation between SyQ1

SyQ1

and SzQ1
SzQ1

. This is reasonable from the real-space pic-
ture: the effective hopping is renormalized but remains
spatially uniform because of the uniform twist of spins.

2. With a net magnetization

We further perform the comparison for the 1Q sinu-
soidal spin configuration with a net magnetization given
by

Si = Ni(0, 0, M̃z + cosQ1 · ri). (9)

We take M̃z = 0.7 so that the real-space spin configura-
tion becomes the up-up-up-up-up-down spin configura-
tion, as shown in the left panel of Fig. 2(b). Note that

M̃z is not the actual value of the net magnetization. In
contrast to the case without the magnetization, this spin
state shows additional peaks at q = 0 and ±2Q1 in the
spin structure factor, as shown in the middle left panel
of Fig. 2(b). Reflecting the additional Fourier compo-
nents, the perturbative formula in Eq. (3) predicts ad-
ditional CDW modulations at q = ±Q1 and ±3Q1 ow-
ing to nonzero spin products of Sz±Q1

Sz0 and Sz±Q1
Sz±2Q1

.
This is indeed confirmed by the direct diagonalization, as
shown in the real-space charge modulation and the charge
structure factor in the middle right and right panels of
Fig. 2(b), respectively.

C. Multiple-Q spin states

The above analysis can be straightforwardly applied
to more complex spin configurations. In this section, we
demonstrate it for four types of the 2Q spin textures with
the ordering vectors Q1 = (π/3, 0) and Q2 = (0, π/3):
the 2Q chiral stripe state in Sec. III C 1, the 2Q coplanar
state in Sec. III C 2, the 2Q MAX in Sec. III C 3, and the
2Q SkX in Sec. III C 4. We show that while all these spin
states are described by the superpositions of two SDWs,
the characteristic wave vectors of the CDW are different
from each other, which are in good agreement with the
predictions from the perturbative argument. Through-
out this section, the numerical calculations by the direct
diagonalization are done for J = 0.05 and µ = 3, and the
system size with N = 962.

1. 2Q chiral stripe

We begin with a superposition of the 1Q spiral wave
along the Q1 direction and the 1Q sinusoidal wave along
theQ2 direction. This is called the 2Q chiral stripe state,
whose spin configuration is given by [64]

Si = Ni

 b sinQ2 · ri√
1− b2 sin2Q2 · ri cosQ1 · ri√
1− b2 sin2Q2 · ri sinQ1 · ri

T

, (10)
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(a) 2Q chiral stripe
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FIG. 4. Left: Real-space spin configurations of (a) the 2Q chiral stripe state in Eq. (10), (b) the 2Q coplanar state in Eq. (11),
(c) the 2Q MAX in Eq. (12), and (d) the 2Q SkX in Eq. (13). The arrows and the contour show the xy and z components
of the localized spins, respectively. Middle left: The square root of the spin structure factor for the localized spins in the first
Brillouin zone. Middle right: Real-space distributions of the local charge density measured from the average density. Right:
The square root of the charge structure factor.

where b is a parameter that controls the mixture of the
second component with Q2; we here take b = 0.8. The
real-space spin configuration is shown in the left panel
of Fig. 4(a), which consists of a periodic array of vor-
tices and antivortices in the xy-spin components and the
stripe modulation in the z-spin component. Owing to
the noncoplanar spin texture, this state accompanies a

density wave of the scalar spin chirality defined by the
triple product of three neighboring spins, Si · (Sj × Sk),
along the Q2 direction, which is the reason why this
spin state is called the 2Q chiral stripe. There is no
net scalar chirality, and hence, no topological Hall effect
occurs in this state. The spin structure factor exhibits
the Bragg peaks at ±Q1 and ±Q2 with different inten-
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sities and at the higher harmonics at ±Q1 ± 2Q2, as
shown in the middle left panel of Fig. 4(a). The nonzero
intensities at ±Q1 ± 2Q2 are attributed to the factor√

1− b2 sin2Q2 · ri in Eq. (10), which includes the con-
tribution of cos 2Q2 · ri. This 2Q chiral stripe has been
widely found in itinerant magnets on various lattices,
e.g., the Kondo lattice model on the square [58, 64, 66],
triangular [66–68], and cubic [69] lattices, and the d-p
model on the square lattice [70].

The right two panels of Fig. 4(a) represent the real-
space charge distribution and the charge structure fac-
tor in the 2Q chiral stripe state. The local charge den-
sity oscillates only along the Q2 direction, and indeed,
the charge structure factor exhibits the peaks only at
±Q2. At first glance, the result appears to contradict
with the perturbative argument for the given peaks in
the spin structure factor at ±Q1, ±Q2, and ±Q1± 2Q2,
but it is understood as follows. Equation (10) is rep-
resented by a superposition of the circular spiral wave
with |SyQ1

| = |SzQ1
| along the Q1 direction and the si-

nusoidal wave along the Q2 direction. The latter gives
rise to nonzero n2Q2

, whereas the former does not lead to
any CDW, as discussed in Sec. III B 1. Thus, the CDW
with ±Q2 is compatible with the perturbative formula in
Eq. (3).

2. 2Q coplanar

Next, we consider the 2Q coplanar state, which is char-
acterized by a superposition of two sinusoidal waves. The
spin configuration is given by

Si = Ni (− cosQ2 · ri, cosQ1 · ri, 0) . (11)

The real-space picture of the localized spins is shown in
the left panel of Fig. 4(b). This state also consists of
a periodic array of vortices and antivortices like the 2Q
chiral stripe state, but all the spins are coplanar with
no z-spin component. Owing to the normalization con-
dition of |Si| = 1, the spin structure factor shows the
peaks at higher harmonics ±Qν ± 2Qν and ±2Qν ± 3Qν

(ν = 1, 2), in addition to ±Qν and ±3Qν expected for
each sinusoidal wave, as shown in the middle left panel
of Fig. 4(b). This state has been discussed in itinerant
magnets at zero field [71] and in frustrated and itinerant
magnets under an external magnetic field [58, 66, 72, 73].

In the 2Q coplanar state, the local charge density is
modulated in both the x and y directions unlike the
2Q chiral stripe, as shown in the middle right panel of
Fig. 4(b). The charge structure factor exhibits the peaks
at ±2Q1 ± 2Q2, in addition to ±2Q1 and ±2Q2 which
are expected from each sinusoidal wave. This is because
there are nonzero contributions from, e.g., SQ1

·SQ1+2Q2

and S3Q2
·S2Q1−Q2

, to nq with q = 2Q1+2Q2 in Eq. (3).

3. 2Q MAX

The 2Q MAX is obtained as a modulation of the 2Q
coplanar state by adding a nonzero z-spin component as

Si = Ni

 − cosQ2 · ri
cosQ1 · ri

− sinQ1 · ri − sinQ2 · ri

T

. (12)

This is regarded as a superposition of two spin helices:
one is in the yz-spin component with wave vector Q1,
and the other is in the xz-spin component with Q2. The
real-space spin configuration is shown in the left panel
of Fig. 4(c). Reflecting the modulation in the z-spin
component, the 2Q MAX consists of a periodic array of
meron and antimeron characterized by a half skyrmion
number each with opposite sign [74–76]. The cancella-
tion of the skyrmion number between the merons and
antimerons leads to no topological Hall effect. The peak
positions of the spin structure factor are the same as
those in the 2Q coplanar state, as shown in the middle
left panel of Fig. 4(c). This state has been discussed in
chiral magnets [77], frustrated magnets [73], and polar
itinerant magnets [78, 79].

In spite of the same set of the Bragg peaks in the
spin structure factor, the CDW modulations are quali-
tatively different between the 2Q coplanar state and the
2Q MAX, as shown in the right two panels of Figs. 4(b)
and 4(c), respectively. The primary difference is found in
the ±Q1 ± Q2 components in the charge structure fac-
tor; the 2Q MAX has nonzero n±Q1±Q2

, while the 2Q
coplanar state does not. This is because the 2Q struc-
ture in the z-spin component in the 2Q MAX gives a
contribution of Sz±Q1

Sz±Q2
to nq with q = ±Q1 ±Q2 in

Eq. (3). Furthermore, it is worthwhile mentioning that
the 2Q MAX state exhibits the CDW modulations, al-
though the constituent waves are the circular spiral waves
rather than the sinusoidal waves. This appears to contra-
dict with the observations in the 1Q case in Sec. III B 1,
but can be understood from the different amplitudes be-
tween the xy- and z-spin components; the former has the
1Q component, whereas the latter has 2Q, which effec-
tively make the xy and z spins inequivalent. Thus, the
multiple-Q spiral states may be accompanied by different
CDW modulation from the 1Q cases.

4. 2Q SkX

Lastly, we discuss the CDW in the 2Q SkX. The spin
configuration is obtained by adding a uniform z-spin
component to the 2Q MAX in Eq. (12), which is given
by

Si = Ni

 − cosQ2 · ri
cosQ1 · ri

M̃z − sinQ1 · ri − sinQ2 · ri

T

. (13)
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We here set M̃z = 0.7. As shown in the left panel of
Fig. 4(d), the skyrmion cores defined by Szi ' −1 form a
square lattice, and hence, this state is called the square
SkX. Different from the 2Q MAX, this spin configuration
shows a nonzero net value of the scalar spin chirality,
which results in the topological Hall effect. Owing to
the nonzero magnetization, there are additional peaks in
the spin structure factor at q = 0, ±Q1 ± Q2, ±2Q1,
±2Q2, and ±2Q1 ± 2Q2, as shown in the middle left
panel of Fig. 4(d) (we note that there are also peaks
with weak intensity on the Brillouin zone boundary, e.g.,
at 3Q1 + Q2). This state has been widely discussed in
itinerant magnets [58] and in localized magnets [72, 73].

The additional q components of spins induce addi-
tional charge modulations, as shown in the right two
panels of Fig. 4(d). The intensities become nonzero at
multiples of Q1 and Q2, i.e., m1Q1 + m2Q2 where m1

and m2 are integers, all of which are accounted for by
the perturbative formula in Eq. (3).

We note that a similar CDW modulation is expected
to appear in the collinear 2Q bubble crystal without the
xy spin components in Eq. (13), which might be realized
in CeAuSb2 [80–82].

D. Relation to bond modulation

As discussed for the 1Q case in Sec. III B 1, the CDW
formation in the 2Q cases can be understood from the
modulation of the effective hopping amplitude on the
underlying spin texture. This is demonstrated in the
left panels of Fig. 5 for (a) the 2Q chiral stripe state
in Eq. (10), (b) the 2Q coplanar state in Eq. (11), (c) the
2Q MAX in Eq. (12), and (d) the 2Q SkX in Eq. (13).
Here, we plot the structure factor for the kinetic bond
energy defined by

Bc(q) =
1

N

∑
ijδ

Kiδ ·Kjδe
iq·(ri−rj), (14)

where Kiδ is the local kinetic energy between site i and
i+ δ as

Kiδ =
∑
σ

〈c†iσci+δσ + H.c.〉. (15)

Here, δ = x̂ and ŷ denote the shift with lattice constant
along the x and y directions, respectively. We find that
Bc(q) shows the peaks at the same positions as the charge
structure factor N c(q) in the right panels of Figs. 4(a)-
4(d). This is because the hopping of itinerant electrons
is modulated depending on the relative angle of the lo-
calized spins, as discussed in Sec. III B 1.

While the above quantity is related to the inner prod-
uct of the localized spins Si · Sj , we find that the outer
product Si×Sj , which is called the vector spin chirality,
also has a correlation with the CDW. In the right panels
of Fig. 5, we plot the structure factor for the vector spin

(a) 2Q chiral stripe

(b) 2Q coplanar
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(c) 2Q MAX

(d) 2Q SkX
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FIG. 5. The square root of the structure factor for the kinetic
bond energy of the itinerant electrons (left) and the vector
chirality of the localized spins (right) for (a) the 2Q chiral
stripe state in Fig. 4(a), (b) the 2Q coplanar state in Fig. 4(b),
(c) the 2Q MAX in Fig. 4(c), and (d) the 2Q SkX in Fig. 4(d).

chirality defined by

χfvec(q) =
1

N

∑
ijδ

χiδ · χjδeiq·(ri−rj), (16)

where χiδ = Si × Si+δ. The result shows that χfvec(q)
exhibits the peaks at the same positions as N c(q) as well
as Bc(q). The origin of the correspondence is not clear
but it might be attributed to the relation between the
vector spin chirality and the local electronic polarization
as pij ∝ r̂ij × (Si × Sj), where r̂ij is the unit vector
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from the site i to j [83–85]. Although this relation holds
for the insulating systems, we speculate that the CDW
in our metallic system is also affected by the vector spin
chirality through a similar relationship between spin and
charge. We note, however, that the correspondence does
not hold for the collinear magnetic orderings.

E. Parameter dependence

In the previous sections, we confirmed that the pertur-
bative formula in Eq. (3) well explains the CDW forma-
tion in the model in Eq. (1) for weak J . In this section,
we examine how the CDW evolves while increasing J be-
yond the perturbative regime. We take the 2Q coplanar
state in Eq. (11) as an example. Figure 6(a) displays
the intensity of |n2Q1

| while varying J and the electron
filling n. Again, the results for less than half filling are
obtained by using the particle-hole symmetry. In the
weak J region, |n2Q1

| increases while increasing J ow-
ing to the factor of J2 in Eq. (3) [see also Fig. 3(b)].
Meanwhile, the behavior of |n2Q1

| deviates largely from
Eq. (3) for J & 0.5 and depends on J and n in a com-
plicated manner, as shown in Fig. 6(a). We find that the
value of |n2Q1

| tends to be enhanced around some com-
mensurate fillings to a multiple of 1/9, e.g., n = 10/9,
11/9, and 17/9 in the large J region. This is attributed
to the tendency of the gap opening in the band structure
of the itinerant electrons at the commensurate fillings.
We demonstrate this for J = 4.5 in Fig. 6(d), where the
system opens an energy gap at n = 10/9 and 17/9, and
remains gapless but semimetallic at n = 11/9. Thus,
the strong spin-charge coupling provides the possibility
to enhance the CDW modulation through the significant
modification of the band structure.

Besides, we find that, depending on J and n, the dom-
inant CDW modulation appears in a different wave vec-
tor from the prediction by the perturbative formula in
Eq. (3). This is demonstrated in Fig. 6(b) which plots
|n2Q1+2Q2 |. In the weak J region, |n2Q1+2Q2 | is smaller
than |n2Q1 | owing to the factor of Sq1 · Sq2 in nq; the
dominant contribution of |n2Q1+2Q2 | is SQ1 · SQ1+2Q2 ,
which is smaller than that of |n2Q1 |, SQ1 · SQ1 , since
SQ1 > SQ1+2Q2 [see the middle left panel of Fig. 4(b)].
Meanwhile, there are regions for |n2Q1+2Q2 | > |n2Q1 | be-
yond the perturbation regime, which is clearly shown in
the plot of the difference |n2Q1 |−|n2Q1+2Q2 | in Fig. 6(c).
The results indicate that the strong spin-charge coupling
leads to not only the enhancement but also the modula-
tion of CDW.

F. Effect of spin-orbit coupling

Thus far, we have examined the CDW induced by
the SDW via the isotropic interaction in spin space like
Sq1
· Sq2

in Eq. (3). On the other hand, an anisotropic
interaction can arise from the cooperation between the
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FIG. 6. Contour plot of (a) |n2Q1 |, (b) |n2Q1+2Q2 |, and (c)
|n2Q1 | − |n2Q1+2Q2 | in the n-J plane in the case of the 2Q
coplanar state. (d) (left) Energy dispersion of the 2Q coplanar
state at J = 4.5. (right) Chemical potential µ as a function
of n corresponding to the left panel.

spin-orbit coupling and the crystalline electric field. In
this section, we consider the effect of such anisotropic
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interactions on the CDW modulation.
We introduce an antisymmetric spin-orbit interaction

by supposing mirror symmetry breaking with respect to
the two-dimensional plane of the square lattice and in-
version symmetry breaking, whose contribution is given
by

HASOC =
∑

k,σ,σ′

gk · c†kσσσσ′ckσ′ , (17)

where gk is an antisymmetric vector with respect to k:

gk = (gxk, g
y
k, g

z
k) = α̃(sin ky,− sin kx, 0) = −g−k. (18)

The antisymmetric spin-orbit interaction in Eq. (17) cor-
responds to the Rashba-type antisymmetric spin-orbit in-
teraction [86, 87]. By taking into accountHASOC in addi-
tion to H in Eq. (2), the spin space in the total Hamilto-
nian becomes anisotropic, which results in effective long-
range anisotropic magnetic interactions by tracing out
the itinerant electron degree of freedom [78, 88]. There
are mainly two types of effective anisotropic interactions
in the lowest order in terms of J : One is the antisym-
metric interaction in the form of Sq×S−q and the other

is the symmetric anisotropic interaction in the form of
SxqS

x
−q and SxqS

y
−q [78, 89, 90]. Note that the Hamilto-

nian H + HASOC including the other type of spin-orbit
coupling was shown to exhibit a variety of multiple-Q
magnetic states [91].

In a similar procedure to that in Sec. III A, we derive
the lowest order contribution to the charge modulation
in terms of J for the Hamiltonian H +HASOC, which is
given by

nq =
J2

4N2
T

∑
k,q1,q2

∑
σ,σ′,σ′′

∑
αβ

∑
ωn

G0
kσG

0
k+q1σ′G

0
k+q1+q2σ′′

×Παβ
(kq1q2)(σσ′σ′′)

Sαq1
Sβq2

δq1+q2,q+lG, (19)

where Παβ
(kq1q2)(σσ′σ′′)

represents the form factor, and

Green’s functions depend on the spin index σ reflecting

the spin anisotropy. For example, Παβ
(kq1q2)(↑↑↑) is explic-

itly given by

Πxx
(kq1q2)(↑↑↑) = 1 + g̃xkg̃

x
k+q1

+ g̃xk+q1
g̃xk+q1+q2

+ g̃xk+q1+q2
g̃xk − g̃

y
kg̃
y
k+q1

− g̃yk+q1
g̃yk+q1+q2

+ g̃yk+q1+q2
g̃yk, (20)

Πyy
(kq1q2)(↑↑↑) = 1− g̃xkg̃xk+q1

− g̃xk+q1
g̃xk+q1+q2

+ g̃xk+q1+q2
g̃xk + g̃ykg̃

y
k+q1

+ g̃yk+q1
g̃yk+q1+q2

+ g̃yk+q1+q2
g̃yk, (21)

Πzz
(kq1q2)(↑↑↑) = 1− g̃xkg̃xk+q1

− g̃xk+q1
g̃xk+q1+q2

+ g̃xk+q1+q2
g̃xk − g̃

y
kg̃
y
k+q1

− g̃yk+q1
g̃yk+q1+q2

+ g̃yk+q1+q2
g̃yk, (22)

Πxy
(kq1q2)(↑↑↑) = g̃xkg̃

y
k+q1

+ g̃xk+q1
g̃yk+q1+q2

+ g̃xk+q1+q2
g̃yk + g̃ykg̃

x
k+q1

+ g̃yk+q1
g̃xk+q1+q2

− g̃yk+q1+q2
g̃xk, (23)

Πyx
(kq1q2)(↑↑↑) = g̃xkg̃

y
k+q1

+ g̃xk+q1
g̃yk+q1+q2

− g̃xk+q1+q2
g̃yk + g̃ykg̃

x
k+q1

+ g̃yk+q1
g̃xk+q1+q2

+ g̃yk+q1+q2
g̃xk, (24)

Πyz
(kq1q2)(↑↑↑) = −i(g̃xk − g̃xk+q1

+ g̃xk+q1+q2

− g̃xkg̃xk+q1
g̃xk+q1+q2

− g̃xkg̃
y
k+q1

g̃yk+q1+q2
− g̃ykg̃

x
k+q1

g̃yk+q1+q2
+ g̃ykg̃

y
k+q1

g̃xk+q1+q2
), (25)

Πzy
(kq1q2)(↑↑↑) = i(g̃xk − g̃xk+q1

+ g̃xk+q1+q2

− g̃xkg̃xk+q1
g̃xk+q1+q2

+ g̃xkg̃
y
k+q1

g̃yk+q1+q2
− g̃ykg̃

x
k+q1

g̃yk+q1+q2
− g̃ykg̃

y
k+q1

g̃xk+q1+q2
), (26)

Πxz
(kq1q2)(↑↑↑) = i(g̃yk − g̃

y
k+q1

+ g̃yk+q1+q2

− g̃ykg̃
y
k+q1

g̃yk+q1+q2
− g̃ykg̃

x
k+q1

g̃xk+q1+q2
− g̃xkg̃

y
k+q1

g̃xk+q1+q2
+ g̃xkg̃

x
k+q1

g̃yk+q1+q2
), (27)

Πzx
(kq1q2)(↑↑↑) = −i(g̃yk − g̃

y
k+q1

+ g̃yk+q1+q2

− g̃ykg̃
y
k+q1

g̃yk+q1+q2
+ g̃ykg̃

x
k+q1

g̃xk+q1+q2
− g̃xkg̃

y
k+q1

g̃xk+q1+q2
− g̃xkg̃xk+q1

g̃yk+q1+q2
), (28)

where g̃αk = gαk/|gk| for α = x and y. The diagonal

components of Παβ
(kq1q2)(↑↑↑) in Eqs. (20)-(24) represent

the contributions from the symmetric spin interaction in-
cluding even power of the spin-orbit coupling, while the
off-diagonal ones in Eqs. (25)-(28) represent the contribu-
tions from the antisymmetric spin interaction including
odd power of the spin-orbit coupling. One can obtain

the expression of Παβ
(kq1q2)(σσ′σ′′)

for the other spin com-

ponents in a similar manner.

As exemplified below, an important observation in
the presence of the antisymmetric spin-orbit coupling in
Eq. (19) is that the CDW modulation depends on not
only the magnetic texture but also the form of the effec-
tive spin interaction. In other words, additional CDW
modulations can appear by taking into account the an-
tisymmetric spin-orbit coupling even for the same mag-
netic structure. This implies that one can deduce the rel-
evant spin-orbit coupling once the patterns of the CDW
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and the SDW are identified in experiments. In the fol-
lowing, we demonstrate additional CDW modulations for
the 2Q chiral stripe state in Sec. III F 1 and the 2Q copla-
nar state in Sec. III F 2.

1. 2Q chiral stripe
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(a) 2Q chiral stripe

(b) 2Q coplanar

FIG. 7. Left: Real-space charge distributions measured from
the average charge density in (a) the 2Q chiral stripe state in
Eq. (10) and (b) the 2Q coplanar state in Eq. (11) at J =
0.05, α̃ = 0.5, and µ = 3 in the presence of the Rashba-type
antisymmetric spin-orbit coupling in Eq. (17). Right: The
square root of the charge structure factor.

Figure 7(a) shows the real-space charge distribution
(left panel) and the charge structure factor (right panel)
in the 2Q chiral stripe state, which is obtained by the di-
rect diagonalization of H+HASOC at J = 0.05, α̃ = 0.5,
and µ = 3. We consider the same spin configuration
in Eq. (10) in order to show the effect of the spin-
orbit coupling. Compared to the result in Fig. 4(a),
the local charge density shows a modulation along the
x direction in addition to the y direction, as shown in
the left panel of Fig. 7(a). By performing the Fourier
transformation, there are additional three peaks in the
charge structure factor at ±2Q1, ±(Q1 + Q2), and
±(Q1 −Q2) in addition to ±2Q2, as shown in the right
panel of Fig. 7(a). The appearance of n2Q1

is owing
to Πyy

(kQ1Q1)(σσ′σ′′)
SyQ1

SyQ1
6= Πzz

(kQ1Q1)(σσ′σ′′)
SzQ1

SzQ1

[for instance, see Eqs. (21) and (22)], while that of
nQ1+Q2

is owing to nonzero Πyx
(kQ1Q2)(σσ′σ′′)

SyQ1
SxQ2

,

Πzx
(kQ1Q2)(σσ′σ′′)

SzQ1
SxQ2

[for instance, see Eqs. (24) and

(28)].

2. 2Q coplanar

Figure 7(b) shows the CDW in real and momentum
spaces in the 2Q coplanar state with the same model
parameters as in Sec. III F 1. The spin configuration is
given by Eq. (11). Although the local charge density
in the left panel of Fig. 7(b) looks similar to that in
Fig. 4(b), additional components at q = ±Q1 ±Q2 are
found in the charge structure factor by introducing the
antisymmetric spin-orbit coupling, as shown in the right
panel of Fig. 7(b). This additional modulation originates
from nonzero Πyx

(kQ1Q2)(σσ′σ′′)
SyQ1

SxQ2
[for instance, see

Eq. (24)].

IV. SUMMARY

To summarize, we have investigated the CDW induced
by the SDW in itinerant magnets. We analyzed the
Kondo lattice model on the basis of the analytical per-
turbative calculations and the numerical diagonalization.
Our perturbative formula provides a clear correspon-
dence between the charge and spin degrees of freedom,
which is useful in identifying the CDW modulation from
the SDW modulation and vice versa. We confirmed that
the perturbative formula predicts correctly not only the
wave numbers but also the amplitudes of the CDW semi-
quantitatively in the weak spin-charge coupling regime,
for various single-Q and double-Q SDWs including the
SkX and MAX. Moreover, we showed that the CDW
may provide richer information than the SDW by show-
ing that it can distinguish the MAX clearly from the
coplanar state although the two states have similar spin
structure factors. We also established the relation be-
tween the CDW and bond modulation in terms of the
kinetic bond energy and the vector chirality. In addi-
tion, we found that the CDW is sensitively modulated
by the spin-charge coupling and electron filling in the re-
gion beyond the perturbative regime; in particular, the
CDW is enhanced at some commensurate electron fill-
ings due to the tendency of gap opening in the electronic
band structure. Furthermore, we examined the role of
the spin-orbit coupling in the CDW modulation, which
brings about additional CDW modulations through the
effective long-range anisotropic interactions arising from
the spin-orbit coupling.

Our formula in Eq. (3) is generic to any magnetic struc-
tures on any lattice structures. Indeed, it well explains
the behavior of the CDW under the multiple-Q spin tex-
tures, such as the SkX and the 2Q coplanar state, in
GdRu2Si2 [57]. Since the concomitant CDW and SDW
implies the coupling between the spin and charge degrees
of freedom, the CDW observation in the materials with
showing multiple-Q SDWs will indicate the importance
of itinerant electrons [12]. The candidate materials are
Y3Co8Sn4 hosting the 3Q vortex crystal [92], EuPtSi [93–
97] and Gd3Ru4Al12 [98–100] hosting the 3Q SkX, and
MnSi1−xGex [69, 101–105] and SrFeO3 [106–109] host-
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ing the 3Q and 4Q hedgehog crystals. Furthermore, our
finding will provide a clue to understand complex charge
and magnetic orderings recently found in materials, such
as GdSbxTe2−x−δ [110] and EuAl4 [111–113]. Thus, the
present results stimulate a further study of exotic spin-
charge entanglement in itinerant magnets.

It is noteworthy to mention a possibility of controlling
the SDW by the CDW through their intimate relation in
the spin-charge coupled systems. In the present Kondo
lattice model, the CDW is always induced by the SDW
via the effective spin-channel interactions arising from
the spin-charge coupling rather than the charge-channel
interaction, since the itinerant electrons have no bare
Coulomb interactions. In this case, the optimal mag-
netic spin configuration is given by the effective mag-
netic interactions [66]. Meanwhile, the charge-channel
interaction may also contribute to the magnetic order-
ings, since the characteristic wave vectors of the CDW
can be different in the presence of charge-charge inter-
actions. Thus, an extension of the model by taking into

account, e.g., Coulomb interactions and electron-phonon
couplings might result in yet another stabilization mech-
anism of the multiple-Q SDWs. Indeed, a periodic array
of nonmagnetic impurities, which mimics a CDW, in in-
sulating magnets gives rise to a plethora of multiple-Q
SDWs including the SkX [114]. Such an interesting anal-
ysis is left for future study.
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T. Nakama, and Y. Ōnuki, Magnetic field induced
triple-q magnetic order in trillium lattice antiferromag-
net euptsi studied by resonant x-ray scattering, J. Phys.
Soc. Jpn. 88, 093704 (2019).

[97] S. Hayami and R. Yambe, Field-direction sensitive
skyrmion crystals in cubic chiral systems: Implication
to 4 f-electron compound euptsi, J. Phys. Soc. Jpn. 90,
073705 (2021).



15

[98] S. Nakamura, N. Kabeya, M. Kobayashi, K. Araki,
K. Katoh, and A. Ochiai, Spin trimer formation in the
metallic compound gd3ru4al12 with a distorted kagome
lattice structure, Phys. Rev. B 98, 054410 (2018).

[99] M. Hirschberger, T. Nakajima, S. Gao, L. Peng,
A. Kikkawa, T. Kurumaji, M. Kriener, Y. Yamasaki,
H. Sagayama, H. Nakao, K. Ohishi, K. Kakurai,
Y. Taguchi, X. Yu, T.-h. Arima, and Y. Tokura,
Skyrmion phase and competing magnetic orders on
a breathing kagome lattice, Nat. Commun. 10, 5831
(2019).

[100] M. Hirschberger, S. Hayami, and Y. Tokura, Nanomet-
ric skyrmion lattice from anisotropic exchange inter-
actions in a centrosymmetric host, New J. Phys. 23,
023039 (2021).

[101] T. Tanigaki, K. Shibata, N. Kanazawa, X. Yu, Y. Onose,
H. S. Park, D. Shindo, and Y. Tokura, Real-space ob-
servation of short-period cubic lattice of skyrmions in
mnge, Nano Lett. 15, 5438 (2015).

[102] N. Kanazawa, S. Seki, and Y. Tokura, Noncentrosym-
metric magnets hosting magnetic skyrmions, Adv.
Mater. 29, 1603227 (2017).

[103] Y. Fujishiro, N. Kanazawa, T. Nakajima, X. Z. Yu,
K. Ohishi, Y. Kawamura, K. Kakurai, T. Arima, H. Mi-
tamura, A. Miyake, K. Akiba, M. Tokunaga, A. Mat-
suo, K. Kindo, T. Koretsune, R. Arita, and Y. Tokura,
Topological transitions among skyrmion-and hedgehog-
lattice states in cubic chiral magnets, Nat. Commun.
10, 1059 (2019).

[104] N. Kanazawa, A. Kitaori, J. S. White, V. Ukleev, H. M.
Rønnow, A. Tsukazaki, M. Ichikawa, M. Kawasaki, and
Y. Tokura, Direct observation of the statics and dynam-
ics of emergent magnetic monopoles in a chiral magnet,
Phys. Rev. Lett. 125, 137202 (2020).

[105] S. Grytsiuk, J.-P. Hanke, M. Hoffmann, J. Bouaziz,
O. Gomonay, G. Bihlmayer, S. Lounis, Y. Mokrousov,
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