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We show theoretically that the magnetic ions, randomly distributed in a two-dimensional (2D)
semiconductor system, can generate a ferromagnetic long-range order via the RKKY interaction.
The main physical reason is the discrete (rather than continuous) symmetry of the 2D Ising model
of the spin-spin interaction mediated by the spin-orbit coupling of 2D free carriers, which precludes
the validity of the Mermin-Wagner theorem. Further, the analysis clearly illustrates the crucial
role of the molecular field fluctuations as opposed to the mean field. The developed theoretical
model describes the desired magnetization and phase-transition temperature Tc in terms of a single
parameter; namely, the chemical potential µ. Our results highlight a path way to reach the highest
possible Tc in a given material as well as an opportunity to control the magnetic properties externally
(e.g., via a gate bias). Numerical estimations show that magnetic impurities such as Mn2+ with
spins S = 5/2 can realize ferromagnetism with Tc close to room temperature.

I. INTRODUCTION

In the nascent era of spintronics, the studies of lo-
calized impurity spins in the low-dimensional systems
have become increasingly important [1–3]. At the large
inter-spin distances (as compared to a lattice constant),
the coupling between magnetic impurities in metals
and semiconductors is primarily due to the indirect
Ruderman-Kittel-Kasuya-Yosida (RKKY) exchange in-
teraction via free electrons and holes (see Ref. [4] and
references therein). The indirect character of this inter-
action manifests itself in the fact that the actual coupling
occurs via Friedel oscillations of the free-carrier charge
density in a host material (see, e.g., Refs. [4, 5]). Ac-
cordingly, it is very sensitive to the details of the elec-
tronic energy spectrum and spatial dimensionality of the
problem. The manipulation of electronic spectrum pa-
rameters such as the energy gap, spin-splitting at the
different points of the Brillouin zone, and the spin-orbit
interaction constant can generate nonstandard collective
properties in the impurity spin ensemble (e.g., the long-
range ferromagnetic (FM) ordering), leading potentially
to a range of optoelectronic, spintronic, and energy har-
vesting applications [1, 6–8]. For instance, the indirect
exchange interaction, mediated by near-surface electrons,
was shown to couple local spins and facilitate the spatial
spin correlations [9].
Naturally, the spin density generated by an impurity

magnetic moment in a two-dimensional (2D) electron or
hole gas can act on another impurity moment or their
cluster such that the resulting collective state becomes
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very complex. This complexity can be well captured phe-
nomenologically in terms of the Landau-Lifshitz-Gilbert
(LLG) equation [10, 11]. The LLG equation can describe
the systems with different long-range magnetic orders
(i.e., FM, antiferromagnetic, helical, etc.) and corre-
sponds to the mean-field approximation (MFA). From
the microscopic point of view, the MFA amounts to the
average of the internal magnetic field over the different
impurity spin configurations (with respect to their in-
direct exchange interaction), which is identical for each
magnetic ion (i.e., no spatial fluctuations). This mean
field generates the spatially uniform charge carrier and
magnetic ion magnetizations. Subsequent splitting in
their mutual spin spectra is sustained at temperatures
T < Tc, where Tc is the FM phase-transition tempera-
ture [12].

While the MFA is valid for sufficiently large magnetic
ion concentrations ni (e.g., nik

3
F ∼ 1 in 3D systems,

where kF is the Fermi wavevector [12–14]), the composi-
tion and spin fluctuations in the magnetic ion ensemble
can become substantial at smaller densities (more pre-
cisely, smaller nik

3
F for 3D), leading eventually to its

failure. This physical picture indicates qualitatively that
at a given ni, there should exist a critical free charge-
carrier concentration ne (an areal density in the 2D case)
such that at ne < ne,cr, the phase-transition temperature
Tc becomes zero and the long-range FM order ceases to
exist. As the 2D Fermi wavevector kF = (2πne)

1/2 is
related to the free carrier density, ne,cr can be well ex-
pressed through kF and then through the Fermi energy
EF in a parabolic energy band with an effective mass
m∗. Moreover, the constant density of states in the 2D
case leads to the essential equivalence of EF and the
chemical potential µ when the underlying electron gas
is sufficiently degenerate. This conveniently permits us
to use µ as a control parameter for the manipulation of
FM order characteristics (like local magnetization, spin
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polarization of charge carriers, etc.) in the 2D semicon-
ductor structures. Unlike the metallic counterparts, ne

(and thus µ) in a dilute magnetic semiconductor (DMS)
[14–16] can be controlled independently of ni via a num-
ber of methods (such as an external bias or additional
doping), highlighting its versatility in applications.
The purpose of the present paper is to analyze theoret-

ically the effect of the random distribution of magnetic
impurities on the formation of the long-range FM order
in the 2D DMS structures. The geometric confinement
of the structures under consideration enables the appli-
cation of the Ising model for the spin-spin interaction of
the magnetic impurities when it is mediated by the free
carriers experiencing a spin-orbital field directed normal
to the 2D plane. Our analysis based on the RKKY for-
malism clearly illustrates that randomizing the spin-spin
interaction results in the gradual suppression (down to
complete elimination) of magnetic order at the relatively
short periods of Friedel oscillations compared to the mean
inter-ion distance (thus, in the regime of high carrier con-
centrations). Similarly, it is also revealed that the ther-
mal distribution of the free carriers makes the FM order
impossible at/below the low values of the chemical po-
tential. These findings clearly indicate the existence of
a limited range of free carrier densities favorable for the
FM order unlike in the MFA. The investigation further
highlights the optimum conditions to achieve the max-
imum critical temperature Tc. A numerical calculation
is provided by using a DMS quantum well (QW) as an
example along with a brief discussion on another mag-
netically doped 2D system, namely, the few-layered van
der Waals materials.

II. THEORETICAL MODEL

As discussed above, it is convenient to express every-
thing in terms of the chemical potential µ. Since µ is
directly proportional to ne (µ ≈ EF ∼ ne), the problem
can be classified into two regimes. The first corresponds
to a small charge carrier concentration, where the spa-
tial dependence of the 2D RKKY potential (see below)
is unimportant. Thus, the mean-field treatment can be
used. Moreover, the MFA in this case is well described by
the Kondo-like Hamiltonian averaged over the spin states
of localized spin moments [17]. As ne grows, the Friedel
oscillations of the free carrier density become important,
causing the fluctuations in the magnetic ion subsystem
and subsequently precluding the application of the simple
(essentially single-impurity) Kondo-like approach. The
collective behavior of the magnetic ions can instead be
described by the random Ising Hamiltonian with the ex-
change energy J(r) [18, 19] in the form of the 2D RKKY
interaction.
We begin with the case of a relatively small ne, cor-

responding to the transition from a nondegenerate 2D
carrier gas to a degenerate one. Here, the Kondo-like
Hamiltonian of the carrier-ion exchange interaction takes

the usual form

HK =
I

N0

∑

j

Sj · s δ(r−Rj), (1)

where I is the carrier-ion exchange constant (in units of
energy, characterizing the confinement effect in our 2D
structure), N0 is the areal density of cation sites, and
Sj denotes the impurity spin at site j (positioned at Rj

in a host lattice) interacting with an itinerant spin s at
location r. To be specific, let us apply HK to the lowest
heavy-hole subband, which is separated from the light-
hole band due to the spin-orbit interaction. As the latter
interaction quantizes the spin along the direction normal
to the 2D plane (say, the z axis), a fictitious spin operator
S∗ = ±3/2 represents the carrier spin in the basis of
heavy-hole eigenfunctions [20]. This transformation leads
to the effective Hamiltonian

Hem =
I

3N0

∑

j

Sj,zS
∗
z δ(r−Rj), (2)

where the interaction is reduced to the coupling of spin
z-components, i.e., the Ising form of the carrier-ion ex-
change interaction. Note that the interaction with light
holes may modify Eq. (2) involving the terms propor-
tional to the transversal spin components. However, their
contributions can be neglected when the separation be-
tween two hole subbands is sufficiently larger than the
thermal energy. Further, Hem can be made to resemble
the Kondo Hamiltonian in Eq. (1) by defining the valence
band spin operator Se as 1

3S
∗
z .

The mean-field treatment of the Hamiltonian Hem

starts from the introduction of mean free carrier 〈Se〉 and
magnetic ion 〈Si〉 spin polarizations. Supposing a simple
heavy-hole band structure with an isotropic in-plane ef-
fective mass m∗, the mean carrier-spin polarization 〈Se〉
can be written in terms of the spin subband hole popu-
lations n± with a chemical potential µ as

〈Se〉 =
1

2

n+ − n−

n+ + n−

, (3)

where

n± =
∑

k

1

e(εk±
−µ)/T + 1

. (4)

By convention, temperature T is expressed in units of
energy. A finite spin polarization 〈Se〉 arises due to a fi-
nite polarization 〈Si〉 of localized spins, which induces a
Zeeman-like energy of the homogeneous Weiss field mod-
ifying the energy of free carriers with 2D wavevector k

εk±
=

~
2k2

2m∗
±

1

2
Ixi〈Si〉. (5)

Here, xi = ni/N0 (i.e., the fraction of impurity magnetic
ions in the host lattice) and 〈Si〉 is the thermally averaged
impurity spin Sj,z.
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Equations (3)-(5) describe the dependence of 〈Se〉 on
〈Si〉. To determine the phase-transition temperature Tc,
at which the infinitesimal magnetization appears, the ex-
pression for 〈Se〉 needs to be linearized in 〈Si〉. This
yields

〈Se〉 =
Ixi

2T (1 + e−ξ) ln (1 + eξ)
〈Si〉, (6)

where ξ = µ/T . Similarly, the linear approximation for
〈Si〉 results in

〈Si〉 =
S(S + 1)

3π

m∗I

~2N0
ln(eξ + 1)〈Se〉, (7)

where S denotes the spin state of the magnetic impu-
rities. The above set of relations [i.e., Eqs. (6) and (7)]
describe the mutual influence of carrier and magnetic-ion
spin polarizations which become nonzero below a certain
critical temperature Tc. The condition for Tc can also be
obtained from Eqs. (6) and (7) as

Tc

(

1 + e−µ/Tc

)

= T0, T0 =
S(S + 1)

6π

m⋆

~2N0
I2xi. (8)

As shown, T0 is a characteristic temperature (in energy
units) which depends on the type of a host material and
magnetic impurities. It actually corresponds to the FM
phase-transition temperature in the limit of high carrier
densities µ ≫ T0 in the present mean-field treatment
(thus, with no consideration of the fluctuations in the
magnetic impurity ensemble). The transcendental equa-
tion for Tc given in Eq. (8) can be solved as a function
of µ and T0 numerically.
It is instructive to compare Eq. (8) with T 3d

c obtained
for a 3D DMS with the corresponding volume density of
cation sites N3d

0 [17]:

T 3d
c =

S(S + 1)

3

(

I

N3d
0

)2
χ
(1)
e

g2µ2
B

nine, (9)

where χ
(1)
e denotes the carrier magnetic susceptibility

per particle and g and µB stand for the Landé g-factor

and Bohr magneton, respectively. Applying χ
(1)
e =

(3/8)g2µ2
B/EF for the degenerate carriers allows us to

estimate the ratio

T0

T 3d
c

= 2
(π

3

)1/3

(x3d
e )−1/3 (10)

in terms of the 3D carrier density x3d
e = n3d

e /N3d
0 pro-

vided that the other parameters in 3D and 2D cases
coincide. Since the free carrier density n3d

e is normally
much smaller than N3d

0 in a realistic DMS sample (e.g.,
x3d
e < 10−3) [14], T 3d

c is likely to be significantly lower
than T0. With Tc approaching T0 as discussed above
[Eq. (8)], the confinement in a 2D DMS system appears
to provide a clear advantage over the 3D counterpart.
Now let us turn to the second case of degenerate charge

carrier gases. To account for explicitly the disorder in the

magnetic impurity subsystem, it is convenient to elim-
inate the charge-carrier spin variables from Eq. (2) in
favor of an effective spin-spin interaction between the lo-
calized spin moments. By following the well-known pro-
cedure [4, 5, 17, 21], this can be achieved with Eq. (2)
rewritten in terms of an effective Ising-like Hamiltonian

H =
∑

j<j′

J(rij)SzjSzj′ , (11)

where J(rij) ≡ Jij is the interaction potential in energy
units. The Hamiltonian in Eq. (11) contains two ”sources
of randomness”. The first is the thermal disorder, which
means that the spin has a random projection on the spe-
cific i-th site of a 2D host lattice. Likewise, the spatial
disorder is the second source as the spin can be randomly
present or absent at a host lattice site. It’s worth noting
that our formalism works for any form of Jij so that the
effects like spin splitting at the corners of the Brillouin
zone in some 2D crystal monolayers (see, e.g., Ref. [8]
and references therein) can easily be incorporated.
The indirect interaction of localized spins in a metallic

host is usually thought of in the RKKY form [4, 21]. In
the bulk semiconductors with degenerate electron/hole
gases, such an interaction results in the FM ordering
[13, 14, 18, 19]. While the particularities of the electronic
band structure in a specific 2D substance can certainly
influence the form of Jij (see, e.g., Ref. [22]), these details
are neglected in demonstrating the universal features as
it does not change the results qualitatively. In the sim-
plest case of a one-band carrier structure, the RKKY
interaction in 2D can be expressed as [23, 24]

J(r) = −U0

[

J0(x)Y0(x) + J1(x)Y1(x)

]

, x = kF r , (12)

where J0,1 and Y0,1 are Bessel and Neumann functions of
the zeroth and first order, respectively [25], and

U0 = J0xe, J0 =
m∗I2

4π~2N0
, xe =

ne

N0
. (13)

I and N0 are as defined earlier Eq. (1).
As the impurity ferromagnetism has already been stud-

ied for bulk semiconductors [18, 19], it is illustrative to
compare the properties of 2D and 3D range functions that
essentially determine the macroscopic characteristics in
the present treatment (such as the FM phase-transition
temperature). The 3D RKKY potential reads

J3D(r) = J03D(x3d
e )4/3F (2kF r), F (x) =

x cos x− sinx

x4
,

(14)
where J0,3D = I2m∗(N3d

0 )−2/3(3/π)1/3(3/2~2). This ex-
pression clearly has a form much simpler than that in Eq.
(12). At a small x, the range function F (x) ≈ −1/3x,
i.e., it is divergent. At a large x, on the other hand,
the range function decays like x−3 cosx, which is rather
rapid. In comparison, the asymptotics of the 2D range
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FIG. 1. Comparison of the range functions for the RKKY
interaction potentials in the 2D (black, dashed line) and 3D
(red, solid line) spatial dimensions. The inset provides a mag-
nified view of the 3D RKKY range function.

function at the small and large values of x become [25]

J(r)

U0
≈ −

2

π
ln

x

2
, x << 1 (15)

J(r)

U0
≈

sin 2x

πx2
, x >> 1. (16)

It can be shown that at the lower end of x, the 2D range
function has a weaker, logarithmic divergence than that
in the 3D case (∼ 1/x). Similarly, the decay to zero at the
other end is also slower in the case of the 2D range func-
tion. Figure 1 provides a numerical evaluation of these
functions for the full range of x = kF r. As expected,
the 3D range function decreases much faster than its 2D
counterpart at a large x. More specifically, its amplitude
at x > 4 is approximately ten times smaller than that for
the 2D range function. The observed weaker divergence
(x → 0) and slower decay (x → ∞) (thus, the enhanced
indirect exchange interaction) is the condition desirable
for a higher FM phase-transition temperature, indicating
further the potential advantage of the 2D structures over
the 3D systems. This fact also follows from quantitative
estimation of Eq. (10).

With an explicit form of the interaction in place [Eq.
(12)], we are now in a position to take advantage of
the random-field method that has initially been devel-
oped for bulk 3D samples [18, 19]. In this approach,
any spin Szj is treated as a source of random field
Hzi ≡

∑

j 6=i J(rij)Szj which acts on other similar spins.
Then, all observable properties of the system are deter-
mined by the distribution function f(H) of the random

field H . More precisely, any spin average 〈A〉 has the
form

∫

A(H)f(H)dH , where the bar stands for the av-
eraging over the spatial disorder. In addition, A(H) is a
single-particle thermal average with an effective form of

the Hamiltonian H [18, 19],

Heff =
∑

i

HziSzi. (17)

The explicit expression for the distribution function f(H)
reads

f(H) =

〈

δ



H −
∑

j( 6=i)

J(rij)Szj





〉

. (18)

As the configurational averaging (i.e., over the spatial
disorder) and the thermal averaging cannot be achieved
exactly in Eq. (18), we apply an alternative approach,
i.e., the self-consistent averaging in the spirit of the sta-
tistical theory of magnetic resonance line shape [26]. By
using the spectral representation of the δ function, a set
of self-consistent equations can be obtained for the spin

averages ml = (−1)l 〈Sl
z〉, l = 1, 2,... (analogous to the

l-th order moment in a sense). The macroscopic magne-
tization M simply becomes M = gµBm (with m ≡ m1).
For an arbitrary spin S, the explicit form of this set

reads [18, 19]

f(H) =
1

2π

∫ ∞

−∞

eiHρ+G(ρ)dρ, (19a)

G(ρ) =

〈

ni

∫

(

e−iJ(r)σρ − 1
)

d2r

〉

=

S
∑

σ=1/2

{

aσF0(σρ) + ibσF1(σρ)

}

, (19b)

aσ + ibσ =

∫ ∞

−∞

[

Aσ(h) + iBσ(h)

]

f(H)dH, (19c)

F0(z) + iF1(z) = ni

∫

[exp (iJ(r)z)− 1]d2r, (19d)

Aσ(h) + iBσ(h) =
2

ZS
[cosh(σh) + i sinh(σh)], (19e)

ZS =

S
∑

σ=−S

e−σh =
sinh[(S + 1/2)h]

sinh(h/2)
;h =

H

T
. (19f)

The self-consistency is achieved by inserting Eq. (19a)
into Eq. (19c) and integrating over H . This yields

aσ + ibσ =

∫ ∞

−∞

[Aσ(z) + iBσ(z)]

× exp

[ S
∑

σ=1/2

{

aσF0(zσ) + ibσF1(zσ)

}]

dz, (20a)

Aσ(z) + iBσ(z) =
1

2π

∫ ∞

−∞

[Aσ(h) + iBσ(h)]

× exp(izh)dh, zσ =
σz

T
. (20b)

The above equations are valid for Ising spin of arbitrary
magnitude S. Below we apply these equations to the
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representative case of spin 1/2 as well as S=5/2. A typ-
ical example is Mn ions which are ubiquitous magnetic
impurities in 2D and 3D DMSs (see Refs. [6, 8, 14] and
references therein).
For S = 1/2, we have σ = ±1/2 and the governing

equations result in the dimensionless magnetization

m =

∫ ∞

−∞

tanh

(

H

2T

)

f(H)dH, (21)

where f(H) is defined by Eq. (19a) with

G(ρ) = F0

(ρ

2

)

+ iF1

(ρ

2

)

, (22a)

F0

(ρ

2

)

= 2πni

∫ ∞

0

[

cos
(

J(r)
ρ

2

)

− 1

]

rdr, (22b)

F1

(ρ

2

)

= 2πni

∫ ∞

0

sin
(

J(r)
ρ

2

)

rdr. (22c)

Then, Eq. (21) assumes the form

m = T

∫ ∞

0

eF0(ρ)

sinh πρT
2

sin [mF1(ρ)] dρ (23)

following the integration over H [19]. This expression
defines the dimensionless magnetization m in a self-
consistent manner.
The MFA asymptotics of Eq. (23) corresponds to ni →

∞ [19], which reduces to ρ → 0 as well as F0(ρ) → 0. In
this case, we can obtain from Eq. (23)

m = T

∫ ∞

0

sin [mρW0]

sinh πρT
2

dρ, (24)

W0 = 2πni

∫ ∞

0

rJ(r)dr ≡ T0. (25)

Here, W0 actually corresponds to T0 defined earlier in
Eq. (8), which is the Curie temperature Tc in the degen-
erate regime based on the so-called homogeneous Weiss
field approximation [4]. This coincidence between the
results of two different approaches is not accidental. It
actually stems from the fact that the RKKY model im-
plicitly takes into account the first-order contribution in
the carrier-ion exchange coupling (i.e., the homogeneous
Weiss field) along with the fluctuating second-order com-
ponent to ensure the convergence of integral over the
carrier wavevectors [17]. As such, the average over the
RKKY oscillations [see the integration in Eq. (25)] can-
cels out the second-order term, leaving the contribution
from the first-order intact.
Evaluation of the integral in Eq. (24) (i.e., the MFA

asymptotics) yields, as expected, the well-known expres-
sion of the mean-field magnetization for the spin 1/2 Ising
model

m = tanh
mT0

T
. (26)

To obtain the phase-transition condition from Eq. (26),
we apply the usual procedure m → 0, which generates

once more T = T0. This procedure can be regarded as a
consistency check for our approximation.
The same procedure m → 0, when applied to the

more accurate relation of Eq. (23), leads to the following
random-field expression for Tc

1 = Tc

∫ ∞

0

F1(ρ)e
F0(ρ) dρ

sinh πρTc

2

. (27)

Contrary to the MFA shown in Eq. (26), this relation
indicates the existence of a critical condition associated
with the case Tc = 0. More specifically, at Tc → 0, Eq.
(27) can be reduced to

2

π

∫ ∞

0

F1(ρ)

ρ
eF0(ρ) dρ = 1. (28)

The resulting condition is a complex function of ni and
ne (thus, µ). For a given host material and the magnetic
ion density ni, it specifies the free carrier concentration
beyond which the long-range order is impossible in the
system even at zero temperature.
The situation for S = 5/2 is qualitatively the same,

while the derivations are much more cumbersome. In
fact, it is difficult even to write a closed form expression
for the dimensionless magnetization. After some algebra,
we arrive at the following equation for Tc

1 =
2Tc

7

∫ ∞

0

F11(ρ)e
F01(ρ)L5/2 (πρTc) dρ, (29a)

F01(ρ) =
2πni

3

∫ ∞

0

(

cos
5

2
ζ + cos

3

2
ζ + cos

1

2
ζ − 3

)

rdr,

F11(ρ) = 2πni

∫ ∞

0

(

sin
5

2
ζ +

3

5
sin

3

2
ζ +

1

5
sin

1

2
ζ

)

rdr,

ζ = ρJ(r). (29b)

Here L5/2(z) = coth z
6 − coth z. The expression for the

critical concentration can be derived from Eq. (29a) via
the asymptotic relation L5/2(z → 0) = 5/z to yield

10

7π

∫ ∞

0

F11(ρ)

ρ
eF01(ρ)dρ = 1. (30)

Equations (29a) and (30) are solved numerically in Sec.
III.

III. RESULTS AND DISCUSSION

For the numerical calculation of the phase-transition
temperature, it is convenient to express both Tc and µ in
units of T0. In these units, Eq. (8) assumes the form

y
(

1 + e−
ξ0
y

)

= 1, (31)

where y = Tc/T0 and ξ0 = µ/T0. Equation (31) indi-
cates y → 1 as ξ0 ≫ 1; i.e., Tc cannot exceed T0. Fur-
thermore, Tc appears to attain its asymptotic value by
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µ ≈ 4.6T0. Being based on the mean-field treatment,
the dependence y(ξ0) in Eq. (31) is expected to remain
valid up to a moderately degenerate carrier gas in a 2D
semiconducting host (obviously including the nondegen-
erate case). By contrast, Eq. (27) or (29a) can be used
to describe y(ξ0) for high values of ξ0 (thus, µ). Assum-
ing magnetic ions Mn2+ with S = 5/2 as an example,
the numerical solution of Eq. (29a) similarly shows that
Tc ≈ T0 at µ ≈ 4.6T0 when approaching from the op-
posite, heavily degenerate regime. Thus, the chemical
potential around 4.6T0 comprises the crossover between
the two ne regimes, enabling the interpolation between
them.
Figure 2 illustrates the combined outcome of Tc vs. µ in

the full range of µ (with S = 5/2). The inset provides the
detailed behaviors of the MFA and RKKY models near
the crossover point (defined as µS). Interestingly, both
treatments predict a flat dependence beyond this point
(i.e., Tc ≈ T0 for µ > µS and µ < µS , respectively).
Accordingly, µS can indeed serve as the natural choice
to transition between the ”heavily degenerate” (curve 2)
and the ”weakly/non-degenerate” (curve 1) parts of the
solution for Tc(µ), merging the two regimes seamlessly as
shown in the main panel. The results also indicate that
the maximal Tc (or its close vicinity) can be achieved
only in a relatively narrow range of µ near the crossover
point. As µ is lowered, Tc shows a rather rapid but con-
tinuous decrease to a value ≈ 0.22T0 (denoted as Tc,tr)
corresponding to µmin ≈ −0.28T0 and then the solution
ceases to exist abruptly. This threshold behavior orig-
inates from the minimal density of free carriers needed
to mediate the indirect exchange interaction. The latter
restriction qualitatively distinguishes a 2D case from the
3D one, where T 3d

c can be arbitrarily small but does not
vanish even at an infinitesimal carrier density [27].

In the heavily degenerate regime, Tc also reveals a
gradual decrease but this time to zero. The Tc = 0 con-
dition from Eq. (30) gives the critical value µcr ≈ 16.7T0.
This decay to zero is because the averaging over the spa-
tial disorder cancels out for µ ≥ µcr due to the rapid
oscillations of the RKKY range function. In fact, the
above observation reflects the fact that the ratio µ/T0

represents the geometric factor proportional to (R̄/r̄)2,

where R̄ (∼ n
−1/2
i ) is a mean distance between magnetic

ions and r̄ (∼ k−1
F ∼ µ−1/2) approximates the RKKY

oscillation period shown in Fig. 1. Interestingly, its in-
verse (r̄/R̄)2 can be interpreted as the mean number of
magnetic ions interacting coherently with each other by
the dominant FM spin-spin coupling. As increasing µ
reduces r̄ and the number of ions interacting coherently,
the FM order becomes unsustainable beyond a certain
critical value (i.e., µcr). Combined with the analysis in
the non-/weakly degenerate regime discussed earlier, our
model predicts that the FM ordering can be achieved
only for µmin < µ < µcr with the optimum condition
around 4.6T0.

Note that the overall behavior of Tc(µ) for µ & 4.6T0

appears similar to that in 3D bulk samples [18]. This

0 2 4 6 8 10 12 14 16

µ/T
0

0

0.25

0.5

0.75

1

T c
/T

0

3 4 5 6

0.95

0.975

1

T
c,tr 

≈ 0.22T
0

 µ
min

≈ −0.28T
0

 µ
cr

≈ 16.7T
0 µ

S
≈ 4.6T

0

1 2

 µ
S

21

FIG. 2. FM phase-transition temperature Tc vs. the chemical
potential µ (both in units of T0) in a 2D DMS with S = 5/2.
The abscissa also corresponds to a ratio between the free-
carrier and magnetic ion densities ne and ni (except a con-
stant). The dashed line on the left end projects the condition
at which the FM ordering ceases to exist in the nondegen-
erate regime. By contrast, the vertical dashed-dotted line
at µS (≈ 4.6T0) distinguishes the regions where the MFA
and RKKY treatments are used to obtain the solutions (i.e.,
curves 1 and 2), respectively. The inset illustrates additional
details of both solutions beyond the crossover point µS. With
Tc staying at the asymptotic value T0 with no/little depen-
dence on µ (see µ > µS for curve 1 and µ < µS for curve 2),
it is apparent that a single model cannot describe the entire
range of µ adequately.

is to be expected judging from the comparable charac-
teristics of the RKKY range functions (except the mag-
nitude) described in Fig. 1. The only difference is the
exact form of the normalization factor T0 which shows
disparate functional dependences in the 2D and 3D cases.
On the other hand, this very difference in T0 illustrates a
distinct feature of the 2D system in the non-/weakly de-
generate regime. As the curve Tc(µ) in the bulk samples
has shown qualitative accord with the experiments and
Monte Carlo simulations in the degenerate regime [28],
it is reasonable to anticipate a similar level of agreement
in the 2D structures under consideration. Of course, it
should be noted that the current 2D model is limited by
consideration of Ising impurity spins as described above.

For numerical estimation of Tc in a realistic case, a QW
of Cd0.9Mn0.1Te is chosen as a specific example. The
values of the relevant parameters found in the literature
[29] are the carrier-ion exchange constant I = 0.88 eV
and the hole effective mass m∗ = 0.8m0, where m0 is the
free electron mass. In addition, the 2D hole density ne is
estimated to be ≈ 1011 cm−2 that leads to µ/T0

∼= 8 at
xi = 10%. Substituting all these values to the expression
predicts Tc ≈ 180 K, which is a high value for a DMS.
This analysis further suggests that Tc can be increased
by another 30 % or so (to ∼ 240 K) if the free hole den-
sity is lowered (not raised contrary to the conventional
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perception) by about 40 % to the desired µ/T0 ≈ 4.6.
Controlling ne (thus, µ) independent of ni is clearly pos-
sible, which is particularly so in the 2D structures. Note
that our estimation of Tc is rather rough as the val-
ues of the material parameters are temperature, pres-
sure and other external stimuli dependent. Nevertheless,
the results strongly indicate that the FM ordering can
be achieved even at/above room temperature when the
2D DMS systems are properly optimized. For instance,
recent ab initio calculations predicted the carrier-ion ex-
change constant significantly larger than 1 eV in magnet-
ically doped 2D transition-metal dichalcogenides along
with comparable hole effective masses [30, 31]. Hence, it
is not unreasonable to expect a substantial enhancement
of Tc in these structures, where the modulation of free
carrier concentrations over a wide range can be readily
achieved [32].

IV. SUMMARY AND OUTLOOK

Possible magnetic long-range order in the doped planar
semiconductor structures with Ising impurity spins ex-
hibits a large body of interesting physical effects, making
them promising candidates for spintronic, electronic and
even photovoltaic applications [1, 3, 33]. In this work,
we demonstrate that the magnetic impurities, realizing

the Friedel oscillations of the constituent 2D free car-
rier gas, may generate room temperature FM order in
a host structure. The conditions suitable to reach the
maximum possible Tc is elucidated, which can provide a
useful guideline for experimental realization. It is noted
that the onset of ferromagnetism considered here is due
only to the RKKY interaction, while there are evidently
other mechanisms (like direct ferro- or antiferromagnetic
exchange between the close pairs of impurities) that can
also promote the appearance of magnetic order in the
2D semiconductor structures [14–16]. Further, there is
another important effect which is present in all 2D struc-
tures except graphene. This effect is related to the syn-
ergy between the RKKY indirect exchange coupling and
the Rashba spin-orbit interaction, leading to the inter-
esting phenomena such as the strong anisotropy in the
resulting J(r) [34]. These and other higher-order effects
are outside the scope of the current study.
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