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We investigate the conduction-band structure and electron mobility in rocksalt ScN based on
density functional theory. The first-principles band structure allows us to obtain band velocities
and effective masses as a function of energy. Electron-phonon scattering is assessed by explicitly
computing the q-dependent electron-phonon matrix elements, with the inclusion of the long-range
electrostatic interaction. The influence of free-carrier screening on the electron transport is assessed
using the random phase approximation. We find a notable enhancement of electron mobility when
the carrier concentration exceeds 1020 cm−3. We calculate the room-temperature electron mobility
in ScN to be 587 cm2/Vs at low carrier concentrations. When the carrier concentration is increased,
the electron mobility starts to decrease significantly around n = 1019 cm−3, and drops to 240 cm2/Vs
at n = 1021 cm−3. We also explore the influence of strain in (111)- and (100)-oriented ScN films.
For (111) films, we find that a 1.0% compressive epitaxial strain increases the in-plane mobility
by 72 cm2/Vs and the out-of-plane mobility by 50 cm2/Vs. For (100) films, a 1.0% compressive
epitaxial strain increases the out-of-plane mobility by as much as 172 cm2/Vs, but has a weak
impact on the in-plane mobility. Our study sheds light on electron transport in ScN at different
electron concentrations and shows how strain engineering could increase the electron mobility.

I. INTRODUCTION

ScN is a semiconducting transition-metal nitride that
has received significant attention due to the demon-
strated synthesis of high-quality thin films [1–3] and their
potential applications in thermoelectric [4–6] and elec-
tronic [7] devices. The material exhibits high mobility
and carrier concentrations [8, 9] and ambipolar dopa-
bility [10]. Crystallizing in the rocksalt structure, ScN
can be integrated with several technologically important
III-nitride semiconductors, leading to reduced dislocation
density with the use of a GaN epilayer [11], and giant in-
terfacial carrier densities in ScN/GaN heterostructures
[12].

The electronic structure of ScN has historically been
a topic of debate [7]. Early reports suggested that it
might be a semimetal [13, 14], with the conduction-band
minimum (CBM) at X lower in energy than the valence-
band maximum (VBM) at Γ, but it is now understood
that ScN is an indirect-band gap semiconductor. Exper-
imental values for the fundamental band gap have been
reported ranging from 0.9 to 1.3 eV [3, 9, 15, 16], while
computational studies have produced values between 0.8
and 1.1 eV [17–20]. A more rigorous study of the elec-
tronic structure is still lacking, particularly relating to
how band curvature, which governs velocities and effec-
tive masses, changes with carrier energy.

A high carrier mobility is desirable for many of ScN’s
applications. In thermoelectric energy conversion de-
vices, ScN’s high mobility contributes to a higher figure of
merit [6, 21]. Similarly, ScN integration with GaN-based
electronic or optoelectronic devices is made attractive by
the high electron mobility [11, 22]. It is thus crucial to
understand the factors that impact the mobility, as well
as how it varies as a function of carrier concentration. It

is possible to achieve n-type doping through the use of ON

or FN donors [23, 24]. Reported measurements of room-
temperature electron mobility in ScN cover a wide range,
from 1 to 284 cm2/Vs [1–3, 7, 17, 21, 25]. The highest
reported value, 284 cm2/Vs, was obtained at a carrier
concentration of 3.7× 1018 cm−3 in ScN films grown on
sapphire by hydride vapor phase epitaxy [1].

Accurate values for effective mass, as well as knowledge
of how these masses change with carrier concentration,
are essential for understanding mobility. A wide range
of electron effective masses has been reported, with ex-
perimental measurements for transport effective masses
ranging between 0.1 and 0.4 m0 [9, 26], and results from
computations ranging from 0.18 to 0.35 m0 [9, 18]. These
numbers reflect effective masses at the CBM; at high car-
rier concentrations, the masses can change significantly.

In this paper we report the results of first-principles
calculations based on density functional theory (DFT)
[27, 28] and density functional perturbation theory
(DFPT) to obtain a comprehensive picture of the elec-
tronic structure and electron transport in ScN. We use
a hybrid functional [29, 30] combined with Wannier in-
terpolation [31] to obtain an accurate description of the
band structure. This allows us to determine band veloci-
ties and effective masses as a function of electron energy,
and also to locate inflection points. Our approach pro-
vides accurate values that take the significant degree of
nonparabolicity of the electronic band structure into ac-
count. We also use the Wannier-interpolated density of
states (DOS) and Fermi-Dirac statistics to determine the
carrier concentrations for holes and electrons as a func-
tion of Fermi level.

We also perform detailed calculations of the electron-
phonon (el-ph)-limited electron mobility. At room tem-
perature, the electron mobility is limited primarily by
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interactions with the longitudinal optical phonon mode
that generates a long-range electric field. Properly treat-
ing this long-range interaction is crucial. We also in-
clude the effects of free-carrier screening on electron mo-
bility, by screening the el-ph matrix elements using the
Lindhard dielectric function calculated within the ran-
dom phase approximation (RPA) for the homogeneous
electron gas [32, 33]. We present a detailed analysis of
scattering rates and contributions from different phonon
modes, and analyze the dependence of mobility on carrier
concentrations.

Additionally, we study the impact of strain on mobility.
Thin films of ScN have been grown on MgO [2, 17, 21, 34],
sapphire [1, 25], and Si [35] substrates. Since the lattice
mismatch is large, the resulting films are likely relaxed,
but residual strain may be present [17, 35]. A smaller
lattice mismatch occurs for (111)-oriented ScN grown on
the c plane of wurzite GaN (+0.2%) and AlN (−2.3%),
making pseudomorphic growth plausible. Since strain is
likely to be present in ScN films and is known to affect the
electronic structure and carrier mobility of semiconduc-
tors [36], we will explore its impact on electron transport.

The paper is organized as follows. Section II describes
the computational methodology and theoretical back-
ground. The main results are summarized in Sec. III,
including the electronic (Sec. III A) and phonon band
structure (Sec. III C) of bulk ScN, electron concentrations
as a function of Fermi level (Sec. III B), electron-phonon
coupling matrix elements (Sec. III D), electron scattering
rates and their phonon-mode decomposed contributions
(Sec. III E), room-temperature electron mobility at var-
ious carrier concentrations (Sec. III F), and the effect of
screening (Sec. III G). The strain dependence of electron
mobility at low carrier concentrations is investigated in
Sec. III H). Section IV concludes the paper.

II. METHODOLOGY

A. Computational Details

We conduct first-principles calculations based on DFT
[27, 28] and the Heyd, Scuseria, and Ernzerhof (HSE)
[29, 30] screened hybrid functional with 25% mixing of
exact exchange, as implemented in the Vienna Ab initio
Simulation Package (VASP) [37, 38]. We use an energy
cutoff of 520 eV for the plane-wave basis set, and the
core electrons are described with projector-augmented-
wave potentials [39, 40] with the Sc 4s2 3d1 and N 2s2

2p3 electrons treated as valence. We integrate over the
Brillouin zone (BZ) using a 10 × 10 × 10 k-point grid.
The HSE calculated equilibrium lattice parameter is 4.48
Å, very close to the experimental value of 4.50 Å [41]. To
enable dense sampling of the conduction band, we use
Wannier interpolation based on the Wannier90 code [31]
with more than 2000 k-points sampled along each high-
symmetry path in the BZ. To assess the effect of strain
in (111)- and (100)-oriented ScN films, we constrain the

in-plane lattice parameters and relaxed the out-of-plane
lattice parameter.

The electronic structure calculations preceding phonon
and electron mobility calculations are performed using
the Quantum ESPRESSO software package [42, 43]. We
therefore perform calculations using the local density ap-
proximation (LDA) [44]. In Sec. III A we demonstrate, by
comparing with the HSE calculations, that the relevant
parts of the band structure are accurately reproduced
with this approach. The LDA calculations are performed
with norm-conserving pseudopotentials [45] and the same
valence electron configurations as specified above. The
lattice parameter is set to the experimental value of 4.50
Å [41]. We used a plane-wave cutoff of 72 Ry and a 24
× 24 × 24 k-point grid to integrate over the BZ for the
LDA electronic structure calculation.

The phonon band structure is calculated using DFPT
[46] with a threshold of 10−14 Ry for self-consistency and
using a coarse 6 × 6 × 6 q-point grid. A non-analytical
correction [47] to the phonon bands has been included
to capture the split in frequencies between longitudinal
and transverse optical modes. Based on the lattice vibra-
tional spectra and electronic wavefunctions, we calculate
el-ph coupling using the EPW code [48]. The el-ph ma-
trix elements are first calculated on a coarse grid of 12 ×
12 × 12 k- and 6 × 6 × 6 q-point grids, and then Wan-
nier interpolation is performed at denser k- and q-point
grids. To calculate the scattering rates and mobility, we
use 120 × 120 × 120 k- and q-point grids. We have con-
firmed that our calculated mobility changes by less than
1% when the grid size is increased to 140 × 140 × 140.
The Perturbo code [49] was also employed for transport
calculations, yielding consistent results for the mobility.

B. Electron-Phonon Matrix Elements

ScN has two atoms in its primitive unit cell, each of
which carries an isotropic Born effective charge tensor.
The atomic motion associated with a longitudinal opti-
cal (LO) phonon in the long-wavelength limit (q → 0)
generates a long-range electric field that couples strongly
to carriers [50]. This is known as the Fröhlich interac-
tion [51]. As a consequence, LO-phonon scattering is the
major scattering mechanism at finite temperatures, when
LO phonon modes are thermally excited.

In the Fröhlich model [51], the el-ph (LO) coupling
matrix gq is proportional to 1/q, diverging when q→ 0.
This singularity requires special numerical treatment in
calculations for the el-ph interaction. We have adopted
the approach of Verdi et al. [52] to calculate the el-ph
matrix elements by separating the short-range and long-
range contributions to the coupling strength. The el-ph
matrix element gmn,ν(k,q) that quantifies the scattering
process between Kohn-Sham states (n,k) and (m,k + q),
interacting with a phonon with wavevector q and band
index ν, can be written as:

gmn,ν(k,q) = gSmn,ν(k,q) + gLmn,ν(k,q), (1)
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gSmn,ν is the short-range contribution, which is ob-
tained from Wannier interpolation on a dense grid [52].
gLmn,ν(k,q) is the long-range contribution, which is com-
puted analytically from

gLmn,ν(k,q) =

i
e2

Ωε0

∑
j

√
h̄

2Mjωq,ν

∑
G6=−q

(q + G) · Z∗j · ej,ν(q)

(q + G) · ε∞ · (G + q)

×
〈
ψm,k+q

∣∣∣ei(q+G)·r
∣∣∣ψn,k〉 .

(2)

Ω is the volume of the cell, ε0 the permittivity of vac-
uum, G is the reciprocal lattice vector, and Z∗j is the
Born effective charge tensor of atom j that has a mass
Mj . ej,ν(q) are the components of the eigenvector of the
dynamical matrix for the phonon with band index ν and
wavevector q for atom j. ε∞ is the macroscopic high-
frequency dielectric tensor.

〈
ψm,k+q

∣∣ei(q+G)·r
∣∣ψn,k〉 is

the overlap matrix element between the initial and the
final state and is evaluated in the limit of q + G→ 0.

Recent work highlighted the importance of dynamical
quadrupoles in calculations of carrier mobilities [53, 54].
In this work we do not include quadrupole corrections
because ScN crystallizes in the Fm3̄m space group, hence
quadrupole tensors vanish by symmetry (see for example
the similar case of SrO in [55]).

In doped semiconductors, the el-ph interaction is
screened by the free charge carriers. We take this ef-
fect into account by screening the el-ph matrix elements
using the Lindhard dielectric function, i.e., gscreenmn,ν (q) =
gmn,ν(q)/ε(q). The Lindhard function is evaluated at
the phonon frequency ωqν , and corresponds to the RPA
screening of the homogeneous electron gas [32, 33]. The
screened el-ph matrix elements are then used in the cal-
culation of the electron mobility [56, 57].

C. Electron Transport and Carrier Mobility

Electron mobility is calculated as

µαβ = − e

Ωne

∑
n∈CB

∫
d3k

ΩBZ
vnk,α∂Eβfnk, (3)

where Ω is the volume of the unit cell, ne is the elec-
tron concentration, ΩBZ is the volume of the BZ, fn,k is
the Fermi-Dirac distribution function, and ∂Eβfnk is the
derivative of fn,k with respect to the static electric field

along the β direction (Eβ). vnk,α = h̄−1∂εnk/∂kα is the
band velocity for the single-particle electron eigenvalue
εnk. One can define the band- and k-dependent el-ph
relaxation time (τnk) that goes into the integral on the
right side of Eq. (3). The scattering rate (τ−1nk , defined
as the inverse of the relaxation time) can be directly cal-
culated from the imaginary part of the el-ph self-energy

ImΣnk using τ−1nk = (2/h̄)ImΣnk, which is expressed as

τ−1nk =
2π

h̄

∑
qν,m

|gmn,ν(k,q)|2

× {(nq,ν + fk+q,m)δ(εk+q,m − εk,n − h̄ωq,ν)

+ (1 + nq,ν − fk+q,m)δ(εk+q,m − εk,n + h̄ωq,ν)},
(4)

where ωq,ν is the frequency and nq,ν the occupation (us-
ing Bose-Einstein statistics) of the phonon mode ν at
wavevector q. The two Dirac delta functions indicate
the energy conservation conditions for el-ph scattering
events, with the former corresponding to a phonon ab-
sorption process and the latter to a phonon emission
process. The scattering rate is temperature dependent.
While the el-ph matrix is calculated at T=0, the temper-
ature dependence of the scattering rate arises from the
electron and phonon occupations at finite temperatures.
Treating the static electric field as a small perturbation,
the variation ∂Eβfnk in Eq. (3) can be solved iteratively
and the electron mobility is obtained from an iterative
solution of the linearized Boltzmann transport equation
(see more details in Ref. [58]).

III. RESULTS AND DISCUSSION

A. Details of Conduction-Band Structure

The band structure of rocksalt ScN as calculated with
HSE is displayed in Fig. 1. The VBM is located at the Γ
point and the CBM at the X point; there are six equiv-
alent X points on the BZ boundary. The valence band
has O 2p character, while the conduction band is com-
prised of Sc 3d states. The lowest three conduction bands
belong to the unoccupied t2g orbitals, which arise from
crystal-field splitting of Sc 3d orbitals in the octahedral
ligand field. We find an indirect band gap of 0.79 eV
from Γ to X, and optical direct gaps of 1.91 eV at X and
3.58 eV at Γ. These values are in reasonable agreement
with the range of computational [17–20] and experimen-
tal [3, 9, 15, 16] results that have been previously re-
ported. Arguably the most detailed measurements were
reported by Deng et al. [9] who performed optical mea-
surements that yielded direct gaps of 2.02 eV at X and
3.75 eV at Γ. Using scanning tunneling spectroscopy,
Al-Brithen et al. [15] obtained an indirect band gap of
0.9±0.1 eV. Our results are also in good agreement with
the hybrid functional calculations of Deng et al. [9] and
with GW calculations [18].

In Fig. 1 we overlay the Wannier-interpolated bands
onto the band structure calculated with HSE, demon-
strating that the Wannier fit is well converged. Figure 1
shows very different CB dispersion along the path con-
necting the X point (0, 0.5, 0.5) with Γ (0, 0, 0) versus the
path connecting X with W (0.25, 0.75, 0.5). These high-
symmetry pathways are perpendicular and are generally
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FIG. 1. The band structure of rocksalt ScN. Results from HSE
calculations (black solid lines) and Wannier90 interpolation
(blue dashed lines) are overlaid. Indirect and direct band
gaps are indicated.

referred to as the longitudinal (X→ Γ) and transverse
(X→W) directions. The secondary conduction-band val-
leys are considerably higher in energy than those at X;
specifically, the K valley is 2.52 eV higher than the CBM
at X, while the Γ valley is 2.78 eV higher. Therefore, elec-
trons will only occupy the X valleys over a wide range of
temperatures and carrier concentrations, and scattering
to other valleys will not be a concern.

In this paper we focus on electron transport; however,
in the course of investigating the HSE band structure,
we have similarly analyzed the valence bands; we include
our results for the valence bands in the Supplemental
Material (SM) [59].

In Fig. 2 we plot the band velocities and effective
masses as a function of energy above the CBM. We de-
termine the band velocities by taking the first derivative
with respect to k on our Wannier-interpolated HSE band
structure using the Wannier90 band interpolation tool
[31]. The band velocity is defined as

vk =
1

h̄

∂εk
∂k

. (5)

We then perform finite-differences calculations on the
first derivative to determine the second derivative with
respect to k, which is related to the effective mass tensor
as: [

1

m∗k

]
ij

=
1

h̄2
∂2εk
∂ki∂kj

. (6)

In this way, we obtain accurate results for the evolution
of effective mass as we move away from the CBM.

The band velocity along the X→W (transverse) direc-
tion is clearly greater, by more than a factor of two, than
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FIG. 2. (a) Band velocity and (b) effective mass as a function
of energy above the CBM for the lowest-lying conduction band
along X→W and X→ Γ directions. The vertical lines in (b)
correspond to inflection points in the band structure, where
the effective mass diverges.

along the X→Γ (longitudinal) direction [Fig. 2(a)]. This
correlates with the significantly lower effective mass along
X→W [Fig. 2(b)]. We can also locate the position of in-
flection points, i.e., energies for which the slope of the
band velocity goes to zero, or, correspondingly, where
the effective mass diverges. The inflection point along
X→ Γ is approximately 1.6 eV above the CBM, while
along X→W it is almost 2.5 eV above the CBM. If carri-
ers are present at these inflection points, either by doping
or by injection, they could be used in high-frequency os-
cillators [60–62].

Our calculated values for the longitudinal and trans-
verse effective masses at the CBM are listed in Table I.
The values agree well with those derived from previous
computational studies [9, 18]. We additionally calculate
the transport effective mass (mtr)—sometimes also re-
ferred to as conductivity effective mass—and density-of-
states effective mass (mDOS). These are defined as

mtr = 3

(
1

ml
+

2

mt

)−1
(7)

and

mDOS = (mlm
2
t )

1/3
. (8)

The values as a function of energy above the CBM are
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FIG. 3. Density-of-states and transport effective masses,
shown as a function of electron energy above the CBM.
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FIG. 4. Electron concentrations at T=300 K, shown as a
function of the Fermi level position.

shown in Fig. 3. As carriers are added into the conduc-
tion band, both masses increase, making clear that it is
not warranted to assume that the masses retain the value
they have at the CBM.

The values for mtr and mDOS at the CBM are in-
cluded in Table I. Our value for mtr=0.24 m0 is smaller
than that reported by Deng et al. [9], who extracted
mtr=0.40±0.02 m0 based on a fit of the plasma frequency
that did not take the variation of mtr with carrier con-
centration into account. However, our calculated values
are greater than those measured by Harbeke et al., who
obtained effective masses of 0.1–0.2 m0 using infrared re-
flectivity [26].

For the density-of-states mass, we note that our defi-

nition does not include a factor M
2/3
c , where Mc is the

number of equivalent band minima (Mc = 3 for the CBM
in ScN) [63]. In this manner, we are following the def-
inition used by Deng et al. in Ref. 9, with whom our
density-of-states effective mass agrees well. They re-
ported that mDOS=0.33±0.02 m0 based on an analysis
of the Burstein-Moss shift in optical absorption data [9].

While the electronic structure computed with HSE is in
good agreement with previous experimental and theoret-
ical results, we cannot use HSE for the calculation of mo-

TABLE I. Calculated electron effective masses ml, mt, mtr

and mDOS (in units of m0) using HSE and LDA band struc-
tures. Reported experimental values (from Ref. 9) are listed
for comparison.

ml mt mtr mDOS

HSE 1.43 0.17 0.24 0.34
LDA 1.67 0.19 0.27 0.39
Expta 0.40±0.02 0.33±0.02

aRef. 9

bility. Indeed, we need the Quantum ESPRESSO code
[42, 43] for the calculation of electron-phonon matrix ele-
ments, but the DFPT implementation in this code is not
compatible with HSE. We therefore perform these calcu-
lations consistently with LDA, and demonstrate that the
conduction-band structure that is relevant for electron
mobility agrees well with the HSE band structure. This
agreement indicates that the band velocities and effective
masses are reasonably accurate in LDA. The underesti-
mation of the band gap in LDA likely leads to a small
amount of overscreening of the electron-phonon matrix
elements, therefore the calculated mobility should be un-
derstood as a theoretical upper bound to the measured
mobility [55]. As a quantitative measure of the agree-
ment between LDA and HSE results in the vicinity of the
CBM, we compare electron effective masses calculated
with LDA with those calculated with HSE, as listed in
Table I. The similarity in electron effective masses when
comparing LDA with HSE assures us that using the LDA
band structure is sufficient to yield reliable results for
electron mobility.

B. Electron Concentrations

Using our Wannier-interpolated band structure and
the corresponding density of states, we evaluate the rela-
tionship between carrier concentrations and Fermi level.
Electron concentrations n are determined by integrating
the density of states as a function of energy from the
CBM [63]:

n =

∫ ∞
ECBM

gC(E)f(E)dE . (9)

Here, gC(E) is the density of states in the conduction
band as a function of energy, and f(E) is the Fermi-Dirac
occupation function, given by:

f(E) =
1

1 + exp(E−EFkBT
)
, (10)

where kB is Boltzmann’s constant and EF is the Fermi
energy. In Fig. 4, we plot n at room temperature as
a function of Fermi level, obtained through numerical
integration. A similar analysis for holes in the valence
band is included in the Supplemental Material [59].
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Deng et al. [9] reported optical band gaps as a function
of increasing electron concentration starting at 1.0×1020

cm−3. The observed an increase in optical band gap,
caused by a Burstein-Moss shift, by 0.37 eV when in-
creasing the carrier concentration from 1.0×1020 cm−3 to
1.0×1021 cm−3. If we assume a flat valence band around
the X point, as Deng et al. did when fitting their data,
we can compare this increase with the expected shift in
Fermi level shown in Fig. 4. We find that increasing n
from 1.0 × 1020 cm−3 to 1.0 × 1021 cm−3 corresponds
to a shift of 0.33 eV, in very good agreement with the
results of Deng et al. [9]. We also obtain excellent agree-
ment with the results of Gall et al. [16], who estimated a
Burstein-Moss shift of 0.25 eV for a carrier concentration
of 5.0 × 1020 cm−3. Our results indicate that the same
concentration will increase the position of the Fermi level
by 0.23 eV.

C. Phonon Band Structure of ScN

Our calculated phonon band structure for ScN is shown
in Fig. 5. With two atoms in the primitive cell, ScN pos-
sesses six phonon modes in total: one longitudinal acous-
tic (LA) mode, two transverse acoustic (TA) modes, one
longitudinal optical (LO) mode, and two transverse opti-
cal (TO) modes. Our calculated phonon frequencies at Γ
and X are listed in Table II. The calculated phonon fre-
quencies generally agree with those from a previous LDA
calculation [64], except that ωTO(Γ) in the present study
is 11.9 meV lower. This discrepancy may be attributed
to the different pseudopotentials and codes being used.
Experimentally measured phonon frequencies [41, 65, 66]
are also listed in Table II. While our calculated phonon
frequencies at the X point are in reasonable agreement
with experiment [41, 65, 66], the optical phonon frequen-
cies at the Γ point are underestimated. However, we
note that the values obtained from different experiments
[inelastic X-ray scattering (IXS) [65] versus Raman spec-
troscopy [41, 66]] also differ substantially. Our calcu-
lated LO-TO splitting [ωLO(Γ)− ωTO(Γ) = 42.3 meV] is
consistent with the IXS measurement (42.6 meV). This
value arises from the nonanalytical correction at q → 0
and requires both the high-frequency dielectric constant
(ε∞) and the diagonal term of the isotropic Born effec-
tive charge tensor, which we will call Z∗. Our calcula-
tions yield ε∞=9.8 and Z∗(Sc)=−Z∗(N)=3.8 e. These
values are comparable to those calculated with GGA+U
in Ref. 67: ε∞=12.9 and Z∗(Sc)=4.4 e. The origin
of the differences between results calculated at different
levels of theory is well-known and has previously been
discussed [68]. In our own HSE calculations we found
ε∞=8.4 and Z∗(Sc)=4.1 e, in general agreement with
the LDA-calculated values.

FIG. 5. Calculated phonon band structure along high-
symmetry lines in the BZ. Frequencies for the LO and TO
phonon modes at the Γ point are indicated.

TABLE II. Calculated LO, TO, LA, TA phonon frequencies
(in meV) for ScN at the Γ and X points. Results from a pre-
vious calculation [64] are listed for comparison. Experimental
results from inelastic X-ray scattering (IXS) [65] and Raman
spectroscopy [41, 66] are also listed.

Γ X
ωLO ωTO ωLO ωTO ωLA ωTA

This work 75.8 33.4 69.3 50.7 42.8 32.8
Prev. calc.a 78.4 45.3 70.5 51.5 43.9 33.1

IXSb 85.1 42.5 67.5 45.7 31.8 25.1
Ramanc 84.3 52.1 – 52.0 44.0 37.0

aRef. 64; bRef. 65; cRef. 41 and 66

D. Electron-Phonon Matrix Elements

In Fig. 6, we present our results for el-ph matrix el-
ements |gmn,ν(k,q)| between two electron states in the
lowest conduction band (m = n = 5, k =X) and an opti-
cal phonon branch ν. We consider the intraband electron
interaction with either the polar LO mode or the nonpo-
lar TO mode, and the resulting |gmn,ν(k,q)|) is plotted
as a function of phonon wavevector q along the high-
symmetry paths of the BZ. The el-ph matrix elements for
the polar LO mode are clearly much larger than those for
the TO mode. For the electron-LO phonon interaction, a
strong 1/q dependence is observed for small q, due to the
long-range contribution |gLmn,ν(k,q)| [see Eq. (2)]. The
importance of this long-range contribution is highlighted
by a comparison with the calculated values for the short-
range contribution |gSmn,ν(k,q)|, shown as the dashed red
line in Fig. 6. Regarding acoustic modes, we found that
the el-ph matrix elements for the LA mode are compara-
ble in magnitude to those for the TO mode, while those
for the TA mode are negligibly small (see Fig. 6).
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FIG. 6. Magnitude of el-ph matrix elements |gmn,ν(k,q)|
for electrons in the lowest CB (m = n = 5, k=X) and for
the highest phonon branch (LO mode, ν = 6, red solid line),
the second-highest phonon branch (TO1 mode, ν = 5, black
solid line), the third-highest phonon branch (TO2 mode, ν =
4, green solid line), the fourth-highest phonon branch (LA
mode, ν = 3, blue solid line), the fifth-highest phonon branch
(TA1 mode, ν = 2, orange solid line) and the lowest phonon
branch (TA2 mode, ν = 1, cyan solid line). The red dashed
line shows calculated values for the short-range contribution
|gSmn,ν(k,q)|.

E. Scattering Rate

Using the calculated el-ph matrix elements, we eval-
uate the room-temperature relaxation times [Fig. 7(a)]
for electrons in the conduction band [see Eq. (4)]. The
results are shown for energies up to 0.4 eV above the
CBM. As the satellite valleys (K and Γ valleys) are much
higher in energy than the X valley (see Fig. 1), only small-
q intravalley electron scattering within the X valley and
large-q intervalley electron scattering between two equiv-
alent X valleys are possible. We further identified that
the small-q intravalley electron scattering is dominant
due to the LO phonon scattering. The relaxation time
decreases slightly over the energy range 0–76 meV, from
114 to 104 fs. Above 76 meV, the relaxation time ex-
hibits a decrease, with a spread in values between 7 fs to
40 fs. This spread becomes narrower at higher electron
energies, approaching the lower bound (7–8 fs) at high
energies.

To gain more insight into el-ph scattering, we plot the
mode-resolved el-ph scattering rates in Fig. 7(b). As
expected, and consistent with the mode-resolved el-ph
matrix elements shown in Fig. 6, scattering with LO
phonons dominates. The total scattering rate mainly fol-
lows the trend of LO scattering, which exhibits a thresh-
old frequency of ωLO(Γ) = 76 meV. At energies less than

(ℏ
/2
)𝜏
'
(
(m
eV
)

FIG. 7. (a) Relaxation time of electrons (τ , fs). (b) Mode-
resolved imaginary part of the electron self-energy (lmΣ,
meV), which is proportional to the scattering rate τ−1 with
a proportionality factor (h̄/2). Contributions from the domi-
nant LO, TO, and LA modes are shown, and the characteristic
frequencies ωLO and ωTO are indicated.

ωLO from the CBM, the phase space for LO phonon emis-
sion vanishes, leaving LO phonon absorption as the sole
source of scattering events. At energies above ωLO, both
LO phonon emission and absorption are possible, sharply
increasing the scattering rate.

Compared to LO phonon scattering, TO phonon scat-
tering is much weaker. TO phonon scattering also has
a threshold frequency (at ωTO) below which phonon
emission is suppressed and the scattering rate is lower.
Threshold frequencies in scattering rates are commonly
observed in inelastic electron–optical phonon scattering
processes [69].

Scattering with acoustic phonons, on the other hand, is
nearly elastic, and its rate increases with carrier energy
without any threshold frequency [69]. Overall, the LA
phonon scattering rates are comparable to those of TO
phonons at high carrier energies, but they are noticeably
higher at low carrier energies.

F. Carrier Mobility

With our calculated scattering rates, we now com-
pute the room-temperature electron mobility of ScN us-
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FIG. 8. Position of the Fermi level for different electron
concentrations at room temperature. The zero of energy is
set at the CBM.

ing Eq. (3). Since the energy scale for phonons (up to
about 76 meV, Fig. 5) is much smaller than for elec-

trons, and because the factor −∂fnk

∂εnk
is nonzero only over

a narrow range near the Fermi level, only states with en-
ergies close to the Fermi level are involved in scattering.
To compute the room-temperature mobility we focus on
an energy window of 0.8 eV centered at the Fermi level.
We considered electron concentrations ranging from 1016

cm−3 to 1021 cm−3. The Fermi level that corresponds
to a particular carrier concentration has been labeled in
Fig. 8. At n = 1016 cm−3, the Fermi level is 0.19 eV
below the CBM, while at n = 1019 cm−3 it is positioned
0.01 eV below the CBM. At our highest carrier concen-
tration considered, n = 1021 cm−3, the Fermi level is 0.38
eV above the CBM.

In Fig. 9, we plot the room-temperature electron mo-
bility as a function of the electron concentration. When
n < 1018 cm−3, the electron mobility is relatively insensi-
tive to n. When n increases above 1018 cm−3, the mobil-
ity starts dropping quickly, from 578 cm2/Vs at n = 1018

cm−3 to 165 cm2/Vs at n = 1021 cm−3.
To gain more insight into these results, we plot the to-

tal scattering rates versus electron energy for six different
electron concentrations in Fig. 10. For n = 1016, 1017,
and 1018 cm−3 the Fermi level is well below the CBM
and the shape and magnitude of the scattering rate are
similar. At n = 1019 cm−3 the Fermi level approaches
the CBM and the scattering rate near the CBM starts to
rise, because more electronic states participate in elec-
tron scattering [see the first term in Eq. (4)]. When the
Fermi level is well above the CBM, for n = 1020 cm−3, the
scattering rates for low-energy carriers near the CBM are
greatly increased. The rates saturate at n = 1021 cm−3.

For large carrier concentrations, there is always a dip
in the scattering rate at the Fermi level. We have verified
from mode-resolved contributions to the scattering rates

1 E 1 6 1 E 1 7 1 E 1 8 1 E 1 9 1 E 2 0 1 E 2 10

1 0 0
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3 0 0
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5 0 0

6 0 0

7 0 0

w / o  s c r e e n i n g

O s h i m a ,  2 0 1 4
D i s m u k e s ,  1 9 7 4
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µ e
 (c

m2 /Vs
)

n  ( c m - 3 )

w /  s c r e e n i n g

FIG. 9. Calculated room-temperature mobilities (in
cm2/Vs) for ScN as a function of electron concentration. The
calculated mobilities with and without the screening effect are
depicted using red and black dots, respectively. Experimental
values (denoted by stars) are from Oshima et al. [1], Dismukes
et al. [25], Burmistrova et al. [21], Ohgaki et al. [2], Saha et
al. [3], Cetnar et al. [24] and Al-Atabi et al. [8].
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FIG. 10. Room-temperature scattering rates as a function of
carrier energy at different carrier concentrations. The zero of
energy is set at the CBM. The Fermi-level position is labeled
with green dashed lines.
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that this dip is caused by electron–LO phonon scatter-
ing. The dip in the scattering rate around the Fermi en-
ergy originates from the fact that the combination of the
terms in the curly bracket of Eq. (4) reaches its minimum
at εn,k = EF (see also Ref. 70). The underlying physical
reason for this is that electron scattering by LO optical
phonons is forbidden below the LO phonon energy. The
reduced scattering rate at the Fermi level is also consis-
tent with the fact that electrons near the Fermi surface
of a metal are scattered less compared to electrons far
from the Fermi surface. We note that only the scattering
rates near the Fermi level (within ∼0.2 eV of EF , at room
temperature) affect the electron mobility. The scattering
rate near the Fermi level gradually increases when the
carrier concentration is increased above n = 1019 cm−3

[Figs. 7(b) and 10]. This trend stems from the increasing
electron density of states and the associated phase space
for scattering as the Fermi level moves up inside the con-
duction band, thus explaining the reduction in electron
mobility.

As noted in Sec. III E, the lower bound on the relax-
ation time is about 7 fs; assuming a band velocity on the
order of 107 cm/s (Fig. 2), this corresponds to an electron
mean free path of about 7 Å. Since this is comparable
to the lattice parameter, one may question whether the
perturbative approach that underlies the mobility calcu-
lation is still valid. It is important to note, however, that
the majority of carriers will still experience much larger
relaxation times. For n ≤ 1020 cm−3, 90% of carriers
have energies below ECBM + ωLO and hence relaxation
times >100 fs. The small fraction of carriers with higher
energies would experience a range of relaxation times (7-
40 fs), i.e., for many of those carriers the mean free path
would still be large enough for the perturbative approach
to be valid.

For n > 1020 cm−3 the fraction of electrons occupying
higher-energy states increases. However, only electrons
within a relatively narrow energy window around the
Fermi level significantly contribute to mobility. Equally
importantly, as is evident from Fig. 10(f) the scattering
rate is significantly reduced within this window. There-
fore, even at high carrier concentrations, the majority of
scattering processes will still proceed with a long mean
free path, and any modifications required to treat the
strong scattering limit will have a minor impact on the
mobility values reported here.

G. Screening Effect on Electron Transport

Inclusion of free-carrier screening reduces the el-ph ma-
trix elements and thereby increases the relaxation time
and enhances the mobilities, as shown by the results in
Fig. 9. To identify the carrier concentration at which
screening is expected to play an notable role [56, 57], we
estimate the plasma frequency ωP of free electrons and
compare it to the frequency of LO phonons, which dom-
inate the electron-phonon scattering. When ωP < ωLO,

free-carrier screening is ineffective [57]; we expect it
to start affecting the electron-phonon interaction when
ωP > ωLO. We calculate ωP as a function of carrier con-
centration n based on the standard expression [69]

ωP =

√
ne2

m∗ε0ε∞
. (11)

ωP is 48 meV at n = 1019 cm−3, and increases to 150
meV at n = 1020 cm−3; comparing these values with the
LO phonon frequency (ωLO = 76 meV), we expect free-
carrier screening to become important around n = 1020

cm−3. At n=1021 cm−3 we find ωP=330 meV and el-ph
coupling is notably suppressed, resulting in a signficant
mobility enhancement (Fig. 9)—from 165 cm2/Vs to 240
cm2/Vs, an increase by 45%.

Figure 9 also contains values from various experiments
[1–3, 21, 25]. Our calculated mobility values are system-
atically higher. This is to be expected, because we only
include electron-phonon scattering; our values thus con-
stitute an upper bound on the mobility. Other scatter-
ing mechanisms, such as ionized impurity scattering, are
present in actual samples. We also note that our calcula-
tions are for the drift mobility, while some of the experi-
mental data [2, 24, 25] are for the Hall mobility. Recent
benchmarks on standard semiconductors indicate that
the calculated electron Hall mobility is typically lower
than the drift mobility [55].

H. Strain Effects on Mobility

Strain engineering is an established strategy for tailor-
ing carrier mobilities in semiconductors. Different sub-
strates will lead to different strains, either as residual
strains in a partially relaxed layer, or as a result of pseu-
domorphic growth of thin films. We investigated appli-
cation of in-plane strain (denoted by ε‖) in a (111) plane
or in a (100) plane. The former may occur for epitaxial
growth on AlN or GaN, while the latter would occur as
residual strain when ScN is grown on Si or MgO.

The in-plane strain ε‖ is accompanied by an out-of-
plane lattice relaxation, described by ε⊥, along either
the [111] direction or the [100] direction. For the [111]-
oriented films, our HSE calculations show that 1.0%
compressive (tensile) epitaxial strain yields 0.44% ten-
sile (compressive) out-of-plane strain ε⊥ [Fig. 11(a)]. For
the [100]-oriented films, 1.0% compressive (tensile) epi-
taxial strain yields 0.56% tensile (compressive) out-of-
plane strain [Fig. 11(b)]. Based on the strain relation-
ships in Fig. 11, we obtain a Poisson’s ratio of 0.180
for [111]–oriented films and 0.219 for [100]-oriented films.
Both values compare well with the experimental measure-
ments: 0.188 for [111] [35] and 0.201 for [100] [71].

We evaluated the change in the room-temperature elec-
tron mobility at n = 1016 cm−3 as a function of in-plane
strain. Figure 11(a) shows our results for (111) films.
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FIG. 11. Calculated change in room-temperature mobility
(δµe, left axis) and relaxed out-of-plane strain (ε⊥, right axis)
under different in-plane strains (ε‖) in (a) (111)-oriented ScN

films and (b) (100)-oriented ScN films. δµ
‖
e denotes the vari-

ation of in-plane mobility while δµ⊥e denotes the variation of
out-of-plane mobility.

Epitaxial strain in the (111) plane does not lift the de-
generacy of the CBM at the X point; it only alters the
band curvature of the conduction band and hence the
electron effective mass and band velocity. We see that
compressive strain increases the mobility. This can be
attributed to an increase in the dispersion of the conduc-
tion band. The mobility along the out-of-plane direction
(µ⊥e ) follows the same trend as the in-plane mobility, but
with a lower rate of change. Tensile strain leads to a
change of the same magnitude in the opposite direction;
the behavior is close to linear over this range of strains.
A linear fitting shows that a 1.0% compressive epitaxial
strain increases the in-plane mobility by 72 cm2/Vs and
the out-of-plane mobility by 50 cm2/Vs.

The results for (100) films are displayed in Fig. 11(a).
Epitaxial strain in the (100) plane splits the threefold-
degenerate conduction band at the X point (not in-
cluding spin degeneracy) into a singly-degenerate and
a doubly-degenerate band. Under compressive in-plane
strain, the singly-degenerate band is higher in energy.
The splitting between the singly-degenerate and doubly-
degenerate band extrema is 36 meV per 1% epitaxial
strain. The out-of-plane mobility (µ⊥e ) displays a strong
dependence on strain: a 1% compressive in-plane strain

raises the mobility by 172 cm2/Vs. The in-plane mobility

(µ
‖
e) is not very sensitive to strain, and exhibits a notable

nonlinearity. This can be attributed to the lifting of the
degeneracy at the X points, which impacts electron oc-
cupation and scattering.

IV. CONCLUSION

In summary, we reported an in-depth first-principles
study of the conduction-band structure, electron-phonon
interaction and room-temperature electron transport in
ScN. We determined band velocities and effective masses
as a function of carrier concentration. Electron mobil-
ities were calculated as a function of carrier concentra-
tions ranging from 1016 to 1021 cm−3. Effects of free-
carrier screening were included; we found that screening
significantly enhances electron mobility when the carrier
concentration exceeds 1020 cm−3. We calculated a room-
temperature electron mobility of 587 cm2/Vs at n=1016

cm−3, decreasing to 240 cm2/Vs at n=1021 cm−3. We
also showed that strain can strongly impact the electron
mobility. In (111)-oriented ScN films a 1.0% compressive
strain increases the in-plane mobility by 72 cm2/Vs and
the out-of-plane mobility by 50 cm2/Vs. The increase
in out-of-plane mobility is even greater in (100)-oriented
ScN films: a 1.0% compressive strain increases the out-of-
plane mobility by 172 cm2; the impact of (100) strain on
the in-plane mobility is quite weak. These results demon-
strate how pseudomorphic strain can potentially be used
to enhance the electron mobility. In light of the criti-
cal importance of high mobility for ScN’s applications,
including in thermoelectric and (opto)electronic devices,
our results will help support its further technological de-
velopment.
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