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We develop a first-principles theory for Schottky barrier physics. The Poisson equation is solved self-consistently with the electrostatic charge density over the entire barrier using the density functional theory (DFT) electronic structure converged locally, allowing computation of a Schottky barrier entirely from DFT involving thousands of atomic layers in the semiconductor. The induced charge in the bulk consists of conduction and valence band charges from doping and band bending, as well as charge from the evanescent states in the gap of the semiconductor. The Schottky barrier height is determined when the induced charge density and the induced electrostatic potential reach self-consistency. Tests on the GaAs–graphene and Si/Al heterostructures yield Schottky barrier height, width, along with depletion and inversion layers obtained self-consistently as functions of temperature and bulk doping.

DOI:

I. INTRODUCTION

The physical property of a Schottky contact is one of the most important topics in semiconductor (SC) physics, because metal-semiconductor contacts are the main components of semiconductor electronic devices.1,2,3,4,5,6,7,8 Schottky barriers form at the interface between a semiconductor and a metal, or between two dissimilar semiconductors. At such an interface, charge transfer between the two materials is necessary in order to bring their Fermi levels into alignment. However, in a semiconductor the Fermi level density of states is nominally zero, requiring a space charge layer of macroscopic thickness to accommodate the amount of charge transfer needed. A corresponding shift in the electrostatic potential produces a potential barrier for the carriers.9,10 The physics of Schottky barrier is rich and has far-reaching impacts. It is important in wide ranging problems including how to make good contact between the semiconductor and the metal layer in order to avoid surface charge accumulation and produce high-quality Schottky contacts,11,12 how to use gate dielectric to avoid Fermi level pinning13,14 and reduce tunneling from metal to semiconductor.15,16,17,18 A Schottky barrier is characterized by the barrier height and thickness, both of which depend on many factors, for example, the quality and structure of the semiconductor surface,19,20,21,22 electronic structure of the surface,6 and the lattice strain.23

The macroscopic size of a Schottky barrier typically exceeds thousands of atomic layers of the semiconductor, and makes its self-consistent computation from first-principles a prohibitively difficult task. Lacking a fully-self-consistent density functional theory (DFT) solution for the entire barrier region, DFT studies focused on the problem of band alignment,
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10,24,25,26,27,28,29,30,31,32,33,34,35,36,37 which is usually determined by comparing characteristic energy levels or core electron levels at the interface to that in the bulk semiconductor.38,39 or on averaging the electrostatic potential.40,41 Such calculations typically require separate interface and bulk calculations, with no self-consistent connection between them. Some studies included a few atomic layers42 of the bulk semiconductor in the interface calculation, but the electrostatic potential and in particular the electric field over these layers are far from the values in the bulk. Such calculations can provide, in principle, the value of the Schottky barrier height (SBH). However, they do not provide a self-consistent first-principles description of the electrostatic potential profile of the Schottky barrier. Specifically, none of the first-principles calculations is able to obtain the barrier thickness.

Many empirical models for Schottky barrier3,5,42,43,44,45,46 were developed to solve the Poisson equation with the help of experimental parameters. Several models were developed in order to connect empirical models with DFT calculations, including, for example, models for solving the Poisson equation for the electrostatic potential,19,47 and models using current-voltage characteristics.48 With the help of these models it is possible to find the charge separation at the interface and the value of SBH. However, these models require empirical parameters derived from experiment, and in these models the electrostatic potential due to Schottky contact is not included self-consistently into DFT calculations. Moreover, different experimental techniques for Schottky barrier study, for example, based on I-V (C-V) curves,13,49,50,51 or by infrared photoresponse measurements, give different results.52 Inhomogeneous barriers of Schottky contacts play also important role in experimental finding of SBH.46 All these
effects give ambiguity in experimental determination of Schottky contact parameters.

In the current work we present a DFT approach that enables the simultaneous calculations of all atomic layers from the interface to the bulk semiconductor over the distance of the entire Schottky barrier, for arbitrary barrier thickness (Schottky barrier width). The DFT calculations account for the shift in the electrostatic potential as a function of the distance to the interface as well as the local electric field which differs from layer to layer as a function of the distance from the surface. The electrostatic potential and the local electric field are solved from the Poisson equation for the entire semi-infinite system. Both the height and the thickness of the Schottky barrier, along with the charge redistribution over the entire semi-infinite system are obtained as the results of the self-consistent calculation.

The rest of the paper is organized as the following. In the Theory section we start from the Poisson equation and its boundary conditions. This is followed by a description of the metal-induced gap states (MIGS) in the semiconductor and the induced charges due to MIGS. The self-consistent procedure for calculating the electrostatic potential from the DFT is also presented. In the Computational Approach section we will present details of calculations. In the Result section we present results of Si/Al heterostructure, as well as GaAs-graphene system.

II. THEORY

A. Electrostatic potential from induced charges

The charge separation on Schottky contact creates an additional global electrostatic potential, which must be added to the electrostatic potential due to local electrons and nuclei calculated from the DFT. The Poisson equation for the entire system is,

\[ \nabla^2 \tilde{V}(r) = -\frac{\tilde{\rho}(r)}{\varepsilon_0} \]

The charge density includes electrons and nuclei,

\[ \tilde{\rho}(r) = -e\sum_j |\psi_j(r-R_j)|^2 + e\sum_j Z_j \delta(r-R_j) \]

where \( r \) and \( Z_j \) are positions and charges of the nuclei. Away from the interface region, the electronic structure is almost bulk-like, but has small and gradual variations that integrate to form the Schottky potential. To calculate such variations self-consistently, we discretize the Schottky barrier region into a number of layers. Within each layer, we separate the electrostatic potential into a part that is directly calculated from DFT for a bulk system that is a periodic repetition of the current layer, and a second part, which we call the Schottky potential and denote as \( V(r) \), that accounts for all the excess charge responsible for the Schottky barrier. The first part is the electrostatic potential of a neutral system. The DFT calculation can include a local electric field (see below) but does not include any excess charge due to doping or MIGS.

The calculation of the Schottky potential \( V(r) \) can be greatly simplified if we note that away from the charge source, the Poisson equation is

\[ \nabla^2 V = 0. \]

The general solution within a layer-periodic geometry is

\[ V(r) = \sum_{m,n} V_{mn} e^{i(nk_x x + nk_y y)} f_{mn}(z) \]

where \( k_x \) and \( k_y \) are the two-dimensional reciprocal lattice vectors for a square lattice (generalization to non-square lattices is straightforward). It is clear that the part of the potential that oscillates in the \( xy \) plane decays exponentially in the \( z \) direction over the distance of the lattice constant. If we neglect the small oscillatory contribution from the excess charge within the current layer, we can consider the Schottky potential to be constant in \( x, y \) within the layer, and varying only in \( z \) direction (see Fig. 1).

![Schottky contact between metal and n-type semiconductor.](image)

Figure 1: Schottky contact between metal and n-type semiconductor. (a) the charge redistribution in the bulk of n-type semiconductor (blue represents negative charge and red positive); (b) band bending in semiconductor; (c) potential energy of electron in Schottky potential for \( \sigma < 0 \). \( \Phi_b \) shows the SBH. \( \sigma \) is the surface charge on the metal surface, and \( \xi(z) \) is the charge distribution in the semiconductor bulk creating the excess electrostatic potential \( V(z) \). Migration of mobile electrons in n-type semiconductor into the metal surface creates the depletion layer near the semiconductor surface. Due to band bending thermally activated holes create the inversion layer.

The gradient of Schottky potential creates an electric field which acts on each layer that in turn induces an additional dipole response from the SC. The Schottky potential, which
should be added to every cell of DFT calculations, can be found by solving the Poisson equation

\[ \nabla^2 V(z) = -\frac{\rho(z)}{\varepsilon_0} + \frac{\nabla \cdot P(z)}{\varepsilon_0} \]  

(3)

where \( \rho(z) \) is the density of induced charges in the semiconductor due to doping, thermal holes and electrons, and MIGS (see Section II.B). The term \(- (\nabla \cdot P)\) is the charge density due to the polarization \( P \) of the media due to local electric field arises from Schottky potential.

We set the potential at \( z \to +\infty \) to zero (see Fig. 1),

\[ V(z) \bigg|_{z \to +\infty} = 0 \]  

(4)

and the boundary condition at the surface corresponds to

\[ \frac{\partial V}{\partial z} (0) = -\frac{\sigma}{\varepsilon_0} + \frac{P(0)}{\varepsilon_0} \]  

(5)

where \( \sigma \) is the surface charge density accumulated at the contact surface and \( P(0) \) is the polarization of the semiconductor at the surface.

The electrostatic potential due to charge \( \rho(z) \) in the bulk and the charge at the metal surface can be calculated as potential from the charged planes \( \rho dz' \) and \( \sigma \):

\[ V_p(z) = -\frac{1}{2\varepsilon_0} \int_0^z \rho(z')|z-z'|dz' = \frac{1}{2\varepsilon_0} \sigma |z| \]  

(6)

where \( \varepsilon_0 \) is the vacuum dielectric constant. \( \sigma \) is equal to the total charge in the bulk semiconductor with opposite sign

\[ \sigma = -\int_0^z \rho(z')dz' \]  

(7)

to ensure total charge neutrality of the system. The first-principles approach to calculate the excess charge density \( \rho \) will be described in subsection B. The expression (6) can be simplified by taking into account the charge neutrality condition (7) and setting the potential at \( z \to +\infty \) to zero according to the boundary condition (4),

\[ V_p(z) = -\frac{1}{2\varepsilon_0} \int_z^{+\infty} \rho(z')(z'-z)dz' \]  

(8)

Electric field due to the charge redistribution induces dipole moment of the media (polarization \( P \)) which creates, in turn, the electric field with opposite direction. These induced dipole moments create an additional contribution to the electrostatic potential

\[ V_p(z) = \frac{1}{2\varepsilon_0} \int_0^z P(z') \text{sign}(z-z')dz' \]  

(9)

where \( P(z) \) is the polarization of the bulk semiconductor in the direction of the field. Using the same procedure as with derivation of (8) we can rewrite (9) in the following form

\[ V_p(z) = -\frac{1}{2\varepsilon_0} \int_{z}^{+\infty} P(z')dz' \]  

(10)

The total excess electrostatic potential is the sum of the two contributions (8) and (10),

\[ V(z) = V_p(z) + V_p(z) \]  

(11)

The electrostatic potential (11) has two impacts on the Schottky contact. First, it shifts the energy of electronic states for each layer of the bulk semiconductor by potential energy \( -eV(z) \), and second, the gradient of the potential \( V \) defines the local electric field acting on the current layer of the semiconductor. Previous attempts of first-principles methods for calculating Schottky barrier based on DFT\textsuperscript{10-19} does not include the Schottky potential into the DFT self-consistency cycle due to very wide depletion layer (around 100-1000 Å for high doping concentration), yielding band structure of the semiconductor without the effect of the local electric field due to the Schottky contact.

**B. Induced charge distribution due to band bending**

Bringing a semiconductor into contact with a metal over a clean interface will accumulate or deplete free mobile charges from the semiconductor, depending on the difference in the electrostatic potential on two sides of the interface. This redistribution of the charges creates a volume charge density \( \rho(z) \) in the semiconductor region next to the interface and a surface charge density \( \sigma \) on the metal side, keeping the total charge of the system equal to zero. The charge distribution near an interface on the semiconductor side usually contains two main contributions. One is from the so-called metal-induced gap states\textsuperscript{53} or in the case of a surface, surface-induced gap states (SIGS), the other is from free carriers, including both holes and electrons in the semiconductor due to doping or thermal activation. The total excess charge density is the sum of the contributions from holes, electrons, MIGS, and the charged dopants that act as a compensating background charge in the bulk,

\[ \rho(z) = \rho_h(z) + \rho_e(z) + \rho_{MIGS}(z) + \rho_d \]  

(12)

where the dopant charge is equal to

\[ \rho_d = -\left[ \rho_h(z) + \rho_e(z) \right] \bigg|_{z \to +\infty} \]  

and depends on the Fermi level position.

The charge distribution of the holes in the valence band is calculated according to the Fermi-Dirac distribution and increases (or decreases) closer to the interface due to the bending of the valence band by the electrostatic energy \(-eV(z)\),
where $V(z)$ is the electrostatic potential due to the induced excess charge given by (11). To account for this extra charge the density of states (DOS) of each layer of the bulk semiconductor is calculated under the influence of the electric field $E = -\nabla V(z)$. To obtain the induced charge, integration over the energy up to valence band maximum (VBM) $E_{\text{VBM}} - eV(z)$ is equivalent to the shifting of the Fermi level down by $-eV(z)$:

$$\rho_{e}(z) = \frac{e}{\Omega} \int_{-\infty}^{+\infty} [1 - f(E)] D_{s}[E - (-eV(z))] dE$$  

(13)

where $\Omega$ is a volume of the cell, $f(E)$ is the Fermi-Dirac function and $D_{s}(E)$ is the DOS of the semiconductor bands, modified by the local electric field due to the induced charge density.

The electron carrier contribution to the excess charge distribution is calculated by a similar integration of the DOS from the conduction band minimum (CBM) up to $+\infty$:

$$\rho_{e}(z) = -\frac{e}{\Omega} \int_{-\infty}^{+\infty} f(E) D_{s}[E - (-eV(z))] dE$$  

(14)

Another contribution from the electron density is from the MIGS or SIGS, which are the evanescent states within the band gap \cite{35,53,54,55,56,57,58,59}, and form on the surface of the semiconductor and penetrate into the bulk, generating a charge distribution. A powerful tool for calculating the MIGS from first-principles is the framework of complex band structure (CBS) \cite{56,60,61,62} in semiconductor. This method has been used, for example, for calculation of carrier mobility in heterojunctions \cite{63,64} and tunneling coefficients in strong-correlated systems \cite{65}.

The wave functions of the Bloch electrons in the metal have exponential tails extending into the semiconductor, and manifest as the evanescent states. These evanescent states are described by the CBS \cite{51,62} and are energy dependent. We express the evanescent state wave functions in the form:

$$\Psi(z) \propto \chi(k) e^{-\kappa(E,k)z}$$

(15)

where $\chi(k)$ is a periodic function in the plane perpendicular to z, $\kappa$ is the penetration (decay) rate, and the density of states of MIGS is defined by expression (16). It is necessary to take into account that due to Schottky contact each layer of the bulk semiconductor exhibits the influence of local electric field due to Schottky potential, and thus the CBS can be different from layer to layer of the semiconductor.

The MIGS contribution is proportional to the exponential factor of the CBS decay rate $\kappa(E,k)$:

$$\rho_{\text{MIGS}}(z) = -\frac{e}{\Omega} \int f(E) D_{s}(\sigma, E - (-eV(z)), z) dE$$

(16)

where

$$D_{\text{MIGS}}(\sigma, E, z) = \int dk \{ D_{L}^{L} [\sigma, E, k] \exp[-2\kappa_{L}^{L}(E, k) z] + D_{H}^{H} [\sigma, E, k] \exp[-2\kappa_{H}^{H}(E, k) z]\}$$

(17)

is the DOS of a MIGS. $D_{L/H}^{L} [\sigma, E, k]$ are the contributions to the projected density of states (PDOS) of the interfacial layer for light and heavy holes, correspondingly, and $\kappa_{L/H}^{L} (E, k)$ are the decaying rates for light/heavy holes. In (17) we also take into account that the density of states is proportional to the square of the wave function (15).

The semiconductor energy gap near the surface is shifted due to the Schottky potential, therefore the MIGS will emerge and disappear near the bended VBM and CBM (see Fig. 2). These states are taken into account by matching boundary conditions for $D_{L/H}^{L}[\sigma,E,k]$ at each position $z$.

Figure 2: Emergence and disappearance of MIGS near the bended VBM and CBM at the gap of semiconductor which exposed to the electron wave functions in the metal according to (16).

The energy shift $\Delta E$ of the surface states due to migrated electrons to the surface (see Fig. 3) is determined by the surface charge density $\sigma$,

$$\sigma = -\frac{e}{S} \int_{E_{F} - \Delta E}^{E_{F}} f(E) D_{0}(E - (-eV(0))) dE$$

(18)

where $(E_{F} - \Delta E)$ is the Fermi level of the neutral interface, $D_{0}(E)$ is the PDOS of the surface interface, which includes the metal surface and the surface layer of the semiconductor, and $S$ is the surface area of the cell.
C. Self-consistent solution for Schottky contact

The effect of the electrostatic potential due to the Schottky contact can be added to the DFT calculations by introducing an equivalent electric field \( E = -\nabla V(z) \) which differs from layer to layer in the bulk semiconductor, in addition to the local shift of the Fermi energy relative to the band structure. The induced charge density due to the contact is calculated from the local electrostatic potential (11), and induced polarization due to electric field \( E = -\nabla V(z) \) is calculated in DFT. On the other hand, the overall shift in the electrostatic potential due to the Schottky contact is defined by the induced charge (12). Then the Schottky potential will be defined as self-consistent equilibrium between \( V, \rho, E, P, \) and the charge on the interface \( \sigma \):

\[
V(\rho(z), P(z), E, \sigma) = V(z)
\]

In order to find the equilibrium (19) we use a self-consistent procedure. A good approximate initial charge distribution is,

\[
\rho(z) = \rho(z) e^{-\phi_0 z}
\]

The corresponding charge accumulated at the contact surface due to (20) is

\[
\sigma = -\rho(z)\phi_0
\]

The electrostatic potential from charge distribution (20) according to (8) is

\[
V(z) = V_0 e^{-z/z_0}
\]

where \( V_0 = \rho(z)/\epsilon_0 \), \( \rho_0 \) and \( z_0 \) are taken from the experimental data, \( \epsilon_0 \). \( z_0 \) which yield starting estimates \( z_0 \sim 1,000 \) Å and \( -eV(0) = 0.5 \) eV. Using (20) as the initial guess, we calculate the charge distribution (12) across the entire barrier region, and then calculate the new potential (8) corresponding to the new charge distribution, the electric field as the gradient of \( V(z) \), and the corresponding potential due to the polarization (10). We then repeat the whole procedure until convergence (reaching self-consistency (19) between \( V(z), \rho(z), E(z), \) and \( P(z) \)). The self-consistency between the charge redistribution and the electrostatic potential determines the Schottky barrier, including both its height and thickness (depletion and inversion layer widths).

III. COMPUTATIONAL APPROACH

A. Technical details

The calculations are carried out using density functional theory (DFT) with Perdew–Burke–Ernzerhof (PBE) exchange-correlation functional and projector augmented wave method (PAW) in Quantum Espresso package. For the relaxation of the structures we used the Vienna Ab initio simulation package (VASP) and generalized gradient approximation (GGA) with optB88 exchange-correlation functional including van der Waals correction in order to account the interaction of Gr with the surface of GaAs. An energy cutoff of 500 eV is used for the plane-wave expansion. The DOS of GaAs crystal is calculated for the primitive cell consisting of two atoms with 31\( \times 31\times 31 \) mesh. The interface system is represented by Gr layer in a contact with GaAs(111), which consists of surface layer and five additional layers of GaAs bulk. For surface layer we use surface reconstruction (2x2) with vacancy of Ga, which is described in detail in Section IV.C. The last layer of GaAs is terminated by H.76 pseudo hydrogen atoms in order to make all dangling bonds filled with the electrons from hydrogen atoms. The interface calculation for GaAs-Gr system is taking for 15x15 k-mesh, which corresponds to the total of 27 k-points. The CBS calculation were performed in cell consisting of three atoms of Ga and three atoms of As which forms three layers of GaAs in order to simulate the decaying process in direction perpendicular to (111) surface. The k-mesh of the cell is set to 15x15x15, and the CBS decaying rates were calculated for 27 k-points corresponding to the interface calculations in order to calculate the MIGS density in (17).

Si-Al heterostructure was created by contacting Si(100) surface with Al(100) surface in such a way that Al atoms are placed against the hollow positions on Si(100) surface (Fig. 4). The cell consists of twelve Si atoms, six Al atoms, and one hydrogen, which terminates the opposite surface of Si. The lattice parameter of Si crystal is set to 5.430 Å, and Al atoms

---

Figure 3: Scheme for n-type doped semiconductor in contact with metal surface (M), blue area \( \Delta E \) shows energy filling level due to migrated electrons from semiconductor, minus sign on metal surface shows migrated electrons from semiconductor, minus sign in the gap of semiconductor shows MIGS states, and plus sign near the bended VBM shows thermally activated holes responsible for creation of inversion layer. CNL is a charge neutrality level corresponding to zero charge on the interface. On the semiconductor surface (S) it is shown two areas corresponding to the surface states, dashed area is unfilled and blue area is filled surface states. \( \Phi_B \) shows the SBH.
on the surface (100) are connected to corresponding hollow positions on Si surface. The lattice parameter of Al is decreased from 4.095 Å to 3.840 Å in order to match the Si atom positions, which creates the strain of 6.6% in Al layer. One layer of Si and all Al atoms were allowed to relax in z direction. The Al-Si contact creates chemical bonds between Si and Al atoms. The Si-Si bond length in the contact layer is increased from 2.351 Å to 2.399 Å due to new chemical bonds with Al atoms, and the Al-Al bond length is increased from 2.706 Å in the compressed Al layer to 2.853 Å in the Al-Si contact layer. The relaxed bond length of Si-Al is 2.629 Å. The DOS of Si crystal is calculated for the primitive cell consisting of two atoms, and the \( k \)-mesh is set to \( 51 \times 51 \times 51 \). The interface calculation for Al-Si system is taking for \( 21 \times 21 \) \( k \)-mesh, which corresponds to the total of 121 \( k \)-points. The CBS calculation were performed in eight atom conventional cell of Si crystal in order to simulate the decaying process in the direction perpendicular to (100) surface. The \( k \)-mesh of the eight-atom cell is set to \( 15 \times 15 \times 15 \), and the CBS decaying rates are calculated for 121 \( k \)-points corresponding to the interface calculation.

**B. Self-consistent procedure**

The self-consistent procedure consists of three independent sets of DFT calculations:

1. DFT calculation of the primitive cell of GaAs for different values of the electric field corresponding to each layer of the semiconductor, to get the DOS \( D_{ \text{GaAs} }[E] \) of the semiconductor bands, which will be used in (13) and (14), and the induced dipole moments of each layer under the local electric field. In order to get the band gap of GaAs in accordance with experimental value of 1.42 eV we applied the scissor correction.\(^{71,78}\)

2. Calculation of the complex band structure (CBS) of the GaAs(111) slab surface containing three GaAs layers in order to get the decay rate \( \kappa \) needed in (17).

3. Calculation of the PDOS \( D_{ \text{LDOS} }[E,k] \) of the interfacial layer in Gr-GaAs(111) system. The bottom layer of the Gr-GaAs(111) system is terminated with hydrogen and is not included in the PDOS. PDOS \( D_{ \text{LDOS} }[E,k] \) will be used in order to separate light and heavy hole contribution (see Section D) and to calculate MIGS density according to (17).

These DFT calculations are stitched together in the self-consistent procedure by the following additional steps, starting from the initial approximation to the potential \( V(z) \) (22) and calculating:

1. the electron and hole charge densities in each layer of the semiconductor (13) and (14) as functions of \( z \) using \( D_{ \text{GaAs} }[E] \), updated from DFT and \( V(z) \);
2. the induced charge density due to MIGS using \( D_{ \text{LDOS} }[E,k] \), updated from DFT, \( V(z) \), and \( \kappa \); also updated from DFT;
3. the total charge density \( \rho(z) \) in (12);
4. the new potential \( V(z) \) in (6) and (8) from the total induced charge density \( \rho(z) \) and the local electric field \( E(z) \), which will be used in the DFT calculations of the next iteration;
5. the compensating surface charge density \( \sigma \) in (7) and the energy shift of the surface states \( \Delta \varepsilon \) defined in (18).

Steps 2 - 5 are repeated until consistency between \( \rho(z) \) and \( V(z) \) is reached.

**C. Integration over k-space**

DOS of the interface at the gap of the semiconductor has a Gaussian-like distribution at \( \Gamma \) with a finite width. CBS decay rate \( \kappa_{ \text{CBS} }[E,k] \) has the slowest decaying rates at \( \Gamma \) point. Because of that at large distances the interfacial DOS

\[
D_{ \text{CBS} }[\sigma,E,k]\exp[-2\kappa_{ \text{CBS} }[E,k]z]
\]

will have a sharp peak at \( \Gamma \), and the numerical integration in (17) over \( dk \) will be inaccurate and produce overestimated values. In order to improve the accuracy of the integration for large distances, we use parabolic approximation for CBS, and write the DOS as a Gaussian distribution over \( k \),

\[
D_{ \text{CBS} }[E,k,z] = D_{ \text{CBS} }[E,0,z]\exp\left[-\frac{k^2}{\kappa_{ \text{CBS} }[E,0]^2}z^2\right]
\]

where \( k^2 = k_x^2 + k_y^2 \). This allows to calculate the integral (17) over Brillouin zone analytically and connect to the numerical solution at small \( z \) by matching the corresponding width of the Gaussian and numerical distributions. The detailed derivation of the integration scheme and the method to connect the numerical and analytical solutions are described in Appendix A.

**D. Light and heavy holes separation in PDOS**

PDOS of the interfacial layer contains the contributions from heavy and light holes, which have different decaying rates \( \kappa_{ \text{HH}, \text{LL} }[E,k] \). The interfacial layer selected for the PDOS should be far enough from the surface layer, in order not to include the surface states, which are significantly differ from the bulk states. This layer also should be far enough from the bottom layer of the interface calculation, in order not to include the hydrogen states. From six layers of the system for the interface calculation we are taking PDOS for the 3d and 4th layers and writing the expressions,

\[
D_{ \text{HH} }[E,k,z] = D_{ \text{HH} }[E,k,0]\exp[-2\kappa_{ \text{HH} }[E,k,z]] + D_{ \text{HH} }[E,k]\exp[-2\kappa_{ \text{HH} }[E,k][z]]
\]

(24)
where $D_{3/4}^{(4)}[E, k]$ are the PDOS calculated for 3d and 4th layers, and $2/3$ are the positions of the 3rd and 4th layers. Knowing the decaying rates for light and heavy holes, we can solve the set of equations (24) and (25) for $D_{3/4}^{(4)}[E, k]$ and $D_{3/4}^{(4)}[E, k]$ for each points $(E, k)$, and separate the light hole contribution to PDOS from heavy holes in order to use with the corresponding decay rates.

**IV. RESULTS**

We now apply our method on a heterostructure of Si(100) surface in a contact with Al(100) surface, and 2D semi-metal in contact with SC$^{79}$ as a GaAs-graphene heterostructure. This two heterostructures have different connection type between metal and semiconductor. For GaAs-graphene system the connection is due to Van der Waals forces, whereas the Si/Al system creates chemical bonds between metal and semiconductor atoms.

The Schottky contact parameters, Schottky barrier height, Schottky potential energy, depletion layer width (DLW), inversion layer width (ILW), surface charge density, and electric field at the surface, depending on doping concentration are summarized at Tables 1 and 2 for Si/Al heterostructure, and Tables 3 and 4 for GaAs-Gr system. Tables 5 and 6 show the dependence of Schottky parameters on temperature. We define the DLW for $p$-($n$-) type doped SC as a region where the main carrier concentration $p_h$ ($p_h$) together with the background charge $p_b$ is reduced by $e$ value from the value at the surface (see Fig. 5 and 6). Correspondingly, we define the ILW for $p$-($n$-) type doped SC as a region where the thermally activated minority $n$-($p$-) type carrier concentration is reduced by value of $e$ from the value at the surface. We should point out here that the extracting the width of depletion layer from linear dependence of electric field due to Schottky potential give close result for DLW obtained from our definition. Thus for GaAs-Gr system for n-type doping of 1.15x$10^{17}$ cm$^{-3}$ the DLW calculated from linear dependence of electric field gives 971 Å, whereas from our method 1,014 Å.

**A. Schottky contact Al(100)-Si(100)**

Tables 1 and 2 show the results of self-consistent solutions for SBH, depletion layer width, the inversion layer width, total charge accumulated at the metal surface, and electric field close to the semiconductor surface for the system for $n$-type and $p$-type doping, correspondingly. The space distributions for the electrons and holes for depletion and inversion layers are presented in Fig. 5 and 6.

There are many experimental studies on Al-Si contacts using C-V, I-V, and photoelectric measurements$^{80,81,82,83,84,85}$ for $n$- and $p$-type doped Si. In real experiments the surface of Si often has an oxide layer, which contains positive charge and increase SBH. Card$^{86}$ pointed out that the results for SBH is very sensitive to the condition of the Si surface before Al evaporation. Thus, experimental measurements for SBH for $n$-type doped Si vary from 0.61 to 0.77 eV and depend on growing condition, treatment procedure for oxide layer, annealing of the surfaces, and even on resting time after the treatment. Pellegrini$^{86,87}$ pointed out that for $n$-type semiconductor the SBH derived from C-V measurements should always be higher (and for $p$-type should always be lower) than those obtained from I-V and photoelectric measurements because quantum-mechanical penetration of electrons from the metal into the semiconductor energy gap makes the barrier lower than that deduced from the capacitance measurements. Thanailakis$^{88}$ used I-V measurements and got the values of 0.61 eV for SBH for Al-Si contact prepared by Al evaporation on vacuum cleaved Si surface. Tejedor et al.$^{44}$ calculated with Green function formalism$^{88}$ the SBH of 0.60 eV for Al-Si contact by including the surface barrier effect using the jellium model, and surface (virtual) states using a two-band narrow-gap model$^{89}$. Our result for SBH obtained self-consistently for $n$-type doped Si is 0.59 eV (see Table 1), in good agreement with experimental result of Thanailakis$^{84}$ and calculated result by Tejedor et al.$^{44}$

![Fig. 4. Al(100)-Si(100) heterostructure. Al atoms in light blue and Si atoms in blue. In the contact layer Si-Al bonds are created.](image-url)
accompanied by smaller band bending. The smaller charge on the interface results smaller $\Delta E$, and larger $\Phi_b$ (see Fig. 3). This trend is consistent with previous empirical calculation by Osvald.\textsuperscript{90} Our results show the SBH of 0.590 eV for low doping concentration and 0.567 eV for higher doping concentration (see Table 1). Experimental measurements for depletion layer width for Si contacts under zero bias shows value from a fraction of a micrometer to tens of micrometers depending on doping concentration and the geometry of the contact.\textsuperscript{91}

Inversion layer width (see Tables 1, 2, 5, and 6) depends on doping concentration. For high doping concentration $\sim10^{19}$ cm$^{-3}$ the ILW is less than 1 Å, whereas for doping of $\sim10^{13}$ cm$^{-3}$ the ILW will be more than 1,000 Å. Many experimental\textsuperscript{92,93,94,95,96,97} and theoretical\textsuperscript{92,98,99} works show strong influence of inversion layer on Schottky parameters of the structures. Experimentally the inversion layer can be detected for lightly doped semiconductors only.\textsuperscript{98} Empirical models\textsuperscript{92,98,99} for describing inversion layer are based on the assumption that inversion layer is the interfacial layer of two to three atomic dimensions, and even set the inversion layer width to zero in the charge-sheet approximation.\textsuperscript{100} Our results show that for small doping concentration the inversion layer width may exceed 1,000 Å (see Figs. 5, 6, 11, and 12).

Table 1. Schottky barrier height (SBH), potential energy (-eV), energy shift $\Delta E$, depletion layer width (DLW), inversion layer width (ILW), surface charge density ($\sigma$), and electric field ($E$) at the surface as functions of electron doping concentration ($n$) for Si-Al system for $T = 300$ K.

<table>
<thead>
<tr>
<th>$E_{\text{F-VBM}}$ (eV)</th>
<th>$\rho_n$ (cm$^{-3}$)</th>
<th>SBH (eV)</th>
<th>-eV (eV)</th>
<th>$\Delta E$ (eV)</th>
<th>DLW (Å)</th>
<th>ILW (Å)</th>
<th>$\sigma$ (cm$^{-2}$)</th>
<th>$E$ (V/Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.78</td>
<td>-4.02x10$^{13}$</td>
<td>0.590</td>
<td>0.250</td>
<td>4.50x10$^{-5}$</td>
<td>27,892</td>
<td>1,001</td>
<td>-1.05x10$^{10}$</td>
<td>-1.59x10$^{-5}$</td>
</tr>
<tr>
<td>0.89</td>
<td>-2.72x10$^{15}$</td>
<td>0.590</td>
<td>0.360</td>
<td>4.63x10$^{-4}$</td>
<td>4,031</td>
<td>87.4</td>
<td>-1.08x10$^{11}$</td>
<td>-1.64x10$^{-4}$</td>
</tr>
<tr>
<td>0.93</td>
<td>-1.28x10$^{16}$</td>
<td>0.589</td>
<td>0.365</td>
<td>1.06x10$^{-3}$</td>
<td>1,971</td>
<td>37.4</td>
<td>-2.47x10$^{14}$</td>
<td>-3.75x10$^{-4}$</td>
</tr>
<tr>
<td>1.00</td>
<td>-1.99x10$^{17}$</td>
<td>0.586</td>
<td>0.466</td>
<td>4.33x10$^{-3}$</td>
<td>553.3</td>
<td>8.5</td>
<td>-1.04x10$^{12}$</td>
<td>-1.58x10$^{-3}$</td>
</tr>
<tr>
<td>1.12</td>
<td>-1.72x10$^{19}$</td>
<td>0.555</td>
<td>0.555</td>
<td>3.57x10$^{-2}$</td>
<td>66.8</td>
<td>0.81</td>
<td>-1.09x10$^{13}$</td>
<td>-1.66x10$^{-2}$</td>
</tr>
</tbody>
</table>

Table 2. Schottky barrier height (SBH), potential energy (-eV), energy shift $\Delta E$, depletion layer width (DLW), inversion layer width (ILW), surface charge density ($\sigma$), and electric field ($E$) at the surface as functions of hole doping concentration ($\rho_p$) for Si-Al system for $T = 300$ K.

<table>
<thead>
<tr>
<th>$E_{\text{F-VBM}}$ (eV)</th>
<th>$\rho_p$ (cm$^{-3}$)</th>
<th>SBH (eV)</th>
<th>-eV (eV)</th>
<th>$\Delta E$ (eV)</th>
<th>DLW (Å)</th>
<th>ILW (Å)</th>
<th>$\sigma$ (cm$^{-2}$)</th>
<th>$E$ (V/Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.37</td>
<td>1.70x10$^{13}$</td>
<td>0.529</td>
<td>-0.159</td>
<td>-4.37x10$^{-4}$</td>
<td>33,655</td>
<td>2,287</td>
<td>1.01x10$^{12}$</td>
<td>1.19x10$^{-4}$</td>
</tr>
<tr>
<td>0.25</td>
<td>1.76x10$^{15}$</td>
<td>0.528</td>
<td>-0.278</td>
<td>-1.52x10$^{-3}$</td>
<td>4,494</td>
<td>125.1</td>
<td>3.56x10$^{11}$</td>
<td>4.42x10$^{-4}$</td>
</tr>
<tr>
<td>0.12</td>
<td>2.68x10$^{17}$</td>
<td>0.523</td>
<td>-0.403</td>
<td>-6.88x10$^{-3}$</td>
<td>443.9</td>
<td>8.2</td>
<td>1.69x10$^{12}$</td>
<td>2.38x10$^{-3}$</td>
</tr>
<tr>
<td>0.00</td>
<td>2.21x10$^{19}$</td>
<td>0.490</td>
<td>-0.490</td>
<td>-4.01x10$^{-2}$</td>
<td>55.5</td>
<td>0.76</td>
<td>1.25x10$^{13}$</td>
<td>1.87x10$^{-2}$</td>
</tr>
</tbody>
</table>
penetration rate of MIGS into the bulk of GaAs is near the middle of the gap (midpoint)\(^9\) with the characteristic length of about 20 Å. The penetration rate (decay rate) is increasing (decreasing) as the energy approaches VBM/CBM, and diverges at the CBM/VBM (\(\kappa_z = 0\)).

**B. Complex band structure of bulk GaAs**

Fig. 7 shows the CBS of bulk GaAs along the direction perpendicular to (111) calculated by PWCOND software of Quantum Espresso package.\(^{101,71}\) The main band \(\kappa_z\) responsible for the evanescent states in the gap is bolded in red in Fig. 7 and corresponds to light holes contribution. The smallest penetration rate of MIGS into the bulk of GaAs is near the middle of the gap (midpoint)\(^9\) with the characteristic length of about 20 Å. The penetration rate (decay rate) is increasing (decreasing) as the energy approaches VBM/CBM, and diverges at the CBM/VBM (\(\kappa_z = 0\)).

**C. Surface of intrinsic GaAs**

When the GaAs semiconductor with \(sp^3\) hybridization in the bulk is cleaved to create a surface, the dangling \(sp^3\) bonds tend to form a surface with metallic properties.\(^{102}\) The surface atoms tend to reconstruct in order to reduce the dangling bonds and minimize the surface energy.\(^{103,104,105}\) GaAs (111) surface is known to have several surface configurations.\(^{106}\) One of the configurations with minimum surface energy is a (2x2) surface reconstruction with vacancies of Ga atom.\(^{107,108,109}\) In this configuration on every (2x2) surface unit one Ga atom is removed (see Fig. 8 and 9). Ga vacancies in surface layer create additional dangling bonds on As atoms (dashed red lines in Fig. 8), which form pairs with dangling bonds of Ga atoms exposed to vacuum\(^{103}\) (see Fig. 8). Such a reconstruction favors relaxation of Ga atoms towards As atoms to form a planar surface with Ga-As \(sp^2\) hybridized bonds.\(^{107}\) Thus, after the reconstruction the metallic character of the surface containing dangling bonds is changed back to a semiconducting character with all bonds filled. Such surface reconstruction creates surface states in the valence band and in the conduction band\(^{110,111,112,113}\) which are partially filled (see Fig. 3) with the surface acceptor states at 0.27 eV above VBM.\(^{114}\)
Figure 8: Surface reconstruction (2x2) with vacancy of Ga (shown as dashed green circles) top view on the left, and cleaved surface of GaAs(111) side view on the right. The dangling bonds of Ga atoms exposed to vacuum are shown as green dots on the left and as dashed green lines on the right. The dangling bonds of As atoms are shown by dashed red lines. Dangling bonds of As-Ga tend to combine to eliminate all dangling bonds of the surface. The relaxed surface is shown on Fig. 9.

Figure 9: Relaxed flat surface GaAs (111) with (2x2) surface reconstruction with vacancy of Ga. Ga atoms in green, and As atoms in red. The left is the view along z direction perpendicular to the surface, and the right is the top view on the surface layer. Each (2x2) unit (shown as a blue quadrangle) has a vacancy of Ga.

We calculated the PDOS of the surface layer and the internal layers of the system containing six layers of GaAs. For intrinsic (undoped) GaAs the Fermi level in the bulk is 0.78 eV (at 300 K) measured from the VBM, as determined from total charge neutrality requirement. The Fermi level and intrinsic concentration of holes and electrons, which compensate each other in undoped GaAs, depends on the temperature.\(^\text{115}\)

On the surface, thermally activated surface holes in the surface valence band and electrons in the surface conduction band compensate each other to create the charge neutrality level (CNL)\(^\text{7,9}\) on the surface. For undoped GaAs(111) the CNL coincides with the Fermi level of the bulk.\(^\text{107}\) Thus this surface is kept uncharged. However some of the semiconducting surfaces may have slightly bent bands.\(^\text{5}\)

D. Surface of doped GaAs

Doped semiconductors can be described simply by the location of the Fermi energy in the gap, which in turn determines the concentration of the carriers. By placing the Fermi energy at a desired energy in the calculation, we can adjust the doping level without dealing with the actual dopants. For example, for a n-type doped semiconductor with a clean surface (i.e., not in contact with a metal or an overlayer), the surface layer exhibits electron accumulation filling the surface states, and the layers closer to the bulk have electrons depleted. This causes both the conduction and the valence bands to bend. The band bending moves the band gap away from the Fermi energy, affecting on thermally activated holes and electrons.

In the bulk, doping, for example, with Si atoms as dopants substituting Ga atoms creates excess mobile electrons on Si\(_{\text{Ga}}\) defects which can freely move over the crystal. The typical resulting doping concentration with Si dopants is up to 10\(^{18}\) – 10\(^{20}\) cm\(^{-3}\).\(^\text{116}\) The remaining body of positively charged defects Si\(_{\text{Ga}}\) creates a compensating background charge, maintaining charge neutrality in the bulk.

E. Surface of GaAs(111) in contact with graphene

Fig. 10 shows the relaxed structure of GaAs(111)-Gr contact. Ga and As atoms are placed against the hollow positions of Gr rings. This structure corresponds to one of the possible minimum energy configurations.\(^\text{117}\) The strain in the Gr layer is 6.3%. The structure was optimized in VASP using exchange-correlation functional including van der Waals correction. The relaxed distance between the surface of GaAs and the flat Gr layer is 3.32 Å.

Figure 10: GaAs(111) surface layer in contact with Gr, top view on the left (shown only Gr layer and surface layer of GaAs), Ga atoms in green, As atoms in red, and C atoms in grey. Ga and As atoms are placed against the hollow positions of Gr rings. On the right is side view. The distance between the surface layer of GaAs and the Gr layer is 3.32 Å.
Tables 3 and 4 show the calculated SBH, the depletion layer width, the inversion layer width, the accumulated charge at the surface, and the electric field near the SC surface depending on the concentration for n- (Table 3) and p-type (Table 4) doping. The depletion layer appears due to band bending of the conduction band, whereas the inversion layer appears due to band bending of the valence band (see Fig. 3).

Table 3. Schottky barrier height (SBH), potential energy (-eV), energy shift $\Delta E$, depletion layer width (DLW), inversion layer width (ILW), surface charge density ($\sigma$), and electric field ($\mathcal{E}$) at the surface as functions of electron concentration ($n_e$) for GaAs-Gr system for $T = 300$ K.

<table>
<thead>
<tr>
<th>$E_F-E_{VBM}$ (eV)</th>
<th>$\rho_e$ (cm$^{-3}$)</th>
<th>SBH (eV)</th>
<th>-eV (eV)</th>
<th>$\Delta E$ (eV)</th>
<th>DLW (Å)</th>
<th>ILW (Å)</th>
<th>$\sigma$ (cm$^{-2}$)</th>
<th>$\mathcal{E}$ (V/Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.19</td>
<td>-2.00×10$^{13}$</td>
<td>0.738</td>
<td>0.508</td>
<td>3.43×10$^{-5}$</td>
<td>63.770</td>
<td>84.</td>
<td>-1.21×10$^{10}$</td>
<td>-1.49×10$^{5}$</td>
</tr>
<tr>
<td>1.31</td>
<td>-2.07×10$^{15}$</td>
<td>0.738</td>
<td>0.628</td>
<td>3.82×10$^{-4}$</td>
<td>6.995</td>
<td>74.0</td>
<td>-1.37×10$^{11}$</td>
<td>-1.70×10$^{4}$</td>
</tr>
<tr>
<td>1.40</td>
<td>-5.94×10$^{16}$</td>
<td>0.736</td>
<td>0.716</td>
<td>2.16×10$^{-3}$</td>
<td>1.395</td>
<td>12.8</td>
<td>-7.89×10$^{11}$</td>
<td>-9.75×10$^{4}$</td>
</tr>
<tr>
<td>1.42</td>
<td>-1.15×10$^{17}$</td>
<td>0.735</td>
<td>0.735</td>
<td>3.01×10$^{-3}$</td>
<td>1.014</td>
<td>9.2</td>
<td>-1.11×10$^{12}$</td>
<td>-1.37×10$^{3}$</td>
</tr>
</tbody>
</table>

Table 4. Schottky barrier height (SBH), potential energy (-eV), energy shift $\Delta E$, depletion layer width (DLW), inversion layer width (ILW), surface charge density ($\sigma$), and electric field ($\mathcal{E}$) at the surface as functions of hole concentration ($\rho_h$) for GaAs-Gr system for $T = 300$ K.

<table>
<thead>
<tr>
<th>$E_F-E_{VBM}$ (eV)</th>
<th>$\rho_h$ (cm$^{-3}$)</th>
<th>SBH (eV)</th>
<th>-eV (eV)</th>
<th>$\Delta E$ (eV)</th>
<th>DLW (Å)</th>
<th>ILW (Å)</th>
<th>$\sigma$ (cm$^{-2}$)</th>
<th>$\mathcal{E}$ (V/Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.32</td>
<td>1.05×10$^{14}$</td>
<td>0.680</td>
<td>-0.360</td>
<td>-1.19×10$^{-3}$</td>
<td>23.270</td>
<td>494.5</td>
<td>4.32×10$^{11}$</td>
<td>4.61×10$^{4}$</td>
</tr>
<tr>
<td>0.26</td>
<td>1.07×10$^{15}$</td>
<td>0.680</td>
<td>-0.420</td>
<td>-1.60×10$^{-3}$</td>
<td>7.879</td>
<td>136.8</td>
<td>6.62×10$^{11}$</td>
<td>6.07×10$^{4}$</td>
</tr>
<tr>
<td>0.20</td>
<td>1.09×10$^{16}$</td>
<td>0.679</td>
<td>-0.479</td>
<td>-2.36×10$^{-3}$</td>
<td>2.646</td>
<td>39.3</td>
<td>8.65×10$^{11}$</td>
<td>9.38×10$^{4}$</td>
</tr>
<tr>
<td>0.14</td>
<td>1.11×10$^{17}$</td>
<td>0.677</td>
<td>-0.537</td>
<td>-4.29×10$^{-3}$</td>
<td>880.2</td>
<td>11.3</td>
<td>1.60×10$^{12}$</td>
<td>1.83×10$^{3}$</td>
</tr>
<tr>
<td>0.08</td>
<td>1.12×10$^{18}$</td>
<td>0.672</td>
<td>-0.592</td>
<td>-9.80×10$^{-3}$</td>
<td>293.3</td>
<td>3.3</td>
<td>3.84×10$^{12}$</td>
<td>4.58×10$^{3}$</td>
</tr>
<tr>
<td>0.00</td>
<td>2.00×10$^{19}$</td>
<td>0.650</td>
<td>-0.650</td>
<td>-3.20×10$^{-2}$</td>
<td>73.6</td>
<td>0.73</td>
<td>1.48×10$^{13}$</td>
<td>1.81×10$^{2}$</td>
</tr>
</tbody>
</table>

Table 5. Schottky barrier height (SBH), potential energy (-eV), energy shift $\Delta E$, depletion layer width (DLW), inversion layer width (ILW), surface charge density ($\sigma$), and electric field ($\mathcal{E}$) at the surface as functions of the temperature for electron doping corresponding to Fermi level at CBM for GaAs-Gr system.

<table>
<thead>
<tr>
<th>T (K)</th>
<th>$\rho_e$ (cm$^{-3}$)</th>
<th>SBH (eV)</th>
<th>-eV (eV)</th>
<th>$\Delta E$ (eV)</th>
<th>DLW (Å)</th>
<th>ILW (Å)</th>
<th>$\sigma$ (cm$^{-2}$)</th>
<th>$\mathcal{E}$ (V/Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>-3.72×10$^{16}$</td>
<td>0.737</td>
<td>0.737</td>
<td>1.73×10$^{-3}$</td>
<td>1.797</td>
<td>-</td>
<td>-6.42×10$^{11}$</td>
<td>-7.93×10$^{4}$</td>
</tr>
<tr>
<td>200</td>
<td>-5.89×10$^{16}$</td>
<td>0.736</td>
<td>0.736</td>
<td>2.18×10$^{-3}$</td>
<td>1.421</td>
<td>7.7</td>
<td>-8.04×10$^{11}$</td>
<td>-9.93×10$^{4}$</td>
</tr>
<tr>
<td>250</td>
<td>-8.46×10$^{16}$</td>
<td>0.736</td>
<td>0.736</td>
<td>2.60×10$^{-3}$</td>
<td>1.188</td>
<td>8.5</td>
<td>-9.59×10$^{11}$</td>
<td>-1.18×10$^{3}$</td>
</tr>
<tr>
<td>300</td>
<td>-1.15×10$^{17}$</td>
<td>0.735</td>
<td>0.735</td>
<td>3.01×10$^{-3}$</td>
<td>1.014</td>
<td>9.2</td>
<td>-1.11×10$^{12}$</td>
<td>-1.37×10$^{3}$</td>
</tr>
<tr>
<td>350</td>
<td>-1.49×10$^{17}$</td>
<td>0.735</td>
<td>0.735</td>
<td>3.42×10$^{-3}$</td>
<td>889.9</td>
<td>9.8</td>
<td>-1.26×10$^{12}$</td>
<td>-1.56×10$^{3}$</td>
</tr>
</tbody>
</table>

Table 6. Schottky barrier height (SBH), potential energy (-eV), energy shift $\Delta E$, depletion layer width (DLW), inversion layer width (ILW), surface charge density ($\sigma$), and electric field ($\mathcal{E}$) at the surface as functions of the temperature for hole doping corresponding to Fermi level at VBM for GaAs-Gr system.

<table>
<thead>
<tr>
<th>T (K)</th>
<th>$\rho_h$ (cm$^{-3}$)</th>
<th>SBH (eV)</th>
<th>-eV (eV)</th>
<th>$\Delta E$ (eV)</th>
<th>DLW (Å)</th>
<th>ILW (Å)</th>
<th>$\sigma$ (cm$^{-2}$)</th>
<th>$\mathcal{E}$ (V/Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>5.81×10$^{18}$</td>
<td>0.664</td>
<td>-0.664</td>
<td>-1.79×10$^{-2}$</td>
<td>137.8</td>
<td>-</td>
<td>8.49×10$^{12}$</td>
<td>1.03×10$^{2}$</td>
</tr>
<tr>
<td>200</td>
<td>9.82×10$^{18}$</td>
<td>0.659</td>
<td>-0.659</td>
<td>-2.28×10$^{-2}$</td>
<td>105.8</td>
<td>0.62</td>
<td>1.07×10$^{13}$</td>
<td>1.30×10$^{3}$</td>
</tr>
<tr>
<td>250</td>
<td>1.46×10$^{19}$</td>
<td>0.654</td>
<td>-0.654</td>
<td>-2.75×10$^{-2}$</td>
<td>86.6</td>
<td>0.68</td>
<td>1.28×10$^{13}$</td>
<td>1.56×10$^{2}$</td>
</tr>
<tr>
<td>300</td>
<td>2.00×10$^{19}$</td>
<td>0.650</td>
<td>-0.650</td>
<td>-3.20×10$^{-2}$</td>
<td>73.6</td>
<td>0.73</td>
<td>1.48×10$^{13}$</td>
<td>1.81×10$^{2}$</td>
</tr>
<tr>
<td>350</td>
<td>2.61×10$^{19}$</td>
<td>0.645</td>
<td>-0.645</td>
<td>-3.63×10$^{-2}$</td>
<td>64.4</td>
<td>0.78</td>
<td>1.67×10$^{13}$</td>
<td>2.05×10$^{2}$</td>
</tr>
</tbody>
</table>
on Fig. 12 for p-type doping, correspondingly. For Fermi level at CBM, the effective concentration of n-type doping is $1.15 \times 10^{17}$ cm$^{-3}$ and the depletion layer is 1.014 Å, whereas the inversion layer is 9.2 Å. The charge accumulated at the surface is $1.03 \times 10^{16}$ cm$^{-2}$, and the Schottky barrier height is 0.737 eV. Decreasing Fermi level position or decreasing the concentration of n-type doping, the surface charge is also decreased, and the widths DLW and ILW are increased. The SBH is slightly decreased by 0.001 eV. For p-type doping concentration of $2.00 \times 10^{19}$ cm$^{-3}$, which corresponds to Fermi level at VBM, the DLW is 74 Å and the ILW is 0.7 Å, whereas the SBH is 0.661 eV. Lowering the concentration of p-type doping (increasing Fermi level), the SBH is increased and the widths DLW and ILW are also increased. The SBH (Tables 3 and 4) are listed for n- and p-type doping, correspondingly.

The space charge layer width for GaAs is experimentally measured by photothermal radiometric deep level transient spectroscopy ranges 10-100 μm depending on the treatment of the sample. Calculated values of the depletion layer width (Tables 3 and 4) are from below 100 to over 10,000 Å depending on doping concentration.

Tables 5 and 6 show the dependence of SBH, DLW, ILW, $\sigma$, and electric field near the SC surface on temperature for n-type and p-type doping, respectively. Increasing temperature reduces the depletion and inversion layer widths due to increasing carrier concentration. This behavior shows qualitative agreement with experimental data for Au-GaAs measured by $I-V$ curves.

V. CONCLUSION

We have developed a first-principles theory for calculating Schottky barrier height and the widths of depletion and inversion layers without using any empirical parameters. The theory is combining self-consistently the DFT calculations of the interface and the bulk layers under the influence of the electric filed due to Schottky potential, with the Poisson equation for the excess electrostatic potential due to charge redistribution on Schottky contact. The developed method is implemented in open-source software and is available on GitHub at https://github.com/m2qm-efrc/SB. The method is tested on the GaAs(111)-graphene and Si(100)/Al(100) complexes. The depletion layer arises due to band bending of conduction band, whereas the inversion layer arises due to band bending of valence band. The SBH is a consequence emerging from the self-consistency between the redistributed charges in the bulk of the semiconductor due to MIGS, and thermally activated holes and electrons, and the electrostatic potential arising from these induced charges. We find that the Schottky barrier height, the depletion layer width, and the inversion layer width depend on many factors including...
temperature, and doping concentration. The Schottky barrier height is decreasing with increasing the doping concentration as a consequence of filling of the surface states. We did not consider local inhomogeneities on the contact surfaces or local changes of the SBH due to doping atoms on the surface. The effects of electron tunneling through Schottky barrier and thermionic field emission are also not included in our theory. Our method can have potential impact on modeling junctions where a Schottky barrier is present and allow one to compare experiments with first-principles calculations. This capability can be used to guide computational design of heterogeneous junctions. Further studies of GaAs-Gr with defects in graphene layer and adsorbed atoms, as well a magnetic molecule-graphene-GaAs complex are underway.
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APPENDIX A. INTEGRATION OVER K-SPACE

In parabolic approximation \[118\] the CBS decaying wave vector depends on \(k_x\) and \(k_y\) in the form,

\[
\kappa_i (E, k) = \sqrt{\kappa_i^2 (E, 0) + k_i^2} \tag{26}
\]

where \(k_i^2 = k_x^2 + k_y^2\).

At large distance the PDOS is sharply peaked near \(k_i = 0\), thus we can approximate,

\[
\kappa_i (E, k) \approx \kappa_i (E, 0) + \frac{k_i^2}{2\kappa_i (E, 0)} \tag{27}
\]

This allows us to approximate the integrand in (17) by the Gaussian distribution

\[
\exp \left( -\frac{k_i^2}{\delta^2} \right) \tag{28}
\]

with a small width \(\delta\),

\[
D_i^G [E, k, z] \approx D_i [E, 0, z] \exp \left[ -\frac{k_i^2}{\kappa_i (E, 0)} z \right] \tag{29}
\]

where

\[
D_i [E, 0, z] = D_i [E, 0] \exp \left[-2\kappa_i (E, 0) z \right] \tag{30}
\]

is the DOS of the interface distribution at \(z\).

Using (29) the integration over \(dk\) in (17) gives,

\[
D_{MIGS}^G (E, z) = D_i [E, 0] \exp \left[-2\kappa_i (E, 0) z \right] \times \frac{1}{(2\pi/a)^2} \kappa_i (E, 0) \left[1 - \exp \left(-\frac{(2\pi/a)^2}{\kappa_i (E, 0) z} \right) \right] \tag{31}
\]

where \(a\) is the lattice parameter.

The connection between numerical integration over \(dk\) (17) and the analytical integration (31) can be made by comparison of the width of the Gaussian distribution for numerical and analytical solutions. The numerical solution is valid at small \(z\), whereas the Gaussian solution is valid for \(z\) far from the interface. The Gaussian parameter \(\delta^2\) of (29) is

\[
\delta^2 = \frac{\kappa_i (E, 0)}{z} \tag{32}
\]

whereas the parameter \(\delta^2\) of the numerical solution (17) can be calculated numerically by several \(k\)-points close to \(\Gamma\). Calculating the integrand in (17) at point \(k^*\) and using (28) we can write the Gaussian parameter \(\delta^2\) for the numerical solution at the distance \(z\) in the form,

\[
\delta^2 = \frac{k_i^2}{2z} \left[ \kappa_i (E, k^*) - \kappa_i (E, 0) \right] - \ln \left[ D_i [E, k^*]/D_i [E, 0] \right] \tag{33}
\]

The pure Gaussian distribution (32) has a parameter \(\delta^2\) diverging at \(z = 0\), whereas \(\delta^2\) for the real distribution (33) has a finite value at \(z = 0\) due to the Gaussian type distribution \(D_i [E, k]\) near \(\Gamma\) with a finite width at the interface. Compare (33) with (32) allows us to write the distance \(z^*\) matching the two solutions,

\[
z^* = \frac{-\ln \left[ D_i [E, k^*]/D_i [E, 0] \right]}{k_i^2/\kappa_i (E, 0) - 2\left[ \kappa_i (E, k^*) - \kappa_i (E, 0) \right]} \tag{34}
\]


L.M. Porter, J.R. Hajzus “Perspectives from research on metal-semiconductor contacts: Examples from GaO3, SiC, (nano)diamond, and SnS” J. Vac. Sci. Technol. A 38, 031005 (2020); https://doi.org/10.1116/1.5144502


Y. Jiao, A. Hellman, Y. Fang, S. Gao, M. Käll “Schottky barrier formation and band bending revealed by first-principles calculations” Scientific Reports 5, 11374 (2015) https://doi.org/10.1038/srep11374


95
94
92
91
90
89
88
87
86
85
84
83
82

BiVO4/Bi4V2O11 interface

Fabris, M.C. Pereira "A hole inversion layer at the
Nascimento, A.O.T. Patrocínio, A.C. Silva, L.C.A. Oliveira, J.D.
G. Shoute, A. Afshar, T. Muneshwar, K. Cadien, D. Barlage
https://doi.org/10.1109/JP
Inversion Layer"

Propagation Through a Schottky Junction: Influence of The
T. M. Wijesinghe, M. Premaratne "Surface Plasmon Polaritons
(2006)
https://doi.org/10.1557/PROC
Height Formation of Amorphous
C. Manfredotti, K.K. Sharma "On the Role of Inversion Layer,
ISBN 978-0-12-407823-9, Elsevier Ltd.

C. Poole, I. Darwazeh "Microwave semiconductor materials and
diodes" in Microwave Active Circuit Analysis and Design, 2016,

C. Manfredotti, K.K. Sharma “On the Role of Inversion Layer,
Electronic Density of States and Interfaceral Layer on the Barrier
Height Formation of Amorphous-Silicon Schottky Diodes” MRS

H.B. Yao, D.Z. Chi, R. Li, S.J. Lee, D.-L. Kwong “Effect of the
inversion layer on the electrical characterization of Pt
germanide/Schottky contacts” Appl. Phys. Lett. 89, 242117

T. M. Wijesinghe, M. Premaratne “Surface Plasmon Polaritons
Propagation Through a Schottky Junction: Influence of The
Inversion Layer” IEEE Photonics J. 5, 4800216 (2013) https://doi.org/10.1109/JPHOT.2013.2256114

G. Shoute, A. Afshar, T. Muneshwar, K. Cadien, D. Barlage
“Sustained hole inversion layer in a wide-bandgap metal-oxide
semiconductor with enhanced tunnel current” Nature Comm. 7, 10632 (2016) https://doi.org/10.1038/ncomms10632

W.S. dos Santos, M. Rodriguez, A.S. Afonso, J.P. Mesquita, L.L.
Nascimento, A.O.T. Patrocinio, A.C. Silva, L.C.A. Oliveira, J.D.
Fabris, M.C. Pereira “A hole inversion layer at the
BiVO4/Bi4V2O11 interface produces a high tunable
https://doi.org/10.1038/srep31406

A. Di Bartolomeo, G. Luongo, F. Giubileio, N. Funicello, G. Niu, T.
Schroeder, M. Lisker, G. Lupina “Hybrid graphene/silicon
Schottky photodiode with intrinsic gating effect” 2D Mater. 4,
025075 (2017) https://doi.org/10.1088/2053-1583/aa6a0

E. Demoulin, F. van de Wiele “Inversion layer at the interface of
Schottky diodes” Solid-State Electronics 17, 825 (1974)
https://doi.org/10.1016/0038-1101(74)90031-8

K.K. Sharma “Influence of thin inversion layers on Schottky
https://doi.org/10.1051/physap:0198600210102500

J. R. Brews “A charge-sheet model of the MOSFET” Solid-State
Electronics 21, 345 (1978) https://doi.org/10.1038/1101-10
1101(78)90264-2

https://doi.org/10.1103/PhysRevB.70.045417

D.J. Chadi, M.L. Cohen “Intrinsic (111) surface states of Ge, GaAs,
https://doi.org/10.1103/PhysRevB.11.732

D.J. Chadi “Vacancy-induced 2x2 reconstruction of the
https://doi.org/10.1103/PhysRevLett.52.1911

S.G. Louie, J.R. Chelikowsky, M.L. Cohen “Theory of
semiconductor surface states and metal-semiconductor interfaces” J. Vac. Sci. Technol. 13, 790 (1976)
https://doi.org/10.1116/1.568991

“Reconstruction of GaAs(111) surfaces observed by scanning
https://doi.org/10.1103/PhysRevLett.65.452

D.A. Woolf, D.I. Westwood, R.H. Williams “Surface
reconstructions of GaAs(111)A and (111)B: a static surface phase
https://doi.org/10.1063/1.108682

E. Kaxiras, Y. Bar-Yam, J.D. Joannopoulos, K.C. Pandey “Ab initio
theory of polar semiconductor surfaces. I. Methodology and the
(2x2) reconstructions of GaAs(111)” Phys.Rev.B 35, 9625 (1987)
https://doi.org/10.1103/PhysRevB.35.9625

S.Y. Tong, G. Xu, W.N. Mei “Vacancy-buckling model for the (2x2)
https://doi.org/10.1103/PhysRevLett.52.1693

Kuramochi, M. Ozeki “Surface structures of GaAs(111)A,B-(2x2)”

J.R. Chelikowsky, M.L. Cohen “Self-consistent pseudopotential
calculation for the relaxed (110) surface of GaAs” Phys. Rev. B


