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We study electronic instabilities of a kagomé metal with a Fermi energy close to saddle points
at the hexagonal Brillouin zone face centers. Using parquet renormalization group, we determine
the leading and subleading instabilities, finding superconducting, charge, orbital moment, and spin
density waves. We then derive and use Landau theory to discuss how different primary density wave
orders give rise to charge density wave modulations, as seen in the AV3Sb5 family, with A=K,Rb,Cs.
The results provide strong constraints on the mechanism of charge ordering and how it can be further
refined from existing and future experiments.

I. INTRODUCTION

Two dimensional correlated metals based on transi-
tion metal ions are a classic subject for many body
physics [1, 2], displaying diverse electronic phenomena
such as unconventional superconductivity [3–5], charge
and spin order [6, 7], nematicity [8, 9], strange metallic
behavior [10–12], and more. These topics have been most
heavily investigated in theory and experiment in struc-
tures based on square lattices in the cuprates [4, 13] and
Fe superconductors [3, 14, 15]. Correlated metals with
hexagonal/triangular symmetry are much less common,
with the best-known example being the triangular lattice
cobaltates [16, 17], which however are complicated by Na
vacancy ordering and water intercalation[18].

Recently, a new class of kagomé metals, with chem-
ical formula AV3Sb5, where A = K, Rb, or Cs, have
emerged as an exciting realization of quasi-2D corre-
lated metals with hexagonal symmetry [19]. These ma-
terials have been shown to display several electronic or-
ders setting in through thermodynamic phase transi-
tions: multi-component (“3Q”) hexagonal charge den-
sity wave (CDW) order below a Tc ≈ 90K [20–27], and
superconductivity with critical temperature of 2.5K or
smaller [20, 21, 28–35], and some indications of nematic-
ity and one-dimensional charge order in the normal and
superconducting states [21, 31, 36]. Other experiments
show a strong anomalous Hall effect [37, 38], suggesting
possible topological physics. Furthermore, density func-
tional calculations identified CsV3Sb5 as a Z2 topological
metal [39]. Angle resolved photoemission studies show
these materials to be multi-band systems with several
Fermi surface components [39], including approximately
nested components and a Fermi energy that is close to
multiple saddle points of the dispersion, in agreement
with density functional theory [39, 40]. Furthermore,
strong momentum dependent charge gaps near the saddle

point momenta were observed below the CDW transition
temperature [41, 42].

Many of these ingredients bring to mind a storied idea
of electronic instabilities enhanced by van Hove singular-
ities near saddle points. This mechanism figured heav-
ily in early theoretical treatments of the cuprates [43–
45, and references therein]. In a two-dimensional sys-
tem, the divergence of the density of states generates
enhanced scattering amongst electrons near the saddle
points of the bands, which may drive not only super-
conducting but also other charge and spin instabilities.
The same idea emerged recently in the context of doped
graphene [46–48], and has been applied to the theory
of magic angle graphene bilayers [49–53]. The observa-
tions in AV3Sb5 suggest another application. Notably,
the observed period of charge order in AV3Sb5 within the
two-dimensional kagomé plane is precisely that expected
from scattering amongst the saddle points located at the
hexagonal Brillouin zone face centers (denoted as M).

While the saddle point model on a 2D hexagonal lattice
has been studied extensively in the literature [46–49], its
application to a coherent understanding of the electronic
instabilities revealed in multiple experiments remains to
be understood. First, the renormalization group studies
from repulsive interactions [46, 49] suggest leading spin
density wave, superconductivity, and orbital moment in-
stabilities, rather than the charge density wave order
which is observed. Therefore it is natural to expect that
the lattice plays some role, and thus it is important to un-
derstand the combined effect of electron-phonon and elec-
tron correlation. Second, the strong anomalous Hall ef-
fect observed below the charge density wave critical tem-
perature suggests time-reversal symmetry breaking order
may develop below Tc. It would be desirable to under-
stand the interplay between time-reversal symmetric and
broken CDW order. Third, in addition to the 2×2 charge
density wave within the 2D layer, STM and x-ray studies
also observed modulation in the z-direction, i.e. kz 6= 0,
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in RbV3Sb5 and CsV3Sb5. The three-dimensional align-
ment of 2D charge density waves has not yet been studied
theoretically.

In this paper, we explore the electronic instabilities due
to interactions amongst electrons near the saddle points
with hexagonal symmetry. We apply the parquet renor-
malization group scheme [54–57] to determine all the
primary and secondary instabilities, generalizing prior
work [46, 49]. We further use mean field theory to study
different possible emergent density wave states, which in-
clude not only a conventional charge density wave, but
also spin and orbital moment density waves. We inves-
tigate how they relate to the observed charge density
wave measured in AV3Sb5. Through this analysis, we
provide constraints on the interpretation of experimental
observations, and suggestions for future theoretical and
experimental studies.

The rest of this paper is structured as follows: In
Sec. II, we construct a low energy continuum model by
taking patches around the saddle point momenta M and
identify its connection to the real space tight-binding
model. In Sec. III, we generalize the parquet renormal-
ization group formulation, and discuss all stable fixed
points within the patch model. In Sec. IV, we analyze
the mean field theory for each fixed point solutions. This
includes a Landau theory analysis of the conventional
charge density wave (Sec. IV B) as well as an analysis of
other leading instabilities, i.e. the orbital moment den-
sity wave (Sec. IV C) and spin density wave (Sec. IV D),
and their interplay with the conventional charge density
wave. In Sec. V, we discuss the implications of the re-
sults obtained in Sec. IV to experimental observations.
The real space pattern on the kagomé lattice are shown in
Sec. V A. To understand the three dimensional 3Q CDW
order with kz 6= 0, we study the effects of weak interlayer
coupling and discuss the allowed kz for both conventional
CDW and orbital moment density wave orders. The ex-
perimentally observed anisotropic CDW order can also
be explained within this picture. In Sec. V C, we discuss
the critical behavior for different types of charge order
instabilities. The staggered and uniform orbital moment
is estimated in Sec. V D. The possibility of a magnetic
field induced mixture of conventional CDW and orbital
moment is also briefly discussed there. Lastly, a sum-
mary of our work and discussions on the theoretical and
experimental implications are presented in Sec. VI.

II. MODEL

In this section, we introduce a simple model to study
the electronic behavior in AV3Sb5. As explained in
the introduction, STM and x-ray scattering measure-
ments show a 2 × 2 CDW order with wavevector Qα =
QBragg/2 [20–22, 24]. These wavevectors are equivalent
to the momenta that connect the three Mα points in the
hexagonal Brillouin zone as shown in Fig. 1(b). In ad-
dition, DFT calculations show that the band structure

has saddle points at the Mα points near the Fermi level
as shown in Fig. 2 for CsV3Sb5. In two-dimensional sys-
tems, a saddle point is a van Hove singularity with a log-
arithmically diverging density of states. Based on these
two observations, we assume that the collective electronic
behavior in AV3Sb5 is determined by the saddle points
located at the Mα points and the interactions between
them.

(a) (b)

FIG. 1. (a)Vanadium kagomé lattice structure in AV3Sb5.
The actual lattice structure has a Sb atom in the center of
the hexagonal faces, but they are not shown here since our
work is only focused on the electronic behavior of vanadium.
The space group of the full lattice is P6/mmm. (b) Hexagonal
Brillouin zone of AV3Sb5. There are three distinct M points
along the Brillouin zone boundaries. The Mα points in the
Brillouin zone are connected by three nesting vectors {Qα}.
The nesting vectors satisfy Qα ≡ −Qα up to a reciprocal
lattice vector.

FIG. 2. Band structure of CsV3Sb5 calculated using DFT
without spin-orbit coupling [58]. The Fermi energy is set to
6.81 eV. Γ+

1 ,Γ
+
3 are the irreducible representations of the two

saddle point bands nearest the Fermi energy atM1. The little
co-group at M1 is D2h, and the orientation of the symmetry
axes C2, C

′
2, C

′′
2 are shown in Fig. 1. We use the notation

found in Ref. [59].

From these considerations, we construct a non-
interacting low-energy continuum model by taking
patches around the Mα points in the Brillouin zone with
cutoff radius Λ. The Hamiltonian of such a model is

H0 =
∑
α

∑
|q|<Λ

c†αq [εα(q)− µ] cαq, (1)



3

where α, β are patch indices, q is the momentum mea-
sured from Mα, εα(q) is the saddle point dispersion sit-
ting at Mα, and µ is the chemical potential measured
away from the saddle point. Up to quadratic order in q,
the saddle point dispersions take the general form,

ε1(q) =aq2
x − bq2

y,

ε2(q) =
a− 3b

4
q2
x +

√
3(a+ b)

2
qxqy +

3a− b
4

q2
y,

ε3(q) =
a− 3b

4
q2
x −
√

3(a+ b)

2
qxqy +

3a− b
4

q2
y, (2)

where q = (qx, qy). The parameters a, b that determine
the shape of the saddle point must have the same sign,
ab > 0. Note, that the dispersion of the three patches are
related by a three-fold rotation. The condition for perfect
nesting is given by a/b = 3, but in our work we will not
necessarily impose this condition unless otherwise stated.

In general, there are four different cases of the form of
the dispersion that we can consider: (i) a, b > 0, a/b > 1,
(ii) a, b > 0, a/b < 1, (iii) a, b < 0, a/b > 1, and (iv)
a, b < 0, a/b < 1. These cases can be all be mapped
to case (i) by using two transformations. First, rotating
the coordinates by π/2 takes cases (iii), (iv) to cases (ii),
(i) respectively. Second, a particle-hole transformation
combined with the same π/2 rotation maps case (ii) to
case (i) (changing the sign of µ). Hence, we only need
to consider case (i). Note that the latter particle-hole-
like transformation becomes a symmetry when a = b and
µ = 0.

Next, we introduce interactions to the continuum
model by listing all possible electron-electron interactions
between the fermions in the three patches. There are four
such interactions,

H1 =
1

2N
∑′

|q1|,··· ,|q4|<Λ

[∑
α6=β

(
g1c
†
αq1σc

†
βq2σ′

cαq3σ′cβq4σ

+ g2c
†
αq1σc

†
βq2σ′

cβq3σ′cαq4σ

+ g3c
†
αq1σc

†
αq2σ′

cβq3σ′cβq4σ

)
+
∑
α

g4c
†
αq1σc

†
αq2σ′

cαq3σ′cαq4σ

]
, (3)

where
∑′

|q1|,··· ,|q4|<Λ
≡
∑
|q1|,··· ,|q4|<Λ δq1+q2,q3+q4 , N

is the number of unit cells in the system, and gi are the in-
teractions that are defined to be intrinsic and have units
of energy. As seen in Fig. 3, the g1, g2, g3, g4 interac-
tions represent inter-patch exchange, inter-patch density-
density, Umklapp, and intra-patch density-density scat-
tering processes, respectively. The values of gi at energy
scale Λ may be obtained from the screened Coulomb in-
teraction [46].

The patch model introduced here has been used in pre-
vious works to study the interaction and competition be-
tween different instabilities in the Hubbard model and
doped graphene [46, 60]. An important thing to note is

that the continuum model defined above does not include
details on the underlying structure of the lattice and the
global band structure. We supplement the results of our
model with the symmetry information provided by the
DFT results for CsV3Sb5 shown in Fig. 2 [58]. This
gives a one-to-one correspondence between Brillouin zone
patches,Mα, and the vanadium sites, Vα (see App. A). A
minimal tight binding model on the kagomé lattice can
be readily obtained from this correspondence to faith-
fully describe the saddle point fermions (see Sec. V A 2
for more discussions).

FIG. 3. All possible interactions in the patch model. The
cones represent the saddle point dispersion at each Mα and
the arrows denote the scattering processes described by the
interactions.

III. RENORMALIZATION GROUP ANALYSIS

FIG. 4. RG phase diagram for g
(0)
2 > 0. The leading insta-

bilities of each phase under RG are, Phase I: sSC, rCDW,
iSDW, Phase II: iCDW and rCDW, and Phase III: dSC,
rSDW, iCDW. The phase diagram was calculated assuming

d1 = 1/2 , g
(0)
2 = 0.1 , g

(0)
4 = 0.3.

While all four interactions g1, g2, g3 and g4 are
marginal at tree level, they acquire leading double loga-
rithmic corrections from particle-particle fluctuations at
zero momentum (Πpp(0)) and particle-hole fluctuations



4

at momentum transfer Mα (Πph(Mα)) at the one loop
level and so can become marginally relevant. To study
the evolution of gi at energy E as the fermion fluctua-
tions from cutoff energy ΛRG ∼ tΛ2 to E are integrated
out, we perform a parquet renormalization group (pRG)
analysis. Following Ref. [46], the pRG equations for gi
are

dg1

dy
= 2d1g1(g2 − g1),

dg2

dy
= d1(g2

2 + g2
3),

dg3

dy
= −g2

3 − 2g3g4 + 2d1g3(2g2 − g1),

dg4

dy
= −2g2

3 − g2
4 , (4)

where y = Πpp(0, E) ∼ ln2(ΛRG/E) is the RG scale
and d1(y) = dΠph(Ma)/dy depends on the Fermi sur-
face nesting, which satisfies 0 < d1(y) 6 1/2. For perfect
nesting, d1(y) = 1/2 and is independent of the RG scale.
Away from perfect nesting, d1(y) depends on the RG
scale and is bounded, 0 < d1(y) < 1/2. It has been con-
firmed numerically that the nesting condition does not
qualitatively change the fixed point solutions and lead-
ing density wave instabilities, so for concreteness, we will
consider the perfect nesting case hereafter, i.e. d1 ≡ 1/2.

The RG equations, having entirely quadratic β-
functions (the right hand sides of the pRG equations),
do not have any non-trivial controlled fixed points in the
usual sense. Rather, they describe flows in the vicinity of
the free fixed point: since the RG equations are pertur-
bative, they are strictly valid only within some sphere of
small radius of the origin in g-space. Within certain do-
mains of this space, the flows will be unstable, i.e. they
will exit the sphere of control, which indicates an insta-
bility towards a new regime, and most likely an ordered
state. Within the unstable regions of phase space, RG
flows that begin very close to the origin tend to converge
toward particular unstable trajectories which act as at-
tractors, and are typically straight “rays”[61, 62]. Below
we follow previous works that reformulate these rays to
appear as fixed points, by projecting the trajectories to
a plane of constant value of one of the parameters. The
stable “fixed rays” are expected to describe the asymp-
totic limit of arbitrarily weak but non-zero bare interac-
tion, such that convergence to these rays is nearly perfect
before the sphere of control is exited. One should keep
in mind that when the bare interactions are small but
not arbitrarily so, the deviations from these rays become
important, and the physics will be less universal and con-
trolled more by the actual values of the interactions, but
the RG equations can still be employed.

Before considering the stable fixed rays, we note a few
features of these equations. The β-functions for g1 and g3

contain an overall factor of g1 and g3, respectively. This
follows from symmetry: all terms except g1 conserve spin
at each saddle point separately, and all terms except g3

conserve the number of electrons at each saddle point
separately. The conserving interactions cannot generate
a non-conserving one. As a result, the sign of g1 and
g3 remain fixed through out the RG evolution. One also
notes that the dg2/dy > 0 and dg4/dy < 0 under the RG.
Thus an initially positive g2 must remain positive, and
an initially negative g4 remains negative.

To understand the physical meaning of the gi, it is
useful to define interactions that parametrize particular
channels of ordering, e.g. they appear in the mean-field
treatment below in Sec. IV. They were previously de-
fined in Ref. [46, 49]. Here, we consider the interactions
in the d-wave superconductivity (GdSC = g3 − g4), s-
wave superconductivity (GsSC = −2g3 − g4), real charge
density (GrCDW = −2g1 + g2 − g3), orbital moment
density (GiCDW = −2g1 + g2 + g3) 1, real spin density
(GrSDW = g2 + g3), spin flux order (GiSDW = g2 − g3)
channels. The interactions Ga are defined such that the
a instability develops only when Ga > 0.

From the previous discussion, we can see a few features
clearly. Real and imaginary parts of the CDW and SDW
order parameters (OPs) are degenerate if g3 = 0. This is
because the umklapp interaction is the only one transfer-
ring charge between saddle points, so that in its absence
there is a separate U(1) charge rotation for each valley.
Similarly, the corresponding real and imaginary parts of
the CDW and SDW orders are degenerate when g1 = 0.
This is because only g1 violates separate spin conserva-
tion at each saddle, so that when g1 = 0, independent
SU(2) rotations may be made for each flavor, which mixes
CDW and SDW orders. Thus, we see that the sign of g3

decides between real and imaginary CDW/SDW, while
the sign of g1 decides between CDW and SDW order.

To proceed further, we determine the fixed rays and the
pRG flow trajectory near them. We rewrite interactions
as gi = γig, and choose g as one of the interactions,
which diverges as g ∼ 1

yc−y along the fixed trajectory

(as we verify afterwards). A proper identification of g
ensures that γi tends to a constant value γ∗i along the
fixed trajectory, and γ∗i = 0 implies that the interaction
gi either flows to zero or diverges slower than 1

yc−y . We

call it a fixed point hereafter. The solutions to γ∗i can be

obtained by solving a set of algebraic equations β̃i({γ}) =
0 for i = 1, 2, 3, 4, where

β̃i({γ}) = γ̇i =
1

g
(ġi − γiġ) . (5)

When substituting Eqs. (4) into the RHS of Eq. (5), we
replace d1(y) with its value at yc, d1(yc), and treat d1(yc)

1 Here, iCDW standards for “imaginary charge density wave”.
However, note that the latter does not necessarily mean that
the charge instability must break time reversal symmetry for a
generic wave vector. But at wave vector M = −M up to a
reciprocal lattice vector, imaginary charge density must break
time-reversal symmetry, and correspond to orbital moment den-
sity wave. For similar reasoning, we use iSDW for spin flux order.
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as a tunable parameter used to introduce information on
Fermi surface nesting. This is why d1 is referred to as
the “nesting parameter”. Among the solutions of Eq.
(5), only the stable fixed point solutions are of physical
interest, as they do not flow away under small perturba-
tions. To examine the stability of a fixed point solution,
we define a matrix T that is determined by the flow of
β̃i at the fixed point, i.e. Tij = ∂β̃i/∂γj |{γ∗}. The RG
fixed point is stable only when all the eigenvalues of T
are non-positive.

In addition to identifying the leading instabilities, the
subleading ones are also considered here for three reasons.
First, as discussed above, when the interaction strengths
are not truly infinitesimal, flow to the unstable regime
may occur before the fixed ray is reached. This may oc-
cur when bare couplings are small but not too close to a
fixed ray, and deviate from it in a particular direction fa-
voring a subleading instability. Second, the flow may be
also cut off by imperfect nesting and/or a non-zero chem-
ical potential (i.e. doping from the saddle point). These
effects limit the convergence to the fixed ray, and at that
point a different instability might dominate. Third, a sec-
ondary instability may develop at a lower temperature,
even if the primary one occurs first. To account for those
possibilities, which depend upon the microscopic details,
we will list the leading two instabilities at the RG fixed
points.

To summarize, we list all the stable fixed point solu-
tions for both repulsive and attractive bare interactions.
In addition, we discuss an interesting semi-stable fixed
point solution with only one weak unstable direction flow-
ing out of the fixed point.

When g
(0)
2 > 0, there are three (semi)stable fixed

points, which we take the liberty of denoting “phases”
I, II, III – this is an abuse of terminology since these
solutions really describe unstable rays in the full phase
space, which may not correspond to a unique phase. As
g2(y) must diverge as ∼ 1

yc−y , we choose g(y) = g2(y) =
1

d1(1+γ2
3)(yc−y)

.

I. When g
(0)
3 < 0, g3 flows to negative value at the sta-

ble RG fixed point, and we find γ1 = 0, γ2 = 1, γ3 ≈
−6.1, γ4 ≈ −5.5. The subleading divergence of g1

goes as g1(y) ∼ (yc − y)
− 2

1+γ2
3 ∼ 1

(yc−y)0.05 . Note

that as the flow of g1 is subleading here, the sign

of g
(0)
1 is not qualitatively important to determine

the fixed trajectory. The leading instabilities are
GsSC = 17.6g, GrCDW = GiSDW = 7.1g.

II. When g
(0)
1 < 0, g

(0)
3 > 0, and for large enough

|g(0)
1 |, the system may flow to a semi-stable fixed

point, where there is only 1 weak unstable direc-
tion in the 4-dimensional parameter space defined
by {g1, g2, g3, g4}. The fixed point solution reads
γ1 ≈ −46.7, γ2 = 1, γ3 ≈ 9.7, γ4 ≈ −4.4. The
leading instabilities are GiCDW = 104.0g, GrCDW =
84.6g.

III. When g
(0)
1 , g

(0)
3 > 0, the stable RG fixed point has

been discussed a lot in the literature [46]. The
fixed point solution gives γ1 = 0, γ2 = 1, γ3 ≈
5.6, γ4 ≈ −10.0, where the subleading divergence

of g1 can be obtained as g1(y) ∼ (yc − y)
− 2

1+γ2
3 ≈

1
(yc−y)0.06 . The leading divergent instabilities are

GdSC = 15.6g, GrSDW = GiCDW = 6.6g.

In Fig. 4, the phase diagram in the space of g
(0)
1 , g

(0)
3

for g
(0)
2 > 0 is shown.

When g
(0)
2 < 0, g2 may instead flow to zero. We find in

this way a fourth fixed ray, which we denote phase IV. It
is describe by letting g = g1(y) = − 1

2d1(yc−y) , and γ1 =

1, γ2 = 0, γ3 = 0, γ4 = 0. This solution requires g
(0)
1 <

0, g
(0)
4 > 0, and is only stable when g

(0)
3 > 0. Moreover,

g3(y) is also divergent and is only logarithmically smaller

than g1. We find g3(y) = 1
yc−y

(
ln 1

yc−y

)−1

. The leading

instabilities are GrCDW = GiCDW = −2g = 1
d1(yc−y) .

The fixed point solution indicates that the rCDW and
iCDW orders are degenerate at the leading order, but
they are split by a logarithmically subdominant effect
due to g3 > 0 weakly in favor of the iCDW, i.e. GiCDW >
GrCDW.

In passing, we note that purely electronic interactions

generally give repulsion for all couplings, i.e. g
(0)
i > 0

with i = 1, 2, 3, 4. However, other factors, such as orbital
composition of the wave function near saddle points, and
electron-phonon coupling, may contribute to attraction

for certain g
(0)
i . In App. B, we consider the effect of

electron-phonon coupling, and show that the renormal-

ization to g
(0)
i can be attractive for both δg

(0)
1 and δg

(0)
3 or

only δg
(0)
1 , depending upon the strength of the coupling

and and phonon modes involved.

IV. MEAN-FIELD THEORY

As shown in Sec. III, we found instabilities to super-
conducting, charge density wave (rCDW), orbital mo-
ment (iCDW) and spin density wave (SDW) states. In
all three AV3Sb5 materials, experiments have observed
charge density wave order (rCDW order) setting as the
first instability of the symmetric state at a Tc ∼ 90K,
and superconductivity only at much lower temperatures.
Hence, in this section, we neglect superconductivity, and
discuss the ways that the remaining instabilities may lead
to the specific rCDW order observed experimentally in
the AV3Sb5 materials. Notably, we find that rCDW or-
der can be induced even if rCDW is not the primary or-
der parameter. Hence we study the formation of rCDWs
both when the rCDW is and is not the primary instabil-
ity, and discuss the differences in the resulting properties.
We carry out the study using mean field theory.

The renormalization group analysis tells us that in
phase I the rCDW is a leading instability. In Sec. IV B.,
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OP Definition Interaction
strength (G)

rCDW Nα = GrCDW
|εαβγ |

2N
∑
q

〈
c†βqcγq

〉
−2g1 + g2 − g3

iCDW φα = GiCDW
εαβγ
2iN

∑
q

〈
c†βqcγq

〉
−2g1 + g2 + g3

rSDW Sα = GrSDW
|εαβγ |

2N
∑
q

〈
c†βq

σ
2
cγq
〉

g2 + g3

iSDW ψα = GiSDW
εαβγ
2iN

∑
q

〈
c†βq

σ
2
cγq
〉

g2 − g3

sSC ∆s = GsSC
1√
3N

∑
q 〈cαq↓cα−q↑〉 −2g3 − g4

dSC

∆xy =GdSC
1

N
×
∑
q

〈cq↓Dxyc−q↑〉

∆x2−y2 =GdSC
1

N
×
∑
q

〈
cq↓Dx2−y2c−q↑

〉
g3 − g4

TABLE I. List of all bilinear order parameters (OPs) in
the patch model. σ are the Pauli matrices in spin space,
and

∑
q ≡

∑
|q|<Λ. Dxy, Dx2−y2 are matrices in the patch

space defined as Dxy =
√

1/2diag (0, 1,−1) and Dx2−y2 =√
2/3 diag(1,−1/2,−1/2), and cqσ = (c1qσ, c2qσ, c3qσ).

we will study this case by calculating a mean-field the-
ory in the rCDW channel. In Sec. IV C, we consider a
iCDW-rCDW coupled mean field theory, which is rele-
vant to phases II and IV. Here we discuss how rCDW
can be induced when the iCDW is the primary order pa-
rameter. Finally, in Sec. IV D, we consider the situation
with a leading rSDW instability, relevant to phase III,
and show how it may induce rCDW order.

A. Complex CDW free energy

We first obtain the Landau free energy including both
rCDW and iCDW order parameters, defined as Nα, φα
with α = 1, 2, 3 labeling the interpatch momentum trans-
fer Qα (see Fig. 1 (b)), respectively. The patch-model
interaction given in Eq. (3) can be rewritten in the form
of a rCDW interaction and an iCDW interaction:

HrCDW = −NGrCDW

2

∑
α

ρ̂rC,αρ̂rC,α,

HiCDW = −NGiCDW

2

∑
α

ρ̂iC,αρ̂iC,α, (6)

where Gr/iCDW is the r/iCDW interaction strength de-

fined in Sec. III and ρ̂rC,α =
|εαβγ |

2N
∑
|q|<Λ c

†
βqcγq, ρ̂iC,α =

εαβγ
2iN

∑
|q|<Λ c

†
βqcγq is the rCDW and iCDW operators

with momentum Qα = Mβ −Mγ . Using the Hubbard-
Stratonovich transformation we decouple the interac-
tions in the two channels and then integrate out the

Fermionic degrees of freedom. This gives us the free en-
ergy as a function of the rCDW, iCDW order parameters,
N1, N2, N3, φ1, φ2, φ3:

FCDW =
N

2GrCDW

3∑
α=1

N2
α+

N
2GiCDW

3∑
α=1

φ2
α−(Tr log G−1),

(7)
where G−1 is defined as

G−1(iωn, q; {Nα, φα})

=

 −iωn + ε1(q) −(N3 − iφ3)/2 −(N2 + iφ2)/2
−(N3 + iφ3)/2 −iωn + ε2(q) −(N1 − iφ1)/2
−(N2 − iφ2)/2 −(N1 + iφ1)/2 −iωn + ε3(q)

 .
(8)

Expanding the order parameter fields in Eq. (8) pertur-
batively, the free energy in terms of the complex charge
density order parameter ∆α = Nα + iφα = |∆α|eiθα is

fCDW =
rN + rφ

2

∑
α

|∆α|2 +
rN − rφ

2

∑
α

|∆α|2 cos 2θα

+K2|∆1||∆2||∆3| cos(θ1 + θ2 + θ3)

+K4

(∑
α

|∆α|2
)2

+ (K3 − 2K4)
∑
α<β

|∆α|2|∆β |2

+O(∆5). (9)

Here, rN = 1
2GrCDW

+ K1, rφ = 1
2GiCDW

+ K1, and
K1, · · ·K4 are functions of temperature and chemical po-
tential, that we will discuss in detail in Sec. IV B. For
simplicity, we first consider the case K3−2K4 < 0, which
favors 3Q CDW. The configuration of θα that minimizes
the free energy depends on the sign of rN − rφ:

• When rN < rφ, i.e. GrCDW > GiCDW > 0, min-
imizing the 2nd term requires θα = nαπ, with
nα ∈ Z. By choosing the proper nα, the minimiza-
tion of cubic term can be readily achieved. For any
θα = nαπ, the iCDW order parameter must vanish,
so the ground state only contains rCDW order.

• When rN = rφ, i.e. GrCDW = GiCDW, the second
term vanishes, and the minimization of the cubic
term gives a continuously degenerate ground state
manifold. To lift the degeneracy, other perturba-
tions should be considered.

• When rN > rφ, i.e. 0 < GrCDW < GiCDW, the
second quadratic and cubic terms cannot be min-
imized simultaneously. As a result, θα 6= nαπ/2,
with nα ∈ Z. This indicates that both Nα and
φα are non-zero. To analyze the Free energy with
iCDW as the leading instability, the iCDW-rCDW
coupling must be considered.

Below, we discuss the above three scenarios and then
the rSDW-rCDW coupling scenario.
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B. rCDW Mean-field theory

At the RG fixed point corresponding to phase I (g
(0)
3 <

0), the rCDW is the leading density wave instability. As
argued above, it is enough to consider only the rCDW
order parameters. The mean field free energy becomes

FrCDW =
N

2GrCDW

3∑
α=1

N2
α − (Tr log G−1), (10)

where G−1 is defined as

G−1(iωn, q; {Nα})

=

−iωn + ε1(q) −N3/2 −N2/2
−N3/2 −iωn + ε2(q) −N1/2
−N2/2 −N1/2 −iωn + ε3(q)

 . (11)

As a function of Nα, the rCDW free energy has the sym-
metry of the tetrahedral point group, Td. This can be
deduced by applying the symmetry operations of the full
space group of the lattice, P6/mmm, to the definitions
of the rCDW order parameter. Using our knowledge of
this symmetry, we can determine what solutions of the
free energy are possible. In the cases that are physically
relevant, the solutions of the mean-field theory belong in
either the 3Q+, 3Q−, or 1Q rCDW configurations which
are classes of rCDW states with directions:

3Q+: {(111), (11̄1̄), (1̄11̄), (1̄1̄1)},
3Q−: {(1̄1̄1̄), (1̄11), (11̄1), (111̄)},
1Q: {(100), (1̄00), (010), (01̄0), (001), (001̄)}.

Indeed, by numerically solving the full free energy we
will see that the solutions belong in either the 3Q± or
1Q rCDW classes. A detailed discussion is provided in
App. C. The rCDW patterns of the 3Q± and 1Q states
are shown in Fig. 7.

By assuming we are near the rCDW transition where
the rCDW order parameters are sufficiently small, we
can expand the free energy to fourth order in Nα. The
resulting Landau theory is

frCDW =

(
1

2GrCDW
+K1

)∑
α

N2
α +K2N1N2N3

+K4

(∑
α

N2
α

)2

+ (K3 − 2K4)
∑
α<β

N2
αN

2
β +O(N5),

(12)

where frCDW is the free energy density. The definitions of
the coefficients K1, · · · ,K4 which are functions of chem-
ical potential and temperature are given in App. D. The
coefficients can be evaluated asymptotically in the limit
µ, kBT � tΛ2 and can also be found in App. D.

Fig. 5 shows the temperature dependence of these co-
efficients when µ/tΛ2 = 0.01. Notice that the coefficients
exhibit a change in behavior at the cross-over tempera-
ture kBT ∼ µ. In addition, the K2,K3,K4 coefficients

change sign near the cross-over temperature. When the
quartic coefficients become negative, the Landau theory
expression given by Eq. (12) becomes unstable, but in
those regions stability can be restored by including sixth-
order terms to the free energy.

FIG. 5. Absolute value of the Landau theory coefficients,
K1, · · · ,K4 evaluated at µ/tΛ2 = 10−2 for the case of perfect
nesting (a = 9t/4 , b = 3t/4). Solid lines indicate positive
values and dashed lines indicate negative values. K2,K3,K4

change sign at µ/kBT ∼ 2.14, 4.05, 1.91 respectively.

Eq. (12) has a third order term, K2, that couples all
three rCDW order parameters. This is allowed by sym-
metry since this term is even under time-reversal sym-
metry and the sum of the three nesting wave vectors sat-
isfies

∑
αQα ≡ 0. This term introduces a preference for

3Q+ or 3Q− rCDW states depending on the sign of K2.
On the other hand, when K3 − 2K4 > 0, the fourth or-
der term sets a preference for 1Q rCDW states. When
K3 − 2K4 < 0, this fourth order term prefers the 3Q±
states equally.

When a/b = 3, Fig. 5 shows that K2 < 0 when
µ/kBT . 2.14 in the asymptotic limit. In addition,
K3 − 2K4 < 0 for µ � kBT . Hence, in this region,
all terms in the rCDW Landau theory prefer the 3Q+
rCDW state. The transition to the 3Q+ rCDW state
must be a first-order transition because the free energy
can become negative before the second-order term van-
ishes due to the third-order term. One thing to note is
that the rCDW order parameter is not necessarily small
near the first-order rCDW transition, so the results of
the Landau theory must be treated with caution. We
can avoid this issue by numerically solving the full free
energy.

The full free energy defined in Eqs. (10), (11) has four
tunable parameters: temperature T , chemical potential
µ, the rCDW interaction strength GrCDW, and the nest-
ing ratio a/b. As explained in Sec. II, we only need to
consider the case a, b > 0. Given this condition, we can
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introduce a convenient reparametrization,

a =
δ +
√

3 + δ2

√
3

t,

b =
−δ +

√
3 + δ2

√
3

t, (13)

where t > 0 and δ ∈ R. We see that t represents the
bandwidth of the saddle point band and δ represents the
degree of nesting. Under this parametrization, a/b ≥ 1
for δ ≥ 0 and a/b < 1 for δ < 0. In particular, a/b = 3
(perfect nesting) for δ = 1.

For different values of GrCDW and δ, we numerically
generated a phase diagram in the T − µ plane. The re-
sults shown in Fig. 6 are representative samples of the en-
tire parameter space where the continuum model holds—
kBT , µ ,GrCDW � tΛ2. The free energy was cast in a
form that is independent of the cut-off momentum, Λ, so
the phase diagrams are independent of Λ. We see that
when the system is doped to the saddle point (µ = 0) or
below it, only the 3Q+ rCDW forms. As you dope the
system above the saddle point, 1Q and/or 3Q− rCDW
regions can emerge. In addition, for δ = 1.6, the 1Q
rCDW region is small and vanishes for sufficiently small
GrCDW as seen in Figs. 6(c), 6(f). Similarly, at perfect
nesting and more generally δ ∼ 1, the 3Q− rCDW re-
gion vanishes for sufficiently small GrCDW as seen in Fig.
6(b). Clearly, the 3Q+ rCDW region is largest in all
phase diagrams which is consistent with the Landau the-
ory discussed above.

C. iCDW-rCDW mean field theory

Now, we consider how a fundamental iCDW order can
induce subsidiary rCDW order. To do so, we consider
a iCDW-rCDW coupled mean field theory. We are par-
ticularly interested in the regime, motivated by the RG
results for phases II and IV, in which iCDW and rCDW
are close in energy and can compete.

It is convenient to express Eq. (9) in terms Nα and φα:

fCDW = rφ

3∑
α=1

φ2
α + rN

3∑
α=1

N2
α

+K2 (N1N2N3 − φ2φ3N1 − φ1φ3N2 − φ2φ1N3)

+K4

(
3∑

α=1

φ2
α +N2

α

)2

+ (K3 − 2K4)
∑
α<β

(φ2
α +N2

α)(φ2
β +N2

β) +O(φ6, N5).

(14)

Recall that rφ =
(

1
2GiCDW

+K1

)
, rN =

(
1

2GrCDW
+K1

)
.

We assume GiCDW > GrCDW > 0, so that iCDW is the
leading instability. Note that time-reversal symmetry
forbids the term cubic in φ, i.e. φ1φ2φ3. As a result, the

order parameter manifold for φα alone has cubic symme-
try Oh. In addition, the 3Q± classes which were distinct
for the case of rCDW are now related under time-reversal
symmetry and part of the larger 3Q class which is defined
as the union of the 3Q± classes. Close to and below the
transition temperature for iCDW, the iCDW-rCDW cou-
pling can be treated as a perturbation.

First, we consider the iCDW Landau theory. The or-
der parameter manifold for φα is determined by quar-
tic terms proportional to K3 and K4. The first term
K4(

∑3
α=1 φ

2
α)2 is positive definite and isotropic, so the

selection of the ground state configuration is determined
by the term (K3 − 2K4)

∑
α<β φ

2
αφ

2
β . Specifically, (i)

when K3 > 2K4, the 1Q iCDW state is favored, (ii)
when K3 = 2K4, the φα ground state configuration is
degenerate at quartic order, and requires higher order
terms to break the degeneracy, (iii) when K3 < 2K4,
the 3Q iCDW is favored. From the asymptotic solu-
tion shown in Fig. 5 at µ/tΛ2 = 0.01, we see that when
kBTc/tΛ

2 . 0.01, and the 1Q iCDW is stable. When
kBT/tΛ

2 & 0.01, K3 − 2K4 < 0. Thus 3Q iCDW de-
velops if Tc sits in this range of temperature, but it may
become unstable to 1Q iCDW as temperature lowers. On
the other hand, when µ� kBT , we find K3−2K4 < 0 in
the low temperature regime when kBT/tΛ

2 < 0.025 (see
App. D). Thus 3Q iCDW should be stable at µ ∼ 0. This
transition is a continuous phase transition in contrast to
the rCDW case because of the absence of a third-order
term. The real space pattern for 1Q and 3Q iCDW orders
are presented in Sec. V A 2.

Next, we substitute the iCDW order parameter in
Eq. (14) with the iCDW saddle point solution, |φα| = φ∗,
and obtain the free energy for rCDW OPs. For 1Q
iCDW, no rCDW can be induced. For 3Q iCDW, as the
cubic term K2 contains term linear in Nα through cou-
pling to two iCDW OPs at another two momenta, consid-
ering up to quadratic term in N , we find {N1, N2, N3} =
N0{1,±1,±1} up to any permutations of the signs be-

tween Nα, where N0 ∼ K2φ
∗2

(T−TrCDW) . Here, T − TrCDW ∼(
1

2GrCDW
+K1

)
> 0. So the sign of N0 is determined by

the sign of K2. Since K2 < 0 for µ/T . 2.14, N0 < 0, the
induced rCDW order must be the 3Q− one. As temper-
ature further lowers to T < TrCDW, the quartic term in
Nα should be included so that the free energy is stable.
We checked that the rCDW order remains the 3Q− one
for K2 < 0 and vice versa.

D. rSDW-rCDW Mean-field theory

In phase III of the RG phase diagram, the rSDW is the
leading density wave instability. Here, we consider how
rCDW order can emerge as a subsidiary order through
rSDW-rCDW coupling. Starting from the full interaction
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

FIG. 6. rCDW phase diagrams calculated in the kBT–µ plane. G̃rCDW = GrCDW/tΛ
2 is defined as the dimensionless rCDW

strength. δ parametrizes nesting as defined in Eq. (13). The phase diagrams correspond to the case t, δ > 0 (a, b > 0 and a/b >
1). The phase diagrams for t, δ < 0 (a, b > 0 and a/b < 1) are related to these phase diagrams under the exchange 3Q+↔ 3Q−
and reflection in the µ = 0 axis.

given by Eq. (3), the rSDW interaction term is

HrSDW = −NGrSDW

2

∑
α

ρ̂rS,α · ρ̂rS,α, (15)

where ρ̂rS,α =
|εαβγ |

2N
∑
|q|<Λ c

†
βq
σ
2 cγq is the spin density

operator. Assuming the interaction in the rCDW channel
is also attractive but much weaker than that of the rSDW
channel, we can find the free energy to fourth order in
the rSDW and rCDW order parameters. This gives us
the rSDW free energy (which may be added to the rCDW
free energy in Eq. (12)) [47]:

frSDW =

(
1

2GrSDW
+
K1

4

)∑
α

|Sα|2

+
K2

4
(N1S2 · S3 +N2S3 · S1 +N3S1 · S2)

+
K3

16

∑
α<β

|Sα|2|Sβ |2 +
K4

16

∑
α

|Sα|4+

+K5

∑
α<β

|Sα · Sβ |2 +K6 (S1 · S2 × S3)
2

+ · · · .

(16)

Here, K5,K6 are new symmetry-allowed coefficients. The
important aspect of this Landau theory is the third-order
term which couples the rSDW and rCDW order parame-
ters. This term is allowed by symmetry since it is invari-
ant under time-reversal and lattice translation symmetry.

Close to the transition temperature, Tc, of the rSDW
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order, the terms involving rCDW order parameters can
be treated as perturbations, so first we need the solution
to Eq. (16). The rSDW Landau theory has already been
thoroughly discussed in Ref. [47]. For chemical potential
sufficiently close to the saddle point, the solution to the
SDW Landau theory is a uniaxial 3Q rSDW phase where
all three rSDW order parameters have the same magni-
tude and are oriented along the same axis, i.e. S∗α = snα,
where nα = ±1. If we substitute this solution into Eq.
(16) and add the terms from Eq. (12), we get a free
energy that is a function of just the rCDW OPs:

frCDW + frSDW

∣∣
Sα=S∗α

=

(
1

2GrCDW
+K1

)∑
α

N2
α

+
K2

4
|s|2 (n2n3N1 + cyc. perms.) +K2N1N2N3

+K4

(∑
α

N2
α

)2

+ (K3 − 2K4)
∑
α<β

N2
αN

2
β . (17)

For K3−2K4 < 0, all terms prefer the 3Q+ rCDW state,
so the system can develop a rCDW state.

V. EXTENSIONS AND EXPERIMENTAL
IMPLICATIONS

In this section, we discuss various aspects of the dif-
ferent CDW phases, and how they may be differentiated
experimentally.

A. Real space r/iCDW patterns

It is interesting to consider the real space patterns
of charges and currents associated with the rCDW and
iCDW order parameters.

Our continuum model does not carry any details of the
lattice, so we rely on symmetry information provided by
DFT calculations [58]. Importantly, as the saddle point
band at the three M points are even under inversion,
it can be shown that among the d-orbitals of vanadium
atoms, only the α-th vanadium atom in the unit cell con-
tributes to the Bloch state atMα (see App. A). Further-
more, the DFT calculation shows that the saddle points
consist mostly of d-orbitals of vanadium atoms. Moti-
vated by these observations, we consider nearest neigh-
bor hopping on the Kagomé lattice as the minimal tight
binding model that should capture the essential physics
from fermions near the saddle points. For convenience,
the lattice coordinate for the three sublattice is expressed
as rα = R+δα, where R is the coordinate for a unit cell,
whose origin is taken at the center of the triangular pla-
quette with the green sublattice facing to the left in Fig.
1(a). δ1 = (− 1

2
√

3
, 0), δ2 = ( 1

4
√

3
, 1

4 ) and δ3 = ( 1
4
√

3
,− 1

4 ).

The tight-binding Hamiltonian reads

Ĥ0 = t1
∑

〈rα,rα+eβ〉

d†rαdrα+eβ + d†rα+eβ
drα , (18)

where 〈rα, rα+eβ〉 is the NN bond and e is defined such
that rγ = rα + eβ where {β, α, γ} is a permutation of

{1, 2, 3}. This gives e1 = 1
2{−1, 0}, e2 = 1

2{−
√

3
2 ,

1
2} and

e3 = 1
2{
√

3
2 ,

1
2}.

Due to the one-to-one correspondence between patch
labelMα and sublattice label Vα of vanadium atoms, the
real space fermions on vanadium atoms can be expressed
as

drα =
1√
N

∑
k

eik·Rdα,k ≈
1√
N

∑
|q|<Λ

eiMα·Rcαq, (19)

where cαq denotes the saddle point fermion near Mα

as defined in the continuous model (Eq. (1)). As both
rCDW and iCDW order parameters are condensates of
inter-patch fermion density operators, the associated real
space order must be a bond order on the Kagomé lat-
tice. For simplicity, we will consider only nearest neigh-
bor (NN) bond order as an example.

1. rCDW pattern

The rCDW order parameter is time-reversal even, and
contribute to bond density modulation as

〈δρ̂rαrα+eβ 〉 = 〈δρ̂rαr′γ 〉 = Re
[
〈d†rαdrα+eβ 〉

]
=

Nαγ
GrCDW

cos(Mα ·R−Mγ ·R′), (20)

where r′γ = rα+eβ = R′+δγ with γ 6= α 6= β. In Fig. 7,
the rCDW charge bond density modulation is shown for
the 3Q± and 1Q rCDW states.

(a) (b) (c)

FIG. 7. Real space rCDW bond order pattern of the 3Q±
and 1Q configurations. Configurations in the 3Q± classes
are related by translation. Configurations in the 1Q class are
related by translation and a three-fold rotation. (a) Bond
ordering corresponding to the 3Q+ rCDW class. The bond
ordering forms hexagonal and triangular plaquettes. (b) Bond
ordering corresponding to the 3Q− rCDW class. The bond
ordering forms a ‘star-of-David’ pattern. (c) Bond ordering
pattern corresponding to the 1Q rCDW class. The pattern
has alternating bond strength along one direction and uniform
strength in the other two bond directions.
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(a) (b)

FIG. 8. Real space iCDW (current) bond order pattern of
the (a) 1Q and (b) 3Q states. All 3Q configurations are re-
lated by translations or time-reversal (changing the sign of
the currents). Configurations in the 1Q class are related by
translation (i.e. reversing the current direction) and a three-
fold rotation. Note that the 1Q state is macroscopically time-
reversal symmetric, because it is invariant under the combina-
tion of time-reversal and translation. (a) Bond current in the
1Q class, with {φ23, φ31, φ12} = φ0{1, 0, 0}. (b) Bond current
from {φ23, φ31, φ12} = φ0{1, 1, 1}. The sign of φ0 is taken as
negative here.

2. iCDW pattern

The iCDW order parameter breaks time-reversal sym-
metry and corresponds to bond current in real space.
Note, that the current operator is well defined only when
the charge is conserved, which is indeed the case in both
the high temperature disordered phase and iCDW phase.
As a result, in the equilibrium phase, the current opera-
tor must satisfy ∑

rα→r′α′

ĵrαr′α′ = 0. (21)

By comparing the continuity equation and the equation
of motion for charge density, we find the current operator
on the NN bonds as (see App. E):

ĵrαr′α′ = ĵrαrα+eβδr′α′ ,rα+eβδα6=β

=
ie

~
t1

(
d†rαdrα+eβ − d

†
rα+eβ

drα

)
, (22)

where t1 is the NN hopping defined in Eq. (18). From
Eq. (19), the bond current expectation value can be ex-
pressed in terms of iCDW order parameter as

〈ĵrαrα+eβ 〉 = 〈ĵrαr′γ 〉

=i e t1 e−i(Mα·R−Mγ ·R′)

(
1

N
∑
q

(
〈c†α,qcγ,q〉 − 〈c†γ,qcα,q〉

))

=
−2 e t1
GiCDW

e−i(Mα·R−Mγ ·R′)φαγ , (23)

where again we used r′γ = rα+eβ = R′+δγ with γ 6= α 6=
β. From Eq. (23), the real space bond current pattern
from φ23 are shown in Fig. 8 (a). The linear combinations
of them can form loop current, as an example, we show

the bond current pattern for {φ23, φ31, φ12} = φ0{1, 1, 1}
in Fig. 8 (b).

The primary order parameter for the iCDW is a loop
current. However, as was discussed in Sec. IV C, from the
form of the K2 coupling terms in Eq. (14), a 3Q iCDW
will also induce charge order. In particular we see that
a 3Q iCDW induces either a 3Q+ or 3Q− state depend-
ing upon the sign of K2. Notably, the charge order is
quadratic in the iCDW order parameter, Nα ∼ φ2, which
could be detectable near the transition temperature.

B. Three-dimensional coupling

Here we extend the Landau theory to consider the im-
plications of coupling of CDW order parameters between
nearby layers, adding a layer index z = 0, 1, 2 · · · num-
bered beginning from the top layer. We assume this cou-
pling is weak, so can be approximated by the leading
terms linear in the order parameters in each layer, and
decays rapidly with the distance between layers. Hence,

f⊥ =

∞∑
z=0

∞∑
δ=1

(K⊥,δNα,zNα,z+δ + L⊥,δφα,zφα,z+δ) .

(24)
We assume that all the inter-layer interactions are weak
compared to the intra-layer terms in the free energy,
so that the form of the order within each layer is es-
tablished by the latter, and the intra-layer terms serve
to select particular relative orientations of the different
symmetry-breaking states in nearby layers. Here we ex-
pect |K⊥,1| � |K⊥,δ>1| and |L⊥,1| � |L⊥,δ>1| so that
terms with δ > 1 can be neglected unless they are re-
quired to break degeneracies.

1. Three-dimensional ground states

Now we discuss the resulting three-dimensional or-
dered structures. First consider the imaginary CDW,
within the 3Q phase. Within a given layer, φα may take
one of the values φα = |φ0|(±1,±1,±1), where all 8 signs
are possible, and |φ0| is fixed by single-layer energetics.
If L⊥,1 < 0, the minimum energy iCDW order param-
eter is identical in all layers, φα,z = φα. If instead,
L⊥,1 > 0, the minimum energy configuration is “antifer-
romagnetic”, φα,z = (−1)zφα. The two cases above cor-
respond to an ordering wavevector with the z-component
kz = 0, 1

2 , in lattice units. Note that kz = 1/2 is the
wavevector for the current order, but the induced real
CDW order would have qz = 0 in both cases.

Now consider the real CDW, in either the 3Q+ or 3Q−
states. Within a single layer, Nα may take just four val-
ues, with Nα = N0nα, with n2

α = 1 and n1n2n3 = 1.
For K⊥,1 < 0, we again obtain a “ferromagnetic” state,
with Nα,z = Nα. For K⊥,1 > 0, however, the situa-
tion is distinct from the iCDW case, because an overall
sign change in Nα is not permitted. Instead, for a given
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state nα,z, the inter-layer coupling equally favors nα,z+1

in any of the three states not equal to nα,z. For N lay-
ers, the total degeneracy of ground states, consider just
the K⊥,1 interaction, is 4 × 3N−1 , a macroscopic de-
generacy including states with arbitrary wavevectors kz.
We must therefore consider further neighbor interactions.
The problem can be mapped to a 4-state Potts model, by
defining the four allowed configurations of Nα in a single
layer as σ = 1 · · · 4. The interaction energy becomes

f⊥ =

∞∑
z=0

∞∑
δ=1

K⊥,δN
2
0

(
4δσz,σz+δ − 1

)
, (25)

which illustrates the S4 permutation symmetry of a Potts
model. This is a 4-state Potts chain with competing
further-neighbor interactions, which has a rich statistical
mechanics for general couplings, similar to that of the
ANNNI model, a paradigm for devil’s staircases, com-
mensurate and incommensurate phases, and transitions
between them. Here because each Potts spin represents
an entire 2d layer, the energies involved are proportional
to the area of a layer, and hence much larger than kBT .
Therefore, we are interested only in the ground states
of the Potts chain. In this limit, the ground states are
generally commensurate, but can have very large unit
cells (in the z direction), and the Devil’s staircase can
arise. We limit our discussion to only the simplest cases,
and assume |K⊥,δ| � |K⊥,δ+1| as expected on grounds
of locality.

The simplest situation is K⊥,2 < 0, in which case sec-
ond neighbor layers prefer to be parallel. We have then
alternating states in successive layers, σz = σ1 for z even
and σz = σ2 for z odd, with σ1 6= σ2. In terms of the

rCDW vector,, nα,z = n
(1)
α for z even and nα,z = n

(2)
α for

z odd, such that n(1) · n(2) = −1. This corresponds to
the wavevector kz = 1/2 in lattice units. Note that the
three-dimensional degeneracy of this state is 4× 3 = 12.

If K⊥,2 > 0, then we require both nearest neighbor
and second neighbor Potts spins to differ in the ground
state. After choosing the first layer, there are 3 choices
for the second layer, and then 2 choices for the third
layer, which must be distinct from the first two lay-
ers. This implies the smallest possible periodicity of the
ground state is 3. It may, however, be larger. Indeed
for the fourth layer, there are still 2 choices remaining,
and the ground state is not determined. To fix this de-
generacy, we may yet consider the third neighbor cou-
pling. If K⊥,3 < 0, then we favor a return to the origi-
nal state. The entire configuration becomes determined,
with a periodicity of 3, and a representative sequence in
Potts variables like σz = 1, 2, 3, 1, 2, 3, 1, 2, 3 · · · . These
configurations correspond to a “chiral” ordering of the
layers, consistent with a 3-fold screw axis. Alterna-
tively, if K⊥,3 > 0, then we obtain a four layer pe-
riodicity, σz = 1, 2, 3, 4, 1, 2, 3, 4, · · · . These two situa-
tions have smaller ordering wavevectors in the z direc-
tion, kz = 1/3, 1/4, respectively. Note that the relatively
simple results quoted here are the result of assuming a

strict hierarchy of interactions, with couplings decaying
rapidly in strength with the separation of layers. Oth-
erwise much more complex states may arise in the Potts
chain.

We conclude that a distinct difference between the
iCDW and rCDW is the presence of periodicities larger
than 2 in the c direction. Appearance of such a periodic-
ity (i.e. kz = 1/3, 1/4) would provide clear experimental
evidence in favor of the real over the imaginary CDW.

2. Rotational symmetry breaking

In the previous discussion, we determined the relative
ordering between layers assuming the order parameter
within each layer is rigid. Now we consider a higher order
effect: the back-influence of the inter-layer interaction on
the order parameter within a single layer. In particular,
in the case of rCDW order, this leads to a breaking of C3

rotational symmetry within a given layer. This can be
understood as follows. All 4 of the 2d ordered states in
the 3Q+ or 3Q− states preserve C3 symmetry around the
centers of one of the four hexagons within the quadrupled
unit cell, but not around the other three. In the states
with kz > 0, the centers of neighboring layers are not
aligned. Consequently there is no rotation axis which
preserves all layers. In the chiral kz = 1/3 states, there
is instead a screw axis, which preserves macroscopic C3

symmetry of the crystal in the bulk. This symmetry is
however broken at the surface. In the states with kz =
1/2, 1/4, there is not even macroscopic C3 symmetry.

In all cases, if one observes the order within a single
layer, its neighbors will influence its order and lower the
symmetry. The situation is simplest for the top layer.
Assume the system develops long-range order, and there-
fore we may treat the inter-layer interaction in a mean
field sense. We therefore replace the coupling to the sec-
ond layer from the top (the strongest such coupling) by
a term of the form

f⊥,0 = K⊥,1〈Nα,1〉Nα,0. (26)

This term appears as a “field” on the order parameter
in the top layer (z = 0). In for example the kz = 1/2
phase, we may take 〈Nα,1〉 = N0(1, 1, 1). Then this con-
figurations in the first layer are “pushed” away from the
(1, 1, 1) direction. For example, if the top layer chooses
the (1, 1̄, 1̄) state, the inter-layer coupling will shift it to
the form Nα,0 = N0(1−δ,−1−δ,−1−δ), with 0 < δ � 1.
Note that |N1| < |N2| = |N3|. The consequence is that
the two dimensional Bragg peaks associated to density
oscillations in the top layer develop two unequal magni-
tudes. This is a sign of the rotational symmetry break-
ing. Indeed, one can define a two-dimensional vector
vz,z′ = −vz′,z

vz,z′ =
∑
α

〈nα,znα,z′〉aα, (27)
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where aα are the 2d triangular Bravais lattice vectors
with a3 = −a1 − a2. The vector vz,z′ is oriented along
one of the three principle directions and selects this axis.

This rotational symmetry breaking effect exists within
each layer in all the 3Q± rCDW phases except the uni-
form kz = 0 one. Rotational symmetry is also broken
in the bulk (i.e. in an infinite system in the z direction)
except when it is restored macroscopically by an arrange-
ment of layers that constitutes a screw axis. The latter
occurs only for the kz = 1/3 case detailed above. Ro-
tational symmetry breaking is, however, absent both in
individual layers and in bulk, in the 3Q iCDW states,
providing another means to differentiate the iCDW from
the rCDW experimentally.

C. Critical behavior

We briefly discuss the expected critical behavior at the
ordering temperature for some important cases based on
the symmetries and order parameters. This question is
motivated by the presence of a cubic term in the rCDW
Landau theory, which might suggest a first order tran-
sition to the CDW state, which to our knowledge is
not observed experimentally. While a full understanding
is somewhat involved, we argue below that both ther-
mal fluctuations in two dimensions and three-dimensional
coupling stabilize a continuous transition within most
scenarios.

1. Two dimensions

If we neglect inter-layer coupling, the problem becomes
two dimensional, and we must be wary of applying a
mean field Landau theory analysis to critical properties,
since it is well known that two dimensional systems have
strong thermal fluctuations.

For the case of the 3Q+ or 3Q− rCDW, as discussed
in Sec. V B 1, the ordering can be described by a four
state Potts model. At mean field level, the q-state Potts
models have first order transitions for q ≥ 3, consistent
with the Landau analysis. It is well-known, however,
that in two dimensions the q = 3, 4 Potts models in fact
have continuous transitions described by conformal field
theory. In particular, the q = 4 Potts model is equiva-
lent to the Ashkin-Teller model, and has known critical
exponents with logarithmic corrections due to marginal
operators (see e.g. Ref.[63]).

In the case of the 3Q iCDW, the order parameter has a
degeneracy of 8 and transforms under full cubic Oh sym-
metry, and we have seen that it can be expressed as an
O(3) vector with cubic anisotropy. In two dimensions,
this problem has been analyzed by Schick[64], who con-
cludes that the transition to the 3Q phase (called “corner
cubic anisotropy” in this reference) may be either contin-
uous (and in the Ising universality class, surprisingly) or
first order.

2. Three dimensions

The two dimensional critical behavior is valid at best
in a regime close but not too close to the critical point,
where a crossover to three-dimensional behavior must oc-
cur. The nature of the true three-dimensional critical
regime is, however, dependent on the type of inter-layer
couplings, and thereby the three-dimensional order pa-
rameter. As discussed in Sec. V B 1, this is rather com-
plicated for the rCDW problem, and we will not offer a
complete analysis. The simplest case is the kz = 0 one,
which occurs when the inter-layer coupling favors ferro-
magnetically aligned rCDWs. Then the symmetry re-
mains unchanged from the four state Potts model. How-
ever, in three dimensions, this model has a first order
transition. Thus in this case a first order transition is
predicted. If instead one of the kz > 0 orderings occur,
the situation is less clear, but it is manifestly not a Potts
model transition. It is natural to think that the Landau
analysis is more correct in three dimensions. Based on
this reasoning, for the cases kz = 1/2 and kz = 1/4, a
cubic term in the order parameter is no longer allowed
by momentum conservation. Thus a continuous transi-
tion may be expected. The case kz = 1/3 seems to allow
a cubic term but we will not pursue it further here.

With three-dimensional coupling, the iCDW order de-
velops either at kz = 0 or kz = 1/2. In both cases,
the three-dimensional order parameter remains an O(3)
vector with cubic anisotropy, and the ground state de-
generacy is unchanged from 8 (this can be seen because
even in the kz = 1/2 can a translation by one layer is
equivalent to time-reversal). Hence the transition should
be in the O(3) cubic universality class, which is known
to be continuous, and is discussed e.g. in Ref.[65].

D. Magnetic moment induced by iCDW order

The iCDW order can induce both staggered magnetic
moment due to the loop current and uniform magnetic
moment. Here, we estimate the magnitude from each
contribution.

First, we note that the bond current obtained in
Eq. (23) is linear in φ, consequently, only the Fourier
component at M contributes to the bond current, and
there is no uniform magnetic moment induced by the
bond current. To estimate the staggered magnetic mo-
ment, we consider the 3Q iCDW order as an example. As
shown in Fig. 8 (b), the bond current forms loop current
around both the honeycomb and triangular plaquettes.
Treating each plaquette as a current loop, its magnetic
moment and the magnetic field it induces can be obtained
following the standard magnetostatics [66]. Due to the
2× 2 sublattice structure, there are two types of honey-
comb plaquettes, with mh,1 = IeÂh for one-quarter of

the honeycomb plaquettes, and mh,2 = −IeÂh/3 for the
rest. Similarly, one-quarter of the triangular plaquettes
have mt,1 = −IeÂt, and the rest have mt,2 = IeÂt/3.
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Here, Ie = − e
~

2t1
GiCDW

φ0 denotes the magnitude of the

electric loop current. Âh,t is along ẑ, such that for Ie > 0,
the current flows counter clockwisely. And its magni-
tude is determined by the area of the honeycomb (h)
and triangular (t) plaquette. In unit of Bohr magne-

ton µB = e~
2me

, we have m ∼ IeÂ = − 2t1
GiCDW

φ0

Ry
Â
a2
b
µB ,

where Ry = mee
4

32π2ε20~2 ≈ 13.6eV is the Rydberg energy,

rb = 4πε0~
mee2

≈ 5.29 × 10−11m is the Bohr radius. In Ie,

the factor 2t1
GiCDW

is dimensionless and scales with the

polarization bubble ∼ ln2(tΛ2/Tc) ∼ O(1), the order
parameter (in unit of energy) at low temperature can
be approximated as φ0 ∼ kBTc, where Tc is the tran-
sition temperature for iCDW order. This gives mh,1 ≈
−0.047 sgn (φ0)µB ẑ,mt,1 ≈ 0.008 sgn (φ0)µB ẑ, where we
take 2t1/GiCDW = 1. We also note that similar analy-
sis has been done in the literature for cuprates [67] and
iron-pnictides [68].

Next, we discuss the uniform magnetization induced
by the iCDW order. On the symmetry ground, uniform
magnetization requires iCDW order at all three momenta
M nonzero. Otherwise, the system is invariant under the
anti-unitary symmetry composed of time reversal and
translation, which forbids any uniform magnetization.
In general, the magnetic field couples to the electrons
through both the minimal coupling and the Zeeman cou-
pling. Here, we consider the orbital magnetization con-
tribution for the 3Q± iCDW order. Following [69], the
orbital magnetization in terms of the Bloch wave function
reads,

Mz
orb =

e

2~
∑
n,q

Im
[
〈∂qun,q| × (εn,q − ĤMF(q))|∂qun,q〉

]
fn,q, (28)

where ĤMF(q) is the mean field Hamiltonian one can
infer from Eq. (8), fn,q = f(εn,q − µ) is the equilibrium
Fermi distribution function.

For simplicity, we consider the perfect nesting case
when the Fermi energy in the disordered phase is at the
van-hove point, this gives 1/3 filling in the patch model.
When the 3Q iCDW order is present, the triple degener-
ate bands at the M points are fully gapped, and only the
lowest band is filled. Noting that the unit of the sum-

mand in Eq. (28) is ~2

2me
(coming from the kinetic energy),

for a filled band, the summand must be expressed as a
function of the only dimensionless parameter in the ex-
pression, which reads ε̃ = ~2q2/(2me), i.e. the summand
(after averaging over the angular direction in q) must be

expressed as ∼ ~2

2me
F(ε̃). This means physically that for

electrons within an energy of order the gap φ, the typ-
ical orbital moment is an order one fraction of a Bohr
magneton.

The orbital magnetization can be expressed as

Mz
orb =

e~
2me
N φ0

~2/(2mea2
0)

√
3

2π

[∫ Λ

0

dε̃F(ε̃)

]

= NµB
φ0

Ry

(
a0

ab

)2 √
3

2π
IF , (29)

where N is the number of unit cells, IF =
∫ Λ

0
dε̃F(ε̃) is

the value of the integral, which is bounded and can be
computed numerically as IF ≈ −0.87. Again approxi-
mating φ0 ∼ kBTc, the orbital magnetization per unit
cell is Mz

orb/N ∼ −0.017 sgn(φ0)µB .

This orbital magnetization is small but the smallness
is primarily due to the small number of electrons within
the region near the energy gap. As remarked above, for
a typical electron within this region, the orbital moment
is a substantial fraction of µB . This suggests that the
iCDW state may be favored by the application of a mag-
netic field.

We consider therefore how an rCDW state may be con-
verted into an iCDW state by such a field, assuming the
energy of the iCDW state is not too much higher than
that of the rCDW in zero field. For simplicity we con-
sider low temperature, where the above estimate is valid
(near Tc, the orbital magnetization will be proportional
to φ3, and greatly suppressed). In general, a magnetic
field breaks time-reversal, so will always induce some
iCDW component if the rCDW is present. We thus take
∆α = Nα + iφα = |∆|eiθ (assuming a 3Q+ state), and
express the energy in terms of |∆| and θ. A simplified
form for the energy density is

E = −m|∆|2 (1 + λ cos θ)− µhm|∆| sin θ, (30)

where m is the mass scale for the saddle points, h is the
magnetic field (in the z direction), µ is a typical orbital
moment for the iCDW electrons, and is a fraction of µB .
The first term is the condensation energy of the CDW,
and the second term is the dipole energy associated with
the orbital magnetization. The parameter λ > 0 de-
scribes the energetic preference for rCDW over iCDW
order in zero field (as well as the preference for 3Q+ over
3Q- order). When the competition between the two is
close, λ� 1. Minimizing over θ, we obtain

tan θ =
µh

λ|∆|
. (31)

We see that the rCDW smoothly evolves into an iCDW
with applied field, and this occurs on a scale which can
be a small fraction of the gap, if λ � 1. We note that
the energy density in Eq. (30) is simplified, and does
not capture topological physics relevant to the perfect
nesting situation when the system is doped exactly to
the saddle point filling. In this case, the system is a
trivial insulator for θ = 0, and a Chern insulator for θ =
π/2, and hence there must be a topological transition,
associated gap closing, and non-analyticity of the energy
at some intermediate angle. However, we expect this
distinction to be washed out away from perfect nesting
and for generic filling.
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VI. SUMMARY

In this paper, we have discussed various mechanisms
to induce charge density wave order in kagomé metals,
motivated by experiments on the AV3Sb5 materials. We
began with a g-ology description based on a continuum
saddle point model, which is quite general to two dimen-
sional materials with hexagonal symmetry, and was orig-
inally introduced in the context of doped graphene in
Ref.[46]. We extended the renormalization group analy-
sis of this problem to the general case, i.e. with both re-
pulsive and attractive bare interactions, and showed that
several distinct density wave and superconducting insta-
bilities are possible, depending upon parameters. We also
showed that the attractive bare interactions may come
from coupling of electrons to optical phonons, which in-
duces attraction in certain channels (gi) and lowers the
phonon energy. The latter effect may be relevant to the
phonon softening observed in ab-initio calculations [70].
Our focus then turned to charge density wave order at
the vectors Mα, which correspond both to the locations
of the saddle points in the Brillouin zone and the span-
ning vectors between them. They are half reciprocal lat-
tice vectors and reside at the centers of the zone faces.
We applied a mean field theory to the real charge density
wave (rCDW) states of the continuum interacting model,
and found isotropic 3Q± as well as nematic 1Q rCDW
states occur and may be tuned by chemical potential. We
also carried out a Landau theory analysis of the rCDW
orders (and a detailed derivation of the Landau theory
coefficients from the continuum model) which shows that
when this is the leading instability, the above states are
the only ones that occur with a high degree of generality.
Next, we considered the alternate cases of a 3Q imagi-
nary charge density wave (iCDW) – actually a state of
circulating currents, i.e. orbital moments – and a spin
density wave (rSDW), which are competing instabilities
with the same wavevectors. We showed that both iCDW
and rSDW can induce rCDW order, though in both cases
the charge density order is then not the primary order
parameter. Finally, we detailed a number of extensions
and implications of the analysis to derive explicit charge
and current patterns, three dimensional ordered states,
critical properties, and orbital magnetization of the 3Q
iCDW state.

What are the specific implications of these results for
the AV3Sb5 materials? Three distinct compounds, with
A=K,Cs,Rb, have been studied to our knowledge. All
are known to show rCDW order for which the projec-
tion of the ordering wavevector to the 2d kagomé plane
is of the 3Q Mα type. A key question is whether the
rCDW is the primary order parameter, or whether it is
secondary and induced, as discussed above, by either an
iCDW or rSDW order. Notably, both the iCDW and
rSDW orders break time-reversal symmetry, and hence
should be detectable via their induced local magnetic
moments through e.g. muon spin resonance or neutron
scattering. To our knowledge, there is no direct evidence

of time-reversal breaking from any measurement in zero
magnetic field (and there is some counter-evidence from
muon spin resonance on KV3Sb5[26]). This does not
definitively exclude states with very small moments, as
indeed may be expected in the iCDW case (c.f. Sec. V D).
The discussion of three-dimensional order in Sec. V B 1
provides some more clear diagnostics. There, we showed
that the iCDW is expected to display identical induced
rCDW order in all layers, i.e. the z-component of the
rCDW ordering wavevector should be zero. By contrast,
a pure rCDW is consistent with kz = 0, 1

2 ,
1
3 ,

1
4 . More-

over, rCDW states with kz 6= 0 should show “nematic”
C3 rotational symmetry breaking at the surface, due to
the three-dimensional coupling, which again is not ex-
pected in the iCDW states.

Several experimental papers are directly related to the
above aspects of the CDW order. X-ray scattering found
Bragg peaks associated with three-dimensional CDW or-
der with kz = 1/2 in RbV3Sb5, CsV3Sb5 in Ref.[22],
kz = 1/4 in CsV3Sb5 in Ref.[27]. Ref.[24] measured an in-
plane shift of the order in the top two layers of CsV3Sb5

across a step edge using STM, indicating kz > 0. These
observations are consistent with primary rCDW order.
Ref.[36] measured a “nematic” (i.e. C2 symmetric) de-
pendence of the c-axis resistivity in CsV3Sb5 on an in-
plane magnetic field in the normal (but CDW) state up to
about 60K, 2/3 of the critical temperature. Such behav-
ior would be expected below the CDW Tc for any rCDW
except the “screw” state with kz = 1/3. The STM study
in Ref. [20] notes differences in the intensities of the three
charge order wavevector peaks in KV3Sb5. This reference
concludes that the three intensities are all unequal, and
denote this as a “chiral” charge order. To our eyes, their
Fourier transform STM data (Fig.3abc of Ref.[20]) is bet-
ter described by two strong and approximately equal in-
tensities and one weaker one, which is consistent with
our theory of inter-layer coupling. A very recent paper
reports the latter type of anisotropy in independent STM
measurements of KV3Sb5 [71].

While the above evidence seems to favor primary
rCDW order, iCDW or SDW states might be realized
in some situations, e.g. as competing orders that ap-
pear at lower temperatures or induced through applied
fields. Indeed the early observation of large anomalous
Hall effect[72] in KV3Sb5 motivated several later works
to promote the possibility of an iCDW (recently similar
behavior was observed in CsV3Sb5[38]) . As discussed
in Sec. V D, the 3Q iCDW does indeed macroscopically
break time-reversal and is accompanied by a uniform or-
bital moment and a large Berry curvature in the vicinity
of the saddle points, which should induce an anomalous
Hall effect. We discussed how, if iCDW order is only
slightly higher in energy than rCDW, the iCDW can be
induced by modest applied fields, which may provide a
possible explanation of Ref.[72]. Further study of the
anomalous Hall effect and its correlation with other mea-
surements is however needed to test this possibility.

While this manuscript was in preparation, several the-
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oretical works appeared discussing density wave order in
these materials. Ref. [73] evaluated the mean field ground
state energies for multiple density wave orders. Ref.[74]
considered a single orbital extended Hubbard model on
the kagomé lattice, and within mean field theory found
dominant iCDW order. Ref.[75] discusses a coupled mean
field theory of spin and charge orders and Chern bands in
a continuum saddle point model similar to the one used
here and postulates a complex CDW state in the AV3Sb5

materials with three unequal magnitudes of CDW at the
three Mα wavevectors.

In this paper, we have focused on density wave order,
which is clearly the dominant instability in the AV3Sb5

materials. However, the superconductivity occurring at
lower temperature is of considerable interest as well.
Since it occurs within the density wave ordered state,

the understanding of the latter should be important for
developing a theory of superconductivity in this family.
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APPENDIX

A: Irreducible representations at Mα

As shown in Fig. 2, there are two saddle points at Mα.
The little co-group at Mα is D2h, and the irreps of the
two saddle points at M1 are Γ+

1 and Γ+
3 . The convention

used here is the one used in Ref. [59], and the orientation
of the two symmetry axes are shown in Fig. 1(a).
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Now, we explain the one-to-one correspondence be-
tween the Brillouin zone patches, Mα, and the vana-
dium sites, Vα. Consider how Bloch states formed from
s-orbitals placed on the vanadium sites (V1, V2, V3) trans-
form at M1. A s-orbital Bloch wave on V1 transforms
as the irrep Γ+

1 . On the other hand, s-orbitals placed on
V2, V3 form a reducible representation that can be decom-
posed into the Γ−2 +Γ−4 irreps. Notice that the irrep of the
s-orbital on V1 is even under inversion, but the irreps of
the s-orbitals on the V2, V3 sites are odd under inversion.
Since d-orbitals are even under inversion, this means that
Bloch states formed from d-orbitals at V1 must be even
under inversion, but Bloch states formed from d-orbitals
on V2, V3 must be odd under inversion. The saddle points
at M1 are even under inversion; therefore only the d-
orbitals on the V1 site contribute to the saddle point at
M1. Using a three-fold rotation, it is easy to see that at
M2,M3, the contribution to the bands must come from
d-orbitals on the V2, V3 sites respectively. Hence, there
is an one-to-one correspondence between the Brillouin
zone patches, Mα, and the vanadium sites, Vα. Away
from M1, d-orbitals on V2, V3 can start mixing with the
saddle point bands, but we assume these contributions
are small sufficiently close to M1.

B: Microscopic mechanism of attractive fermion
interaction

Generally, pure electronic interactions, i.e. the
screened coulomb repulsion, give rise to repulsive inter-
actions between patch fermions, which favor SDW rather
than CDW instabilities. Indeed, the RG phase diagram

(Fig. 4) suggests that attraction in the g
(0)
1 or g

(0)
3 chan-

nels is likely necessary to stabilize CDW order. Here, we
show that the electron-optical phonon interaction may

renormalize g
(0)
1 or g

(0)
3 , and lead to attraction in these

channels. Specifically, we define g
(0)
i = g

(0)
el,i+δg

(0)
i , where

g
(0)
el,i is the bare interaction due to screened Coulomb re-

pulsion, and compute the renormalization δg
(0)
i .

Consider the standard coupling of electron density
with an optical phonon. Because g1 (g3) transfers spin
(charge) between saddle points, these two interactions
cannot be generated from coupling to a zone center

phonon. Instead, both δg
(0)
1 and δg

(0)
3 require coupling

with to a phonon at momentum M . Conversely, δg
(0)
2

and δg
(0)
4 are generated from coupling with a zone cen-

ter phonon. A recent ab-initio calculation and experi-
ment suggest softening of a breathing phonon mode at
M [23, 70]. With these considerations in mind, we focus
on the coupling with a phonon at M .

To leading (0th) order in spatial derivatives, the
electron-phonon coupling can be expressed as

Hel−oph =
∑

q,k,Γ,α

gΓuΓ,−k(Mα)Ψ†q+kΛΓ,αΨq, (B1)

where α = 1, 2, 3 labels the momentum Mα, Γ labels
the irreducible representation (irrep) of the little group
at Mα. In this notation, uΓ(Mα) is the optical phonon
mode near Mα in irrep Γ, ΛΓ,α is obtained such that
the fermion bilinear Ψ†qΛΓ,aΨq transforms as Γ irrep at
Mα. Note that in Eq. (B1), the momentum k is small,
i.e. within the continuum model, and the large momen-
tum transfer Mα is treated via the flavor indices of the
fermion fields.

Without loss of generality, we consider M1, whose lit-
tle group is D2h = 〈C ′2, C ′′2 , i〉 (see Fig. 1), where 〈·〉 in-
dicates the group generated by “·” operations. Here, C ′2
and C ′′2 are two-fold rotation along y-axis and x-axis, re-
spectively. i denotes inversion. Using the transformation
of Bloch wave functions,

UOψn,k(r) = UOeiq·run,q(r) = eiq·Orun,q(Or)

= eiO−1q·run,O−1q(r) = ψn,O−1q(r), (B2)

where O ∈ D2h, we find that the fermion bilinear at
momentum M1 from the patch fermions should be in
either the Γ+

1 or Γ+
3 irrep of D2h, with,

ΛΓ+
1

=

0 0 0
0 0 1
0 1 0

 ,ΛΓ+
3

=

0 0 0
0 0 i
0 −i 0

 . (B3)

Similarly, the representation of optical phonon modes at
M1 in irrep Γ+

1 ,Γ
+
3 can be identified using [76],

Γoph = Γequiv × Γvec, (B4)

where Γequiv is the equivalence representation for the
kagomé lattice sites at M , Γvec is the representation for
lattice displacement, the same as that for a 3d vector.
The Γ+

oph,1 irrep comes from either Γ−equiv,2 × Γ−vec,2 or

Γ−equiv,4 × Γ−vec,4 optical phonon modes. While the Γ+
oph,3

irrep comes from either Γ−equiv,2×Γ−vec,4 or Γ−equiv,4×Γ−vec,2

optical phonon modes. For example, both the “star
of David” and the “inverse star of David” breathing
phonon mode studied in Ref. [70] comes from the Γ+

oph,1 =

Γ−equiv,2×Γ−vec,2 optical phonon mode related by reversing
the sign of the lattice displacement field.

The effective four-fermion interaction renormalized by
Hel−oph reads,

δHeff =
∑

q,q′,Γ,α

VΓ

(
Ψ†qΛΓ,αΨq

) (
Ψ†q′ΛΓ,αΨq′

)
, (B5)

where VΓ = g2
ΓDΓ(M1,Ωn = 0) = − 2g2

Γ

ωΓ,M1
< 0, with

ωΓ,k the phonon spectrum, DΓ(k,Ωn) =
2ωΓ,k

(iΩn)2−ω2
Γ,k

the

phonon propagator. This gives finally,

δg
(0)
1 = VΓ+

1
+ VΓ+

3
,

δg
(0)
3 = VΓ+

1
− VΓ+

3
. (B6)
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It is straightforward to see that δg
(0)
1 < 0 while the sign of

δg
(0)
3 depends on the relative strength of VΓ+

1
and VΓ+

3
.

As a result, all three fixed point solutions may be ap-
proached when the electron-phonon interaction is taken
into account.

Experimentally, one may test for the significance of
electron-phonon coupling by probing the effect on the
phonons. In particular, the coupling Hel−oph also renor-
malizes the phonon spectrum, and lowers the optical
phonon gap. Indeed, the phonon gap for uΓ+

1
, uΓ+

3
are

lowered by δmoph ∼ g2
ΓΠph(M), which may lead to

a Peierls structural transition when the renormalized
phonon spectrum becomes gapless at M .

Does the CDW order observed in the kagomé materials
come from electronic or structural instabilities? While
the full answer to this question requires knowledge of
the microscopic details and self-consistent analysis of the
electron-phonon coupled system, we note that the four-
fermion interaction can be significantly enhanced in the
RG flow near the fixed point. Moreover, in the weak cou-

pling limit, as g
(0)
el,i is weak, a moderate electron-phonon

interaction could alter the sign of the bare fermion inter-
action, and lead to CDW ordering due to an electronic
instability.

C: Solutions of the rCDW mean-field theory

Here, we discuss the possible solutions of the rCDW
mean-field theory using only general arguments involving
symmetry and differential topology. The rCDW free en-
ergy which is a function of the three rCDW order param-
eters, N1, N2, N3, can be thought of as a function defined
on R3 spanned by the rCDW vectors, N = (N1, N2, N3).
To find the solution of the rCDW mean-field theory, we
need to find the global minima of the free energy in R3,
but for simplicity, we fix |N | = N0 where N0 > 0 is
an arbitrary value and look for all possible minima of
the free energy defined on the sphere S2 with radius N0.
This will give us a set of possible directions in which the
global minima of the free energy must point.

We begin by identifying all possible stationary points
of the rCDW free energy defined on S2 using symmetry
arguments. Starting with the definition of the rCDW
order parameters (Table I), it is straightforward to cal-
culate how N transforms under the microscopic symme-
tries of the lattice and then to figure out that the free
energy must be invariant under symmetry operations of
the tetrahedral point group Td. (The N̂α axes coincide
with the two-fold axes of Td.) From this, we can immedi-
ately identify the high symmetry points on S2 which must
be stationary points of the free energy. These points can
be categorized into three classes which we call the 3Q+,
3Q−, and 1Q classes. They are defined as

3Q+: {(111), (11̄1̄), (1̄11̄), (1̄1̄1)},
3Q−: {(1̄1̄1̄), (1̄11), (11̄1), (111̄)},
1Q: {(100), (010), (001), (1̄00), (01̄0), (001̄)},

where the triplet notation (N1, N2, N3) denotes the di-
rections of the rCDW vectors on S2. Each class is an or-
bit of points generated by Td. The +, − notation comes
from the fact that points in the 3Q+, 3Q− classes satisfy
N1N2N3 > 0, N1N2N3 < 0 respectively.

The three-fold axes of Td go through the 3Q± points.
This tells us that the sign of the curvature at those points
must be the same in all directions. Therefore, points in
the 3Q± classes must be a minima or maxima. On the
other hand, we cannot make a similar argument for the
points in the 1Q class which coincide with the two-fold
axes, so the 1Q points can be extrema or saddle points.

In addition to the 3Q± and 1Q points, there may be
other stationary points which are not necessarily guaran-
teed by symmetry. We can categorize these low symme-
try points using the Wyckoff positions c, d of Td which
have mulitiplicities nc = 12, nd = 24 respectively. Like
the 1Q class, these points can correspond to either ex-
trema or saddle points of the free energy.

Next, we use a theory from differential topology known
as Morse theory to obtain a constraint on the number of
extrema and saddle points of the free energy defined on
S2. In general, the free energy defined on S2 is a smooth
function, and its Hessian is not singular at stationary
points. Such a function is called a Morse function, and
according to Morse theory, Morse functions must satisfy

nmax + nmin − nsp = χ = 2, (C1)

where nmax, nmin, nsp are the total number of maxima,
minima, and saddle points respectively and χ = 2 is the
Euler characteristic of S2[77].

Using Eq. (C1), we can enumerate every possible re-
alization of stationary points on S2 that is permitted by
symmetry and topology. First, assume that the 3Q±, 1Q
classes are the only stationary points on S2. Since the
3Q± points must be extrema, Eq. (C1) can only be satis-
fied if the 1Q points are saddle points. (nmax + nmin = 8
and nsp = 6.) Next, assume that there are stationary
points at low symmetry points too. The 1Q points can
also be extrema of the free energy if there are saddle
points at a Wyckoff position c. (nmax + nmin = 14 and
nsp = 12.) For both scenarios the minima of the free en-
ergy on S2 are found only at the 3Q± and/or 1Q points.
However, it turns out there are actually an infinite num-
ber of other ways to satisfy Eq. (C1). For example, Eq.
(C1) is trivially satisfied if we assume the extrema are lo-
cated at the 3Q±, 1Q points, a single Wyckoff position c,
and m different Wyckoff positions d and the saddle points
are located at a separate set ofm+1 different Wyckoff po-
sitions d. (nmax +nmin = 26+24m and nsp = 24+24m).
In these cases, the minima of the free energy can be found
anywhere on S2, and the global minima of the free en-
ergy can point in any direction. However, because of the
large mulitiplicity of the Wyckoff positions c and d, the
free energy has a large number of extrema which corre-
sponds to a highly oscillatory behavior of the free energy
on S2. This can only come from high order terms with
large powers of N which, we argue, are not physically
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relevant at low energies and near the transition tempera-
ture in particular. Therefore, given this assumption, the
global minima of the rCDW free energy must belong to
either the 3Q± or 1Q classes.

A similar analysis can be extended to the iCDW and
rSDW order parameters. Like the rCDW order param-
eters, if we calculate how the iCDW and the individual
components of the rSDW order parameters transform un-
der the microscopic symmetries of the system, we find
that their free energies have a cubic point group symme-
try Oh instead of Td because they are odd under time-
reversal symmetry unlike the rCDW order parameters.

In this case, the 3Q± classes can be transformed into
each other by the symmetries of Oh, so there are only
two classes of high symmetry points: the 3Q and 1Q
classes, where the 3Q class is a union of the 3Q± classes.

D: Landau theory coefficients

The coefficients, K1,K2,K3,K4, of the Landau theory
defined in Eq. (12) are

K1(T, µ) =
1

2Λ2

∫ Λ

−Λ

d2q

(2π)2

f(ε2(q)− µ)− f(ε3(q)− µ)

ε2(q)− ε3(q)
, (D1)

K2(T, µ) =− 1

2Λ2

∫ Λ

−Λ

d2q

(2π)2

(
f(ε1(q)− µ)

(ε1(q)− ε2(q))(ε1(q)− ε3(q))

+
f(ε2(q)− µ)

(ε2(q)− ε1(q))(ε2(q)− ε3(q))
+

f(ε3(q)− µ)

(ε3(q)− ε1(q))(ε3(q)− ε2(q))

)
, (D2)

K3(T, µ) =
1

24Λ2

∫ Λ

−Λ

d2q

(2π)2

(
f ′(ε1(q)− µ)

(ε1(q)− ε2(q))(ε1(q)− ε3(q))

+
f ′(ε2(q)− µ)

(ε2(q)− ε1(q))(ε2(q)− ε3(q))
+

f ′(ε3(q)− µ)

(ε3(q)− ε1(q))(ε3(q)− ε2(q))

)
, (D3)

K4(T, µ) =− 1

8Λ2

∫ Λ

−Λ

d2q

(2π)2

(
f(ε2(q)− µ)− f(ε3(q)− µ)

(ε2(q)− ε3(q))3
− f ′(ε2(q)− µ) + f ′(ε3(q)− µ)

2(ε2(q)− ε3(q))2

)
, (D4)

where f(ε) = 1/(exp(ε/T ) + 1) is the Fermi-Dirac func-
tion. These integrals can be evaluated asymptotically
in the limit µ , kBT � aΛ2 , bΛ2. If we assume perfect
nesting, the patch dispersions take the form

ε1(q) =
3t

4

(
3q2
x − q2

y

)
, (D5)

ε2(q) =
3t

4
2qy

(
qy +

√
3qx

)
, (D6)

ε3(q) =
3t

4
2qy

(
qy −

√
3qx

)
, (D7)

where t > 0. Given this definition, the asymptotic ex-
pressions of K2,K3,K4 in the limit µ, kBT � tΛ2 are

K2 ≈−
16

π2tΛ2kBT
H2(µ/kBT ), (D8)

K3 ≈
8

3π2Λ2(kBT )2
H3(µ/kBT ), (D9)

K4 ≈
1

12
√

3π2tΛ2(kBT )2
H4(µ/kBT ) ln

(
tΛ2/kBT

)
,

(D10)

where H2, H3, H4 are the integral functions

H2(z) =

∫ ∞
0

dx

∫ x/
√

3

0

dy

(
F (ε̃1(x, y)− z)

(ε̃1(x, y)− ε̃2(x, y))(ε̃1(x, y)− ε̃3(x, y))

− F (ε̃2(x, y)− z)
(ε̃1(x, y)− ε̃2(x, y))(ε̃2(x, y)− ε̃3(x, y))

+
F (ε̃3(x, y)− z)

(ε̃1(x, y)− ε̃3(x, y))(ε̃2(x, y)− ε̃3(x, y))

)
, (D11)
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H3(z) =

∫ ∞
0

dx

∫ x/
√

3

0

dy

(
F ′(ε̃1(x, y)− z)

(ε̃1(x, y)− ε̃2(x, y))(ε̃1(x, y)− ε̃3(x, y))

− F ′(ε̃2(x, y)− z)
(ε̃1(x, y)− ε̃2(x, y))(ε̃2(x, y)− ε̃3(x, y))

+
F ′(ε̃3(x, y)− z)

(ε̃1(x, y)− ε̃3(x, y))(ε̃2(x, y)− ε̃3(x, y))

)
, (D12)

H4(z) =

∫ ∞
0

dv

(
−F (v − z) + F (−v − z)

v3
+
F ′(v − z) + F ′(−v − z)

z2

)
. (D13)

In the equations above, F (x) = 1/(ex+1), and ε̃1(x, y) =

3x2−y2 , ε̃2(x, y) = 2y(y+
√

3x) , ε̃3(x, y) = 2y(y−
√

3x).
The expression holds for arbitrary ratios of µ/kBT . The
values of the H2, H3, H4 when µ� kBT are

H2(0) ≈0.039571, (D14)

H3(0) ≈0.014216, (D15)

H4(0) ≈0.213139. (D16)

H2, H3, H4 each change sign once at the following values:

z0,2 ≈2.14268, (D17)

z0,3 ≈4.05161, (D18)

z0,4 ≈1.91067. (D19)

The expression for K1 can be evaluated asymptotically
when µ� kBT :

K1 ≈ −
1

6
√

3π2tΛ2

(
ln
(
tΛ2/kBT

)2
+ 2 ln 3 ln

(
tΛ2/kBT

))
.

(D20)
For µ � T , K3 − 2K4 which determines whether the

quartic term of the rCDW Landau theory prefers a 3Q+
or 3Q− configuration is

K3−2K4 ≈
1

π2tΛ2(kBT )2

(
8H3(0)

3
− H4(0)

12
√

3
ln
(
tΛ2/kBT

))
.

(D21)
Therefore, K3 − 2K4 < 0 when

µ

tΛ2
� kBT

tΛ2
< exp

(
−32
√

3
H3(0)

H4(0)

)
≈ 0.0248. (D22)

E: Derivation of Eq. (22): the current operator

Here, we show more details to obtain the bond current
operator, which is defined from the continuity equation of
charge density. If we define the charge density at site rα
as n̂rα = −e d†rαdrα , the lattice version of the continuity
equation reads,

dn̂rα
dt

+
∑

rα→r′α′

ĵrαr′α′ = 0. (E1)

The expression for ĵ can be obtained from the equation
of motion of n̂rα which reads,

dn̂rα
dt

= − i

~

[
n̂rα , Ĥ

]
= − i

~

[
n̂rα , Ĥ0

]
+ ... (E2)

where “...” denotes contribution from
[
n̂rα , Ĥ1

]
, which

only possibly contribute at O(φ2) to the bond-current

order parameter 〈ĵ〉. On the other hand, as only odd
power in φ term breaks time reversal symmetry, we con-
clude that Ĥ1 should not contribute to the bond-current
order parameter at the mean field level. Hereafter, only
the contribution from Ĥ0 is considered. The NN bond
order requires NN hopping term in Ĥ0. Noting,

[
n̂rα , Ĥ0

]
=

n̂rα , t1 ∑
〈r′
α′ ,r

′
α′+eβ〉

d†r′
α′
dr′

α′+eβ
+ d†r′

α′+eβ
dr′

α′


=

n̂rα , t1 ∑
α6=β

d†rαdrα+eβ + d†rα+eβ
drα


= −e t1

∑
α 6=β

(
d†rαdrα+eβ − d

†
rα+eβ

drα

)
,

(E3)

where the second line comes from the fact that the com-
mutator is nonzero only for bond satisfying rα = r′α′ or
rα = r′α′ + eβ , we find Eq. (22) in the main text.


