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We apply an intense infrared laser pulse in order to perturb the electronic and vibrational states
in the three-dimensional charge density wave material 17-VSe,. Ultrafast snapshots of the light-
induced hot carrier dynamics and non-equilibrium quasiparticle spectral function are collected us-
ing time- and angle-resolved photoemission spectroscopy. The hot carrier temperature and time-
dependent electronic self-energy are extracted from the time-dependent spectral function, revealing
that incoherent electron-phonon interactions heat the lattice above the charge density wave critical
temperature on a timescale of (200 + 40) fs. Density functional perturbation theory calculations
establish that the presence of hot carriers alters the overall phonon dispersion and quenches efficient
low-energy acoustic phonon scattering channels, which results in a new quasi-equilibrium state that

is experimentally observed.

The metallic transition metal dichalcogenide (TMDC)
1T-VSe, exhibits a charge density wave (CDW) transi-
tion at a temperature below T, = 110 K with in-plane
commensurate (4 X 4) and out-of-plane incommensurate
components [1-3], in addition to very subtle spectro-
scopic signatures [4]. A narrow partial gap of 24 meV
has been detected by tunneling spectroscopy [5], while
no replica bands around the CDW wave vector have been
observed by angle-resolved photoemission (ARPES) mea-
surements [6-8]. The CDW transition temperature and
electronic gap of 17-VSe, can be substantially enhanced
by reducing the thickness of the material or by applying
a high pressure [9-14].

An unexplored strategy of modifying the CDW phase
relies upon optically exciting the material with an in-
tense laser pulse. The ensuing dynamics reveals a hi-
erarchy of processes, including carrier-carrier screening,
electron-optical phonon coupling (EPC) and low-energy
soft acoustic phonon scattering [15, 16]. In particular,
controlling electron-phonon interactions with ultrafast
light pulses can potentially lead to dynamically enhanced
EPC, which has been explored using coherently driven
phonon modes [17-19]. In this work, we show that the
momentum-dependent EPC in 17-VSe, is dynamically
altered without coherent phonons, but by the photoin-
duced evolution of the hot carrier distribution via the
charge carrier screening of lattice vibrations. As 17-VSe,
constitutes a clean prototypical 3D CDW material unlike
most other (semi)metallic TMDCs that display compet-
ing CDW, excitonic or Mott insulator phases [20-24], we

anticipate that the disentangled electron-phonon dynam-
ics underpins CDW phase transitions in general.

We employ time-resolved ARPES (TR-ARPES) with
a 1.55 eV pump pulse at a repetition rate of 1 kHz and a
fluence of 2.2 mJ/ cm” in order to excite electrons around
the Fermi level, Er, of 1T-VSey. The excited state is
probed by photoemission using a femtosecond extreme
ultraviolet (XUV) probe pulse with a photon energy of
29.6 eV after a variable time delay. The experimental
time and energy resolution are 40 fs and 400 meV, respec-
tively [25]. By tracking the relaxation of the excited state
quasiparticle spectrum, it is possible to extract the hot
carrier temperature and to determine the temporal evo-
lution of the electron-phonon interaction [20-24, 26, 27].
Single crystals of 17-VSe; have been grown using the
chemical vapor transport method with I, as a transport
agent [28, 29]. Unless otherwise stated, all photoemission
experiments have been carried out with the sample held
at a temperature of =70 K, ensuring that at equilibrium,
the material is measured in its CDW phase.

In order to select a 2D (Ey;,, kj/)-cut of the photoe-
mission intensity that tracks excited carriers in the dis-
persion around Ep, we first characterize the static pho-
toemission properties of 17-VSey. In the normal state,
the system adopts the tetragonal crystal structure in Fig.
1(a) with the corresponding hexagonal Brillouin zone
(BZ) shown in Fig. 1(b). The electronic band struc-
ture and density of states (DOS) of this structure are
presented in Figs. 1(c)-(d) [25, 30, 31], revealing several
FEr crossings of the bands with a dominant contribution
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FIG. 1: (a) Crystal structure of 17-VSe, with lattice param-
eters a and c. (b) Hexagonal BZ and high symmetry points
with in-plane repetition a* = 47/v/3a and out-of-plane repe-
tition ¢* = 27 /c. Double-headed arrows indicate dimensions.
(c¢) Band structure projected onto V 3d and Se 4p orbitals cal-
culated by DFT. (d) Corresponding density of states (DOS)
separated in contributions from the V 3d (purple curve) and
Se 4p (green curve) orbitals. (e) Photoemission intensity for
the (k;;, k. )-plane spanning the given high symmetry points
at a binding energy of 0.05 e¢V. (f) ARPES cut obtained for
k, = 5¢", corresponding to the M — ' — K direction.

from V 3d orbitals. This normal state electronic struc-
ture is compared with our static ARPES measurements
of the 17-VSe, dispersion in the CDW phase performed
with synchrotron radiation over a photon energy range
of 65-160 eV, as seen in Figs. 1(e)-(f). In the (k;;, k.)-
dependent photoemission intensity around high symme-
try points of the bulk BZ near Ef in Fig. 1(e), a strik-
ingly high signal appears around I' [25]. This is seen in
Fig. 1(f) to emerge from a flat part of the dispersion
that crosses Er towards K. Monitoring the response of
the system to an optical excitation in this direction thus
provides access to excited carriers following the band and
thereby the broadening of the Fermi-Dirac (FD) function
caused by an elevated electronic temperature, T, result-
ing from thermalization of the carriers [32]. We do not
find any clear manifestation of the CDW in the static
ARPES intensity [8, 25].

We now focus on TR-ARPES measurements performed
along the selected k;/-cut, as demonstrated in Fig. 2(a).
The features are well-described by the overlaid DFT
bands along M —TI' — K and closely resemble the syn-
chrotron data in Fig. 1(f) with differences in intensity
arising from the change of photon energy and the dif-
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FIG. 2: (a) TR-ARPES intensity along M — I — K before op-
tical excitation (At < 0). (b)-(c) Intensity difference between
a spectrum obtained at the given time delay and the equilib-
rium spectrum in (a). The dashed lines are DFT bands, which
encode V 3d (purple lines) and Se 4p (green lines) character.
(d) EDCs integrated over the momentum range indicated in
(a) by dashed boxes around the Fermi energy (left panel) and
around the Se 4p bands (right panel). The arrows indicate
the redistribution of intensity following photoexcitation. (e)
Intensity difference integrated over the (Ey;,, k/;)-regions de-
marcated by correspondingly colored boxes in (b)-(c). The
smooth curves are fits to an exponential. (f) Time constants
for the exponential fits in (e). The markers have been colored
according to the corresponding boxes in (b)-(c) and curves in
(e). The dashed line in the right panel represents an average
time constant.

ferent photoemission geometries [25]. Figures 2(b)-(c)
present the intensity difference between an excited state
spectrum at the given time delays, At, and the equilib-
rium spectrum in Fig. 2(a) following optical excitation.
The red (blue) regions in Figs. 2(b)-(c) correspond to
photoemission intensity gain (loss). Immediately after
the excitation, at At = 40 fs, the signal along I' — K ex-
hibits a loss below Er that is compensated by a gain in
the band above FEr, indicating the presence of excited
holes and electrons. At At =5 ps, a significant intensity
difference is still observable around the Ep crossing. As
most clearly seen by the momentum-integrated energy
distribution curves (EDCs) in Fig. 2(d), an additional
loss (gain) of intensity is seen around the center (tail)
of all the bands, indicating an overall broadening effect.
The left panel in Fig. 2(d) presents EDCs around the
Fermi wave vector, kr, at equilibrium (¢ < 0) and at the
peak of excitation (40 fs), demonstrating the filling (de-
pletion) of electrons above (below) Efr. The right panel



in Fig. 2(d) shows EDCs for the Se 4p bands towards
higher binding energy at a long delay (5 ps), exhibiting a
significant broadening effect, similar to the correspond-
ing intensity difference in Fig. 2(c). We emphasize that
we do not observe any rigid energy shifts in the EDCs,
thereby ruling out a significant influence from extrinsic
space-charge effects.

The detailed time-dependence of these signals is inves-
tigated by integrating the intensity difference within the
(Ebin,, ky)-regions following the bands, as marked by col-
ored boxes, in Figs. 2(b)-(c). The resulting AI(t) curves
are shown in Fig. 2(e). The upper panel presents the
intensity changes in the V 3d states around Er. A sharp
transient, nearly symmetric for holes and electrons, is ob-
served, followed by a brief relaxation period before the
signal reaches a metastable situation that remains far
from the equilibrium signal on the timescale we probe.
In the lower panel we inspect the time-dependence of
the broadening of the Se 4p states. Interestingly, this
effect grows after the excitation and settles at a fixed
level without any sign of recovery for the probed time
delays. Exponential function fits of the relaxation part
in the V 3d states and the change of intensity in the
Se 4p states provide the energy-dependence of the time
constants shown in Fig. 2(f). In the V 3d states the re-
laxation slows down towards the Fermi energy, reflecting
the behavior expected for hot carriers that follow the FD
distribution [27, 33]. The states towards higher binding
energies broaden on a time scale of around 150 fs, which
is independent of the selected (Ep;y, kj/)-window as seen
in the right panel in Fig. 2(f).

The conventional analysis presented above is not suf-
ficient to disentangle the contributions of the quasiparti-
cle response and the hot carrier population to the in-
tensity difference, but can merely identify their pres-
ence. To extract the full temporal evolution of the
above parameters, we assume the proportional relation
between the photoemission intensity, Z, and the prod-
uct A(Eyin, k) fro(E,T.), where T, enters via the FD
distribution, frp. The spectral function is described by
A By, kyp) = 712" ([ By = €Uy = 27+ 2",
where €(k/;) is the bare dispersion, X' is the real and
" the imaginary part of the electronic self-energy. This
framework is commonly used to analyze static ARPES
data [32, 34-36], but here we explore its utility to de-
scribe quasi-thermal TR-ARPES spectra. In order to
simulate the measured 2D image of Z(Ey;,, kj;), we use
the DFT bands overlaid in Fig. 2(a)-(c) in place of the
bare dispersion €(k;;). Since no time-dependent shifts
in the band positions are observed in the data, we ap-
proximate X' as a time-independent constant. The time-
dependent broadening effects are encoded in X" which
is taken as independent of energy and momentum within
the V 3d and Se 4p states, justified by the analysis dis-
cussed in connection with Figs. 2(e)-(f). By fitting
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FIG. 3: (a) ARPES intensity in equilibrium (left panel) and
intensity difference at At = 40 fs (middle panel) and At =
5 ps (right panel) along I' — K. (b) Simulations of the ARPES
intensity and the resulting intensity difference and electronic
temperature, T,, from fits of the data displayed in the same
column in (a). (c¢) Measured (colored curves) and simulated
(smooth black curves) EDCs integrated over the momentum
range indicated by the black dashed box in the left panel in
(b) for the given time delays. (d) Fermi-Dirac distributions at
the extreme electronic temperatures. (e) Temporal evolution
of T, and the temperature of strongly coupled modes, T},
and remaining lattice, T}, determined via a three-temperature
model [25]. Markers correspond to 7T, values obtained from
the intensity simulations. The time constants are given for
the initial relaxations of T, and T, and heating of T;. (f)
Time dependent change of imaginary part of the electronic
self-energy for the V 3d (purple markers) and Se 4p (green
markers) states determined from the spectral function fits.
Smooth curves are fits to functions with the given time con-
stants for the exponential components. The shaded regions
in (e)-(f) indicate the error associated with extracted values.

T, and >" in the simulated intensity to the measured
ARPES intensity at each time delay we are able to obtain
an excellent description of the data, as seen by compar-
ing Figs. 3(a)-(b), as well as the example EDCs in Fig.
3(c). The observation of a FD distribution at all time
delays is consistent with a quasi-thermal equilibrium, ev-
idencing that the phenomenological description of the
ARPES intensity can be successfully extended to out-of-
equilibrium ARPES experiments with quasi-thermalized
hot electrons. A maximum electronic temperature of
(737 £ 30) K is observed immediately after excitation,
leading to a significant redistribution of carriers in the
V 3d states, as seen via the change of width of the FD
function in Fig. 3(d).



Figure 3(e) presents the time-dependent change of T.,.
Following a step-like response to the optical excitation,
an initial relaxation on a timescale of (190+40) fs occurs
before a new thermal equilibrium with an elevated T, is
reached. The initial fast relaxation period is explained
by incoherent coupling between the hot electrons and
phonons. Using a three-temperature model (3TM) in-
corporating a fraction of strongly coupled Einstein modes
and an anharmonic decay of these modes involving the
remaining lattice provides an estimate of the temporal
evolution of the strongly coupled phonon temperature,
Tyn, and the lattice temperature, T;, as shown in Fig.
3(e) [25-27, 37-40]. The fraction of Einstein modes is
centered at an energy of 21 meV, which we justify be-
low. The lattice reaches a temperature of (182 + 30) K
on a time scale of (200 % 40) fs, such that the metastable
thermal equilibrium between all three temperatures oc-
curs above T, = 110 K.

The temporal behavior of the self-energy for the V 3d
states in Fig. 3(f) resembles closely that of T,, reflecting
the changing number of available scattering channels as a
result of initial depopulation and subsequent incomplete
repopulation of these electronic states. The distinct time-
dependent evolution of X" for the Se 4p states at higher
binding energies, seen in Fig. 3(f), is more striking since
the population of these states remains fixed. Interest-
ingly, the timescale for self-energy increase is correlated
with the heating of the lattice in Fig. 3(e). The en-
hancement of X" likely originates from the opening of
new scattering channels for the decay of the photohole
involving absorption of the excited hot phonons.

We explore how the electron-phonon interactions are
altered through the excitation and relaxation processes
by calculating the phonon dispersion and associated
mode-resolved EPC using density functional perturba-
tion theory (DFPT) [25, 41-47]. We note that the critical
temperature obtained from the calculations, T, , overes-
timates the experimentally observed value [48, 49]. In
order to ensure that we can reproducibly describe the
normal phase of 17-VSey, we perform a set of calcu-
lations at a range of reduced electronic temperatures,
Treq = (T, — TS)/T. The obtained phonon dispersion
and associated DOS are shown in Figs. 4(a)-(b), reflect-
ing the impact of electronic screening on the lattice vi-
brations [48, 50, 51]. The selected path in g-space is in-
dicated by the BZ sketch in Fig. 4(b). At temperatures
close to T), the phonon dispersion contains a number of
soft acoustic modes, seen as cusps in Fig. 4(a). Around
the CDW wave vector, the soft mode frequency becomes
imaginary below 7., creating an instability towards lat-
tice deformation [25]. The EPC-weighted phonon DOS
given by the Eliashberg function, ’F , reveals a sharp
peak from the optical branches at 21 meV in Fig. 4(c).
The combination of a high phonon energy and a large
EPC strength leads to a strong weight of these optical
modes in the energy transfer rate equations that form
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FIG. 4: (a)-(c) Density functional perturbation theory results
for (a) phonon dispersion, (b) phonon DOS and (c) Eliashberg
function. The inset in (b) displays the hexagonal BZ with the
momentum-path in (a) indicated by purple lines. The colors
of the curves correspond to the reduced electronic tempera-
tures, Tyeq = (T, — To)/T, stated in (c). Purple arrows in
(a) and (c) indicate phonon energies that depend significantly
on T,.q. (d) Acoustic phonon dispersion with EPC strength
encoded by the color scale at the given values of T,..q4. (€)
Temporal evolution of T, measured by TR-ARPES with the
sample kept at 70 K (blue markers) and 200 K (red markers)
at the given pump laser fluence. Note the logarithmic scale
after At = 5 ps. The shaded area indicates the error bar
associated with the extraction of T,.

the basis for the 3TM model discussed in connection with
Fig. 3(e) [37]. As T,q increases, the soft modes disap-
pear, and the low-energy peaks in o’ F shift to higher
energies (see purple arrows in Figs. 4(a) and (c)), consis-
tent with the calculated band-resolved phonon dispersion
and EPC at selected T;..4 in Fig. 4(d). The phase space
of soft modes and the coupling to these modes thus weak-
ens with increasing T, removing possible efficient cooling
channels for the hot carriers.

Reconciling our 3TM model with the DFPT calcula-
tions, we arrive at a complete picture of electron-phonon
dynamics in 17-VSey: For the initial decay of T, the
energy loss to optical phonons dominate. However, at
lower temperatures where k7T, < 21 meV, the decay of
electrons by emission of an optical phonon of this en-
ergy becomes inefficient. At the same time, the CDW
phase has been removed together with many of the effi-
cient low-energy acoustic phonon channels, resulting in
T, becoming stuck. The removal of the acoustic phonon
scattering channels justifies the choice of not including
an electron-acoustic phonon term in our 3TM model.

Finally, we consider the time-dependence of T, up to
200 ps after the optical excitation for the sample held at
temperatures below and above T, as shown in Fig. 4(e).
For the sample above T, (200 K), the maximum in the



electronic temperature is higher than for the sample be-
low T, (70 K), which we ascribe to a higher laser fluence
used in the former case. Overall, however, we observe a
very similar time-dependent response in the two situa-
tions, with a single rapid decay of T, followed by a long-
lived plateau. A metastable state develops regardless of
the initial state of the sample at equilibrium. Further-
more, the temperature evolution of the soft phonon mode
is characteristic of a second-order phase transition, pre-
cluding an energy barrier between the normal state and
the CDW [25, 52, 53]. Instead, the optical excitation
establishes a new quasi-equilibrium state with a phonon
dispersion locked by the elevated T,, which persists for
at least hundreds of picoseconds.

Our results demonstrate that a femtosecond optical ex-
citation of 17-VSe, leads to a rapidly thermalized hot
carrier distribution, which cools on a (190 * 40) fs time-
cale via incoherent electron-phonon interactions that in
turn heat the lattice above the CDW transition tempera-
ture. The hot carriers dynamically affect the low-energy
soft phonon spectrum and EPC strength, leaving the sys-
tem in a quasi-equilibrium. Such long-lived light-induced
states could play a significant role for the dynamics in
other CDW materials where the presence of hot carriers
leads to the quenching of the soft phonon modes that
participate in stabilizing the CDW state.
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