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Charge noise is the main hurdle preventing high-fidelity operation, in particular that of two-
qubit gates, of semiconductor-quantum-dot-based spin qubits. While certain sweet spots where
charge noise is substantially suppressed have been demonstrated in several types of spin qubits, the
existence of one for coupled singlet-triplet qubits is unclear. We theoretically demonstrate, using
full configuration-interaction calculations, that a range of nearly sweet spots appear in the coupled
singlet-triplet qubit system when a strong enough magnetic field is applied externally. We further
demonstrate that ramping to and from the judiciously chosen nearly sweet spot using sequences
based on the shortcut to adiabaticity offers maximal gate fidelities under charge noise and phonon-
induced decoherence. These results should facilitate realization of high-fidelity two-qubit gates in
singlet-triplet qubit systems.

I. INTRODUCTION

Singlet-triplet qubits, defined by two-electron spin
states confined in semiconductor double-quantum-dot
(DQD) devices, are promising candidates for realization
of large-scale quantum-dot quantum computation [1–12].
In these systems, the charge noise directly affects the
control over the spin qubits and is thus the key obsta-
cle preventing high fidelity quantum control [13–19]. A
useful strategy to mitigate charge noise is to operate
the qubits near the so-called “sweet spots” where the
control (e.g. the exchange interaction between spins) is
first-order insensitive to charge noise [20–32]. While this
strategy has been successfully demonstrated in a variety
of single-qubit devices, the existence of any sweet spot,
in particular for two singlet-triplet qubits, is far less ob-
vious.

Entangling operations between singlet-triplet qubits
are typically carried out by exploiting either the capac-
itive interaction [2, 33–43] or exchange coupling [44–50]
between two DQD devices. Capacitive gates are achieved
when the tunneling between the two DQDs is suppressed,
while the Coulomb interaction mediates the inter-qubit
interaction. Exchange gates, on the other hand, are me-
diated by the exchange coupling between two neighbour-
ing spins between two DQDs, which can be manipulated
by inter-dot tunneling and energy detuning between the
two spins. In this work, we focus on capacitively coupled
singlet-triplet qubits.

Gate operations on two singlet-triplet qubits coupled
by capacitive interactions typically have fidelities ∼72%
[2] and can be improved to ∼90% [34] by applying large
magnetic gradient. However, to meet the stringent re-
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quirement for quantum error correction, suppression of
charge noise becomes emergent. Theoretical calculations
[33], particularly using variations of the configuration
interaction (CI) method [41–44], are widely employed
to search for the sweet spots. Ref. [42] proposes that
there exists a sweet spot when the two singlet-triplet
qubits are aligned at an appropriate angle, while Ref. [40]
claims that a sweet spot may appear at a certain detun-
ing value. However, these results are obtained from the
Hund-Mulliken approximation keeping the lowest orbital
in each quantum-dot, and it is unclear whether the re-
sults hold when higher orbitals are taken into account.
Furthermore, Ref. [40] assumed that the charge states of
each qubit are independent of each other, but that as-
sumption breaks down in the parameter regime where
the sweet spot was claimed to occur. Refs. [35–37], us-
ing a more sophisticated CI method either by involving
excited orbitals or populating the quantum-dot system
with s-type Gaussian functions, have shown that, while
a sweet spot may exist for the capacitive two-qubit cou-
pling, it is not at the same time a sweet spot for single-
qubit exchange interactions, which limits the usefulness
of those prior results in experiments.

All these previous CI calculations were performed
without an external magnetic field. In this Letter, we
show, using full CI calculations, that a range of nearly
sweet spots appear in the coupled singlet-triplet qubit
system, when a strong enough magnetic field is applied
externally. Around these nearly sweet spots, both the
capacitive coupling and the single-qubit exchange inter-
actions are very weakly dependent on the charge noise,
making possible high fidelity manipulations. We demon-
strate that operating in the nearly-sweet-spot regime
yields the entangling gate with fidelity much higher com-
pared to the previous proposals [34, 35]. Moreover, the
extended range of this nearly-sweet-spot regime allows
for application of shortcuts to adiabaticity for the ramp-
ing pulses to and from the operating point, which leads to

mailto:x.wang@cityu.edu.hk


2

0 R0 + x0R0 − x0−R0 + x0−R0 − x0

V

x
∆3 ∆4∆1

∆2

L R

FIG. 1: Schematic illustration of the model potential given in
Eq. (1).

about one order of magnitude improvement in the gate
fidelity. In contrast to [34] by which high fidelity en-
tangling gate results from application of large magnetic
gradient on singly occupied dots, our model benefits from
strong capacitive coupling with weak coupling to charge-
noise. Our results should facilitate realization of high-
fidelity two-qubit gates in singlet-triplet qubit systems.

II. MODEL

We consider an n-electron system H =
∑
hj +∑

e2/ε |rj − rk| with the single-particle Hamiltonian
hj = (−i~∇j + eA/c)2/2m∗ + V (r) + g∗µBB · S. The
confinement potential of a double double-quantum-dot
(DDQD) device can be modeled in the xy plane as
(cf. Fig. 1)

V (r) =
1

2
m∗ω2

0Min
[

(r−R1 )
2

+ ∆1 , (r−R2 )
2

+ ∆2 ,

(r−R3 )
2

+ ∆3 , (r−R4 )
2

+ ∆4

]
, (1)

where Rj = (±R0±x0, 0) are the minima of the parabolic
wells [51]. The inter-dot distance is 2x0 while the inter-
DQD distance is 2R0.

With each DQD hosting one singlet-triplet qubit,
the DDQD defines a pair of capacitively coupled
singlet-triplet qubits. The two-qubit logical states are
|SS〉,|ST 〉,|TS〉 and |TT 〉, where |S〉 and |T 〉 are spin-
singlet and unpolarized spin-triplet (Sz = 0) states re-
spectively. Without a magnetic field gradient, the sys-
tem Hamiltonian, Hint, is diagonal in the bases of logical
states as [38–41],

Hint = Jeff
L σz ⊗ I + Jeff

R I ⊗ σz + ασz ⊗ σz, (2)

where

α =
1

4
(E|SS〉 − E|ST 〉 − E|TS〉 + E|TT 〉), (3a)

Jeff
L =

1

4

[
E|TT 〉 − E|SS〉 − (E|ST 〉 − E|TS〉)

]
, (3b)

Jeff
R =

1

4

[
E|TT 〉 − E|SS〉 + (E|ST 〉 − E|TS〉)

]
. (3c)
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FIG. 2: Nearly sweet spots in the “Outer” detuning scheme.
(a) and (b): Jeff and α v.s. detuning ∆ for several mag-
netic field strengths B as indicated. (c) and (d): Energy
levels v.s. detuning ∆ for (c) B = 0 and (d) B = 0.104 T.
∆a,b,c,d (∆init) are proposed operating (initialization) points
which will be discussed later. The yellow and cyan area indi-
cate the nearly-sweet-spot regime for B = 0.087 and 0.104 T
respectively, and their overlap, indicated by the green area,

should be considered as belonging to both. Note that |S̃S〉
and |T̂ T 〉 exist for a very small range in (c) and are therefore
not indicated (see Sec. IV in [53] for more details).

The effective exchange energies Jeff
L and Jeff

R for the qubit
defined in the left (L) and right (R) DQD respectively,
contain both the individual exchange energy of the DQD
in absence of the other, as well as a capacitive shift caused
by the neighboring DQD. α is the capacitive inter-qubit
coupling.

We solve the problem using the full configuration in-
teraction (Full-CI) technique [52], detailed in Sec. I of the
Supplemental Material [53]. We use parameters appro-
priate for GaAs, where the permitivity ε = 13.1ε0, effec-
tive electron mass m∗ = 0.067me, confinement strength
of the quantum dots ~ω0 = 1meV, effective Bohr radius
aB =

√
~/m∗ω0 ≈ 34nm, x0 = 2.5aB and R0 = 9aB .

The inter-qubit distance R0 is chosen such that the tun-
neling between qubits is negligible thus only the capaci-
tive coupling remains. The parameters are summarized
in Sec. II in Supplemental Material. Practically, we trun-
cate the Full-CI calculation using a cutoff scheme [52],
keeping orbitals up to n = 4 Fock-Darwin states.

III. RESULTS

A. Nearly sweet spot

We only consider symmetric detuning of two qubits,
i.e. the detuning values on both qubits are equal. There
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are thus three possibilities:

“Outer”: ∆2 = ∆3 = ∆ > 0,∆1 = ∆4 = 0,

“Center”: ∆1 = ∆4 = ∆ > 0,∆2 = ∆3 = 0,

“Right”: ∆1 = ∆3 = ∆ > 0,∆2 = ∆4 = 0.

(4)

In the main text, we focus on the “Outer” scheme where
Jeff
L = Jeff

R ≡ Jeff, and a discussion on others can be
found in Sec. V of the Supplemental Material [53].

Fig. 2(a) and (b) show the dependence of Jeff and α
on detuning ∆ under different magnetic fields, which is
the key result of this paper. When B = 0, α devel-
ops two flat regimes. A sweet spot exists for α around
∆ ≈ 2 meV, but the same ∆ range does not give any
nearly sweet spots in Jeff. This result is consistent with
Refs. [2, 35–37]. Another regime where both Jeff and α
have nearly sweet spots is for ∆ & 2.3 meV. This was
envisaged by [54] based on single DQD results in far de-
tuned regime, but ramping to such high detuning would
expose the qubit to severe leakage or decoherence, which
is therefore impractical. Increasing B moves the sweet
spot for α at ∆ ≈ 2 meV to the right, while a nearly-
sweet-spot regime gradually appears for Jeff at B & 0.087
T. At B = 0.104 T, the nearly-sweet-spot regime where
both Jeff and α are very weakly dependent on ∆ is quite
extended, as indicated by the cyan area. At the same
time, the α value is enhanced so as to reduce the gate
time and minimize the accumulation of gate error. We
shall see later that the detuning ∆c yields the highest
gate fidelity. We also note that when α reaches its max-
imal value, α̃, ∂α/∂∆ = 0, while at the same ∆ value
∂Jeff/∂∆ is small (∼ 10−2) but not exactly zero (cf.
Fig. 3(d)). This is the reason we call the region nearly
sweet spots. It is also found that the nearly-sweet-spot
region exists for asymmetric cases, e.g. elliptical con-
finement potential or asymmetric confinement strengths,
where the details can refer to Secs. XIII and XV in the
Supplemental Material respectively.

Fig. 2(c) and (d) show the energy level structure of the
system as the detuning is varied. The states are labeled
using a Dirac ket with the first entry being the state of
the left DQD and the second the right DQD. The state
of one qubit (i.e., one DQD) is either a singlet (S) or a
triplet (T) with the superscript showing the charge con-
figurations. For example, the four-electron state shown
in Fig. 1 can be understood as |S20T 02〉 [55]. Detailed
discussions of all relevant states in terms of the extended
Hubbard model can be found in Sec. IV of the Supple-
mental Material [53].

Fig. 2(c) shows the energy levels at zero magnetic
field. All levels are parallel for ∆ & 2.3 meV, consistent
with the observation that both Jeff and α are weakly
dependent on ∆ in this range. Around ∆ ≈ 2 meV,
the slopes of the curves can be combined in the fash-
ion of Eq. (3a), implying that ∂α/∂∆ ≈ 0, but not for
Jeff (Eqs. (3b) and (3c)), consistent with the observa-
tions from Fig. 2(a) and (b). When a magnetic field
B = 0.104 T is applied, however, the situation changes.
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FIG. 3: ∆∗|S̃S〉,s,∆
∗
|S̃S〉,e,∆

∗
|T̂T 〉,s and ∆∗|T̂T 〉,e as a function

of magnetic field strength B in the (a)“Outer”, (b) “Right”
and (c) “Center” detuning scheme. (d) Black curves (using
the left y-axis): the values of ∂Jeff

L /∂∆ evaluated at the ∆
value where α reaches its maximal value α̃. Magenta curves
(using the right y-axis): the maximal values of α, α̃, v.s. the
magnetic field. The symbols in magenta and black represent
results from the same detuning scheme.

Two new states becomes significant: a bonding state

|S̃S〉 = (|S11S02〉 + |S20S11〉)/
√

2 and an anti-bonding

state |T̂ T 〉 = (|T 11T 02〉 − |T 20T 11〉)/
√

2 [55]. These two
states covers an extended ∆ range in the energy levels.
We can find the starting (s) and ending (e) points of
these ranges by setting equal the energies of the states
admixed at the avoided crossing points. For example,
the starting point ∆∗

|S̃S〉,s
is found by setting the ener-

gies of |S̃S〉 and |S11S11〉 equal, while the ending point

∆∗
|T̂ T 〉,e

is found by setting equal energies of |T̂ T 〉 and

|T 20T 02〉 equal. It is interesting to note that there ex-

ists a ∆ range (the cyan area) where levels |T̂ T 〉, |S̃S〉,
|S20T 11〉 and |T 11S02〉 share almost the same slope with
respect to ∆ (≈ 0.996), making the ∆ derivatives of the
r.h.s. of Eqs. (3a)-(3c) almost vanish altogether. This
is the origin of the nearly-sweet-spot range for both Jeff

and α. The existence of this range is actually not spe-
cific to the parameters chosen here. A discussion on the
generality of its existence is presented in Sec. VI of the
Supplemental Material [53].

The relevant lowest energy levels of the DDQD sys-
tem can be interpreted well using the extended Hubbard
model [53], allowing us to interpolate the Full-CI results
to cover a range of parameters. Figure 3(a), (b) and (c)
show the values of ∆∗

|S̃S〉,s
,∆∗
|S̃S〉,e

,∆∗
|T̂ T 〉,s

and ∆∗
|T̂ T 〉,e

as functions of magnetic field in the “Outer”, “Right” and
“Center” detuning scheme, respectively. The symbols are
data points extracted from the Full-CI calculation, and
the lines are interpolations using the extended Hubbard
model. We see that only the “Outer” and “Right” de-
tuning scheme gives ∆∗

|S̃S〉,e
> ∆∗

|T̂ T 〉,s
for sufficiently

strong magnetic field, implying an overlapping region of

|S̃S〉 and |T̂ T 〉. No overlapping for the “Center” detuning
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B (T) ∆op |α| (µeV) ∂Jeff/∂∆

0
∆a 8.34 4.94× 10−1

∆b 70.32 1.74× 10−3

0.104
∆c 57.2 7.50× 10−3

∆d 7.52 2.83× 10−3

TABLE I: Summary of the parameters for different ∆op.

scheme as ∆∗
|S̃S〉,e

is less sensitive to magnetic field. In

addition, the ∆ range of overlap for the “Outer” scheme
increases roughly linearly with the magnetic field for the
values concerned, while there is a moderate increase for
the “Right” scheme, resulting in ≈ 0.2 meV for the for-
mer while ≈ 0.1 meV for the latter at B = 0.104 T.
Fig. 3(d) shows the maximal value of α, α̃, in the nearly-
sweet-spot regime, as well as ∂Jeff

L /∂∆ evaluated at the
same ∆ value where α reaches maximum (∂α/∂∆ = 0),
for the “Outer” and “Right” schemes. For both schemes,
∂Jeff

L /∂∆ is as small as ∼ 10−2 for B & 0.1 T, indicat-
ing that the susceptibility to charge noise is extremely
weak. On the other hand, α̃ is much greater for the
“Outer” scheme than the “Right” one, suggesting that
the “Outer” scheme remains the optimal protocol to op-
erate the coupled DDQD systems.

B. CPHASE gate

The inter-qubit coupling, σz ⊗ σz, gives rise to a
controlled-phase (CPHASE) gate [35, 36]. The system
is initialized at ∆init where α is negligible, and is then
ramped to a larger detuning, ∆op, where the operation
is performed with a reasonably strong α. This ramp-
ing time is denoted as τramp. After operating at ∆op

for a time τop, the system is brought back to ∆init in
τramp (see Fig. 4(a)). The total gate time is therefore
τ = 2τramp + τop.

The evolution of the system in the logical subspace can
be described by the master equation,

ρ̇ = −i[Hint, ρ] +
(
γϕL + γdepL

)
D[σz ⊗ I]ρ

+
(
γϕR + γdepR

)
D[I ⊗ σz]ρ

+
(
γϕLR + γdepLR

)
D[σz ⊗ σz]ρ+

∑
j<k

γreljkD[σjk]ρ,
(5)

where γϕL (γϕR) and γϕLR are the charge-noise dephas-
ing rates for qubit L (R) and the capacitive coupling
α, respectively. All of them are proportional to a ref-

erence charge-noise dephasing time, T̃2 = 1/γ̃ϕ [53],
which we shall use as our noise amplitude. γrel (γdep) is
the phonon-mediated relaxation (pure dephasing) rate.
D[c] represents the dissipation superoperator D[c]ρ ≡
2cρc† − c†cρ/2− ρc†c/2 [56]. More details, including the
derivation of the decoherence rates listed above can be
found in Sec. IX of the Supplemental Material [53].

We have chosen ∆a,b,c,d as candidates of ∆op (as indi-
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FIG. 4: (a) Detuning pulse sequences for the linear ramping
scheme (LIN, solid line) and shortcut to adiabaticity (STA,
dashed line). (b) CPHASE gate infidelities as functions of

the total gate time, τ , for T̃2 = 23 µs. (c) CPHASE gate
infidelities as functions of the reference charge-noise dephasing

time T̃2 [53, 54]. For each set of results, the gate time τ is
chosen such that it produces the minimal gate infidelity as
indicated in panel (b).

cated on Fig. 2). The α values as well as ∂Jeff/∂∆ for
these points are summarized in Table I. On one hand,
∂Jeff/∂∆ is small for ∆b,c,d, suggesting that the charge-
noise-induced dephasing is suppressed. On the other
hand, ramping the system to ∆a,c requires less detun-
ing sweeps compared to ∆b,d, suggesting that within the
same τramp, choosing ∆a,c as the operating points limits
the leakage. These considerations imply that ∆c is the
optimal choice as ∆op.

We consider two ways of detuning the DDQD system
from ∆init to ∆op: a linear (LIN) ramping scheme where
d∆/dt = constant, as well as one based on shortcut to
adiabaticity (STA) [57, 58] (see Fig. 4(a)). It is noticed
that for B = 0.104 T, charge transitions of different log-
ical states are either located at the same ∆ (facilitated
by the same inter-dot tunneling) or well-separated in ∆
values (see Fig. 2(d)), allowing us to apply concatenated
STA pulse sequences, the details of which can be found
in Sec. X of the Supplemental Material [53]. The ap-
plication of STA pulse sequences allows the reduction of
the total gate time τ , without increasing the leakage,
therefore suppressing decoherence. Note that STA pulse
sequence is not available for ∆a,b as the charge transi-
tions occur very closely in ∆ and cannot be individually
addressed for different logical states (see Fig. 2(c)).

We numerically simulate the master equation, Eq. (5),
taking into account the leakage by expanding Hint into
the effective Hamiltonian block for each logical eigenstate
[53]. The dephasing effect by hyperfine noise is neglected
here as we found that the main limiting factors of the
gate fidelity does not involve hyperfine fluctuation, for
which the details are given in Sec. XII D in the Supple-
mental Material. The results of gate infidelities, 1 − F
[59], as functions of τ and T̃2 are shown in Fig. 4(b) and
(c) respectively. From Fig. 4(b), we see a reduction of
infidelities at small τ for all results, but STA with oper-
ating point ∆c gives the lowest infidelity at the shortest
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gate operation time, while LIN with ∆c gives the sec-
ond lowest infidelity. When τ is large, the infidelities
increase with τ due to accumulated exposure to various
decoherence channels other than leakage, as expected.
Fig. 4(c) shows the gate infidelities as functions of the

reference charge-noise dephasing time T̃2, with the gate
time τ for each set of results chosen such that it pro-
duces the minimal gate infidelity as indicated in panel
(b). We see that in the LIN scheme, results calculated
at ∆c exhibits about a factor 2 ∼ 4 reduction in infi-
delity compared to other ∆op values, while using STA
scheme offer another factor of 2 ∼ 4. Therefore the STA
scheme in combination with the nearly sweet spot offers
roughly an order of magnitude reduction in infidelities.
We found out that similar results, including the exis-
tence of the nearly-sweet-spot region at large magnetic
field and highest gate fidelity demonstrated by ∆c, are
achieved for silicon DDQD device, of which the details
are provided in Secs. V and XII in the Supplemental Ma-
terial.

IV. CONCLUSIONS AND DISCUSSIONS

We have shown, using Full CI calculations, that a
range of nearly sweet spots, for both the single-qubit
exchange energy as well as the capacitive coupling, ap-
pear in the coupled singlet-triplet qubit system under
a strong enough external magnetic field. This range of

nearly sweet spots arises due to the appearance of |S̃S〉
and |T̂ T 〉 states under magnetic field, which occupy de-
tuning ranges that increase with the magnetic field.

It is interesting to compare our capacitive gates to

exchange-mediated ones studied in the literature [44–
50]. Our proposal should be easier to implement since
it only involves detuning ramping, one degree of freedom
less as compared to exchange-mediated gates which in-
volves both the inter-DQD tunneling and detuning. On
the other hand, for exchange gates, leakage into states
with zero Sz is possible unless an additional magnetic
field difference between the two DQDs is supplied. In
contrast, capacitive gates are free from such leakage as
the inter-dot tunneling is suppressed between two DQDs.
Although leakage could occur when the detuning ramp
passes through the charge transition points, it can be mit-
igated by pulse-shaping or adiabatic ramping. In fact, we
have demonstrated that ramping to and from the judi-
ciously chosen nearly sweet spot using sequences based
on the shortcut to adiabaticity offers maximal gate fi-
delities under charge noise and phonon-induced decoher-
ence. Our results therefore should facilitate realization
of high-fidelity two-qubit gates in coupled singlet-triplet
qubit systems.
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