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 The nonequilibrium properties of strongly correlated materials present a target in the search 

for new phases of matter. It is important to observe the types of excitations that exist in these 

materials and their associated relaxation dynamics. We have studied the photoexcitations in a spin-

orbit assisted Mott insulator -RuCl3 using time-resolved two photon photoemission spectroscopy 

and transient reflection spectroscopy. We find that photoexcited carriers (doublons) in the upper 

Hubbard band (UHB) rapidly relax to Mott-Hubbard excitons on a time scale of less than 200 fs. 

Subsequently, further relaxation of these lower energy quasiparticles occurs with an energy-

dependent time constant of that ranges from 370 fs to 600 fs fs due to exciton cooling. The 

population of Mott-Hubbard excitons persists for timescales up to several microseconds.  
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1.Introduction 

The spin-orbit assisted Mott insulator -RuCl3 has been intensely investigated as a 

potential quantum spin liquid.1-3 In the course of these investigations, it has become clear that the 

many-body physics in this material that suggests quantum spin liquid behavior is not fully 

understood. For example, the optical absorption spectrum of -RuCl3 shows a sharp, rising edge 

that is reminiscent of a Mott-Hubbard exciton (MHE).4 This is a bound state between a doubly 

occupied and an unoccupied site.5 Understanding the creation and relaxation of Mott-Hubbard 

excitons is crucial in the search for new phases of driven correlated matter6-8 and for potential 

optical applications.9, 10 

The electronic structure of -RuCl3 is often described as a spin-orbit assisted Mott insulator 

because, while it is predicted to be a metal in the absence of electronic Coulomb repulsions, adding 

either of these alone does not result in an insulator.11
  Instead, both electron-electron repulsions 

and spin-orbit interactions work in concert to create an energy gap. From one perspective, the 

electrons in the t2g orbital set of Ru3+ are first split by spin-orbit into angular momentum sub-bands 

with jeff=1/2 and jeff=3/2. Then the jeff=1/2 band is split2 by on-site electron-electron interactions 

parametrized by the Hubbard U.  The result is the lower Hubbard Band (LHB) and the Upper Hand 

Band (UHB) that typify the Mott insulating state. In the Mott insulator, charged quasiparticles are 

described as negative doublons (doubly occupied sites) and positive holons (unoccupied sites). 

These quasiparticles can form MHEs when their Coulomb attractions result in a bound state 

analogous to excitons in uncorrelated semiconductors. 

Detailed theoretical discussion of MHEs in one dimension can be found in work by Essler 

et al.5 who noted that consideration of an extended Hubbard model with near-neighbor Coulomb 

interactions, in addition to the on-site Hubbard U, is essential to predicting their binding energy. 

This can be substantially larger than the binding of energy of excitons in traditional band 

semiconductors. MHEs in higher dimensions still show these basic properties and they have been 

predicted12 to arise from complex, many-body spin and charge correlations. These are also 

significant factors in the search for new transient magnetic phases of matter.6, 8 Importantly for the 

work we present here, Al-Hassanieh et al. have predicted that MHEs should exhibit long lifetimes 

due to inefficient coupling to low energy excitations.13 

The existence of bound doublon-holon optical excitations has been demonstrated 

experimentally in several oxide materials such as YTiO3,
14 Sr2CuO3,

15 and Sr2IrO4.
16 In most cases, 

direct inspection of the steady state optical absorption spectrum shows an asymmetric peak that 

can be assigned as excitonic, especially when observed at low temperatures. In addition, more 

exotic experimental tools such inelastic X-ray scattering17, 18 and time-resolved three-pulse laser 

spectroscopy19 have shown that MHEs in the iridates are influenced by low energy magnetic 

excitations but maintain distinct quasiparticle identity. In LaVO3, the relaxation of MHE’s has 

been reported to slow down substantially at low temperatures due to strong coupling with spin and 

orbital degrees of freedom.20 

The relaxation dynamics of MHEs in correlated materials will be decisive for using 

external driving to create new quantum phases, but is also needed to quantify the strength and 

nature of complex electronic interactions. For example, there are theoretical predictions that the 

thermalization time scales for doublons in Mott insulators are exponentially small in the on-site 

Coulomb repulsion U.21, 22 Such scaling has been observed in cold atoms experiments that 

explicitly simulate the required Hubbard Hamiltonian.22  In the case of -RuCl3, with a large U of 

about 4.35 eV,23 exponential scaling could result in very long lived excited doublons. However, if 

MHE formation provides a route for doublon decay, then the dynamics of initial excitations could 
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be much faster. In this case, the focus of a search for long-lived excitations is transferred from the 

initial “free” carriers to the excitons themselves.  This is the scenario for which we provide 

experimental evidence in the present work.  

 Recently, Bittner et al. have shown that the tuning of nearest neighbor Coulomb interaction 

strength in an extended Hubbard model can lead to enhanced excitonic correlations within the Mott 

gap. As nonlocal Coulomb interactions increase, the photoinduced excitonic states become very 

long-lived.24 Therefore, nonlocal interactions could play a significant role in the mechanisms 

underlying long-lived excitons in Mott insulators. In addition, electron-phonon coupling effects 

on bound MHEs can be strong enough to lead to long-lived polaronic states as shown in theoretical 

studies of the Hubbard-Holstein model.25 Evidently, there are numerous opportunities for realizing 

long-lived excited states in strongly correlated materials.  

In this paper, we quantify several time scales associated with both short and long-lived 

photoexcited states in -RuCl3. We connect the ultrafast initial decay of excited doublons in -

RuCl3 to Mott-Hubbard Exciton formation using a combination of time-resolved two photon 

photoemission (2PPE) and transient reflection measurements. MHE formation occurs from an 

initial free carrier population that decays in less than 200 fs and MHEs relax further in ~370 fs. 

After this initial relaxation, excitons persist with a very long population lifetime of order 500 ps, 

in qualitative agreement with theoretical predictions.13, 24  

 

2.Experimental Methods 

Crystals of α-RuCl3 were grown using 

the vacuum sublimation method described 

previously26 and confirmed to be dominantly 

the -RuCl3 structure by powder X-ray 

diffraction. The crystals were cleaved with 

carbon tape in vacuum and photoemission 

experiments were performed under ultrahigh 

vacuum (< 2 x 10-10 torr) using a commercial 

hemispherical analyzer (Specs Phoibos 150) 

equipped with a 2D-CCD detector. Crystal 

surface quality was confirmed by low energy 

electron diffraction and He I (21.2 eV) angle 

resolved photoemission spectroscopy 

(ARPES). Photoemission energy scales are all 

referenced to the Fermi energy of a Au(111) 

crystal.  

The pump and probe laser pulses for the 

2PPE measurements were obtained using the 

output of a regenerative amplifier (Coherent, 

RegA) operating at 800 nm and 250 kHz, 

which was seeded with 120 fs pulses at 76 MHz 

from a Ti:sapphire oscillator (Coherent Mira). 

The 200 fs pulses from the amplifier were split 

into two beams. The first beam (pump) was 

sent to an optical parametric amplifier, which 

provided tunable photon energies from 1.9-2.5 

 

Figure 1. (a) Background subtracted 2PPE band 

map of the UHB region measured with a pump 

energy of 2.5 eV and a probe of 6.2 eV; (b) 1PPE 

spectrum measured with 21.2 eV radiation. The 

energy gap is labeled as the approximate difference 

between the band edges. 
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eV. The second beam was sent to a fourth harmonic generation setup (Mini Optics) to generate 6.2 

eV pulses (probe). An optical delay line was used to control the time delay between pump and 

probe pulses for time-resolved 2PPE measurements. The system’s energy resolution was 37 meV 

(full width at half maximum), which was obtained by fitting a step function convolved with a 

Gaussian distribution to the secondary electron edge. The temporal resolution was ~400 fs, which 

we define as the full width of the cross correlation between the pump and probe pulses. Possible 

effects of space charge distortion of 2PPE spectra were quantitatively assessed using known 

scaling laws27, 28 with laser fluence and these control experiments are described in the supporting 

information as Figure S1.29 All fluence values reported here represent the incident light on the 

sample. 

Transient reflection spectroscopy (TRS) was performed using the same laser system as the 

2PPE measurements. The TRS pump energy was set to 3.1 eV using second harmonic generation 

from 800 nm pulses, and the probe energies ranged from 0.8-1.6 eV using a nonlinear down-

conversion (i.e., white light generation) by focusing 800 nm pulses into a piece of flint glass. The 

RuCl3 sample was mounted in ambient air. Pump-probe beams were focused onto samples using 

a microscope objective, which also ensured beam overlap. Transient reflectivity was detected 

using a monochromator-Ge detector with 1 nm of spectral resolution.  
 

3.Results and Discussion 

 3a. 2PPE Observation of Hot Carriers in the Upper Hubbard Band of -RuCl3 

 First, we characterize the band structure of -RuCl3. Figure 1(a) shows the background 

subtracted band structure above the Fermi level measured by 2PPE using a 2.5 eV pump pulse at 

zero delay time. We identify a non-dispersive feature ~1.2 eV above the Fermi level as the UHB, 

which is in agreement with previous inverse photoelectron spectroscopy results.23 Figure 1(b) 

shows the occupied band structure using traditional 21.2 eV photoexcitation and is also in 

agreement with previous results.23, 30 The band centered at -1.5 eV is the lower Hubbard band that 

predominantly arises from the occupied jeff = 1/2 d orbitals of Ru3+ as expected from first-principles 

calculations.2   
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 Figure 2(a) shows the 

evolution of normalized 2PPE 

spectra measured at zero pump-probe 

delay for different pump photon 

energies (1.9 eV – 2.5 eV). For a 

pump energy of 1.9 eV, the feature 

associated with the UHB is 

undetectable. Above this energy, 

intensity develops monotonically due 

to pump-induced population of the 

UHB.  

In order to isolate the UHB, a 

best-fit Tougaard background 

approach31 is applied to the data. 

Figure 2(b) shows a representative 

spectrum obtained with a 2.5 eV 

pump (solid blue line) and its 

associated background (black dashed 

line). Figure 2(c) shows the results of 

applying the background subtraction 

to the curves in figure 2(a). The very 

weak dependence of the peak 

position on the pump photon energy 

proves that this feature is a true 

intermediate state as opposed to an 

occupied initial state since if the latter 

were the case, the peak position would shift with precisely the change in photon energy. Moreover, 

the photon energy dependence supports the assignment of the feature at ~1.2 eV as arising from 

carriers in the UHB by direct comparison with optical absorption assignments which show a free 

carrier feature in this energy range.4 In particular, the lack of a distinct feature in the 1.1-1.6 eV 

range when exciting with  1.9 eV pump photon energy establishes that the feature appearing at 

higher pump energies is the UHB. 

Figure 2(d) shows the results of applying the background subtraction to 2.5 eV pump data 

at several different pump fluences. It is seen that the peak position in the UHB shifts slightly with 

pump fluence, similar to what was observed by tuning the pump energy. One possible reason for 

such a shift is the space charge distortion when a spatially-confined pulse of electrons is 

photoemitted from the sample. However, the expected dependence of peak shift on pump fluence 

does not agree with our observations. Space charge effects typically show a peak shift (and peak 

width) scaling with number of electrons per pulse as a power law27, 28 with exponent between 0.5 

and 1.0 even for pulses photoemitted from insulators.32 We observe a power law exponent of 0.1 

or lower for the change in peak position and width, so an alternate explanation for the peak shift 

is more likely. 

The observed small size of the peak shift effect can be quantitatively understood as the 

result of a hot doublon population in the UHB whose precise nonequilibrium temperature depends 

on excitation density due to the pump pulse. This is the standard approach for characterizing 

photoexcited states that has been applied to metallic33-35 and semiconducting materials.36, 37 It 

 

Figure 2. (a) 2PPE spectra at different pump photon energies 

showing the population of the UHB; (b) 2PPE energy distribution 

curve (EDC) at the zone center for a 2.5 eV pump energy 

showing the secondary background. Inset: the full energy 

spectrum showing the secondary electron cutoff; (c) Background 

subtracted 2PPE spectra in the region of the UHB for the photon 

energies in (a); (d) Background subtracted 2PPE spectra for 

different pump fluences at 2.5 eV. Colored lines are the data and 

the black lines are fits to the thermal line-shape with hot electron 

temperatures indicated in the legend. 
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identifies a transient difference in temperature between the photoexcited carriers and the other 

degrees of freedom of the solid, such as phonons, and is often addressed within the two temperature 

model.38 Over time, energy exchange between these degrees of freedom brings the solid back to 

global equilibrium at a single, well-defined temperature. 

 The black curves in figure 2(d) show 

the result of fitting a thermal line shape for the 

intensity I of the 2PPE spectrum given by I(E, 

Teff)=I0A(E)f(E,Teff).
39 Here I0 is the matrix 

element describing photon absorption and 

photoionization cross sections, A(E) is the 

density of states (DOS), and f(E,Teff) is the 

Fermi-Dirac occupation function 

corresponding to a “hot” effective temperature 

Teff that is much higher than the lattice 

temperature. The solid lines in Figure 2(d) 

show fits to this functional form, assuming a 

Gaussian density of states A with a peak at 

1.55 eV that includes the effect of instrument 

response in its width. The hot electron 

temperature increases with pump fluence from 

1590 K to 2950 K (Figure 2(d)), which is 

expected when more total excitation density is 

delivered to the excited population. Such 

temperature values are similar to those 

extracted at similar fluences in other quasi-2D 

materials.40, 41 Thus the peak shape changes in 

Figure 2b arise due to the fluence-controlled 

thermalization of electrons to very hot 

effective temperatures on time scales less than 

200 fs (see next section). Note also that the 

peak shape changes for different photon energies shown in Figure 2(c) arise from the same basic 

hot carrier effect, although in this case the higher excitation density at higher photon energies 

comes from the enhanced absorption coefficient known from optical spectroscopy.11 

To further validate the thermalized interpretation of this data, we directly compare the 

results from Fig. 2 with thermal equilibrium calculations using dynamical mean field theory 

(DMFT). The goal of this comparison is not to directly simulate the 2PPE experiment, which 

would require a more involved nonequilibrium analysis.39  Instead we compare the results of an 

equilibrium calculation at high temperature with the experimental data to support the assertion that 

the observed population is thermalized.  

The single-site impurity problem was solved by the second order weak-coupling 

perturbation expansion.6, 42 The parameters of the Hubbard model were chosen to match the 

experimental width of the UHB and the charge gap. Figure 3 shows the DOS (Figure 3(a)) and 

thermal occupation (Figure 3(b)) in equilibrium for the UHB of the strongly interacting Hubbard 

model. The occupation in Figure 3b shows the same qualitative trends with temperature that the 

data in Figure 2b shows with fluence. However, The DMFT DOS is very different than the 

experimental DOS so a direct comparison is not possible. Given this limitation, we divided the 

 

Figure 3. a) Theoretical Density of States for the UHB 

calculated using DMFT; b) Calculated equilibrium 

occupation function at different temperatures for this 

model ; c) Connection between DMFT calculations 

and thermalized UHB population is made by showing 

the 2PPE data measured at 2.5 eV pump (red crosses) 

divided by the fitted DOS. The solid line shows the 

corresponding equilibrium DMFT occupation divided 

by the DOS at T= 1700 K from part b. The points are 

experimental data (raw 2PPE Intensity divided by the 

best fit DOS function A(E) from figure 2(d)) with a 

hot electron temperature of 1590 K. 
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occupation by the DOS for both theory and experiment, which yields a Fermi function in 

thermalized circumstances.  Figure 3c shows the results of this procedure applied to both 

experiments and simulation when the theoretical and experimental temperatures are similar. The 

quantitative comparison between the Fermi-function in experiment and theory demonstrates the 

thermalized character of the experiment.  

Thermalization leading to the effective Fermi occupation statistics seen in Figure 2 and 3 

requires very rapid exchanges of energy on time scales significantly shorter than the pump-probe 

cross correlation.  This certainly involves intra-Hubbard-band exchange of energy between 

doublons. Such a process was previously predicted using Quantum Boltzmann equation 

calculations43 and our experiments provide direct observational evidence that it occurs in real Mott 

insulators.  In addition to this process,  -RuCl3 has several phonon modes at energies in the range 

of 15 meV to 80 meV that could provide another mechanism for rapid energy transfers.44 Very fast 

phonon-mediated thermalization has been predicted in Mott systems.45 We note that ultrafast 

phonon-mediated thermalization of hot electrons in TiO2 quantum wells has recently been 

observed46 and such processes could plausibly contribute to thermalization in our experiments.  It 

would be challenging to experimentally disentangle the relative roles of electron-electron and 

electron-phonon interaction on ultrafast thermalization in this system without significantly 

improved time resolution. 

Ultrafast thermalization of photo-excited carriers is a common expectation in solids.33, 37 

However, it is important that our observations extend this phenomenology to strongly correlated 

systems and show that the same types of rapid intra-band energy exchanges can be operative as 

known in simple band semiconductors. It is of great interest to control thermalization rates in 

correlated materials and perhaps access regimes where thermalization can be avoided for long 

times to preserve and manipulate quantum information. Recent theoretical proposals suggest that 

the complex many body quantum physics in the Hubbard model can give rise to spontaneous 

localization of interacting polaronic quasiparticles47 and non-thermal entanglement entropy 

properties.48 This connects correlated materials to the recent theoretical interest in many body 

localized (MBL) phases,49 but considers the phenomena in a way that is not controlled by disorder. 

It is important to advance experimental characterization of thermalization effects in real correlated 

materials to search for these exotic possibilities. Our observations show that intraband 

thermalization is extremely rapid in -RuCl3 and that the creation of long-lived non-thermal 

populations in solids will require special conditions. 

 

 3b. Time-Resolved 2PPE of Excited State Population Dynamics in a-RuCl3  

 

 The 2PPE intensity as a function pump-probe delay time for 2.5 eV pump energy is shown 

in Figure 4(a). The region at about 1.0-1.5 eV above the Fermi level is associated with the UHB 

as described in the previous section. Intensity in this energy range only exists for a very short time 

indicating rapid relaxation of the doublon population. Temporal line traces show this ultrafast 

dynamics in Figure 4(b) which includes a cut through the peak of the UHB at ~1.5 eV. This time 

trace has only a very small asymmetry. Thus, precise quantification the UHB population decay 

time constant is not possible by fitting an exponentially-modified Gaussian, as is often the 

approach in 2PPE experiments. However, based on the peak width, we can say that the decay of 

the doublon population in the UHB occurs significantly faster than 200 fs, which is approximately 

the half-width of the pump-probe temporal cross correlation.   
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 This ultrafast time scale for doublon population decay in the UHB is initially unexpected 

for such a large gap Mott insulator. Previous 2PPE studies of the smaller gap 1T-TaS2 showed 

ultrafast doublon decay of less than 20 fs, but this time scale could be rationalized based on the 

small gap and the involvement of defects.50 In contrast, the energy scale set by the large gap in 

RuCl3 should lead to significant bottlenecks in decay since low energy elementary excitations like 

phonons or magnons cannot efficiently relax populations at these scales. This consideration is 

essentially identical to the analysis leading to the prediction21, 22 of very long doublon lifetimes in 

the Hubbard model that was ultimately confirmed in cold atom experiments.51 

 One way to evade the bottleneck established by the large Mott gap in -RuCl3 is to consider 

the existence of lower energy states within the Mott gap. The most obvious lower energy excitation 

in -RuCl3 is the previously-assigned excitonic band at ~1.1 eV excitation energy.4 We consider 

a very likely explanation for the observed rapid population decay in the UHB to be formation of 

MHEs by direct Coulomb interactions between the initially-excited doublons and holons. Indeed 

we see that for times after 200 fs when the intensity in the UHB energy range has disappeared, 

there is still photoelectron intensity at lower energies in a broad secondary distribution. However, 

we cannot resolve the sequential transfer of energy that would be identifiable as a temporal offset 

between the two time traces. The temporal offset that we observe in Figure 4(b) can be attributed 

to finite resolution effects.52 

In principle, it possible to directly resolve excitonic bands in semiconductors with 2PPE, 

such as recently reported for Cu2O where the excitons form very close in energy to the conduction 

band edge.53 In addition, the formation of excitons from an initial transient population of free 

charges has been reported for organic semiconductors via 2PPE measurements54 and ultrafast 

exciton ionization in GaAs has been quantified with extraordinary time resolution.55  In RuCl3, we 

cannot directly resolve the exciton band as a distinct spectral feature in our 2PPE measurements 

due to the high work function and large exciton binding energy. However, we can indirectly assess 

the dynamics of the excitonic states via their influence on the hot secondary distribution. This 

distribution should include some population from the high energy tail of the excitonic (called the 

 peak) observed in optical spectra.4 We use the dynamical data shown in Figure 4(a) to address 

the dynamics of the lower energy hot electron populations that arise via photoemission from the 

excitonic states.  

Figure 4(b) and its inset show time traces at lower energy of ~ 0.7 eV above the Fermi 

level, which is well below the UHB spectral feature so that the only states available to excited 

electrons are in the excitonic band. In this energy range, fitting the 2PPE time trace to an 

exponentially-modified Gaussian gives two different time constants. A statistical analysis of 45 

different samples yields an average fast time constant of 370 ± 90 fs, where the error bars represent 

the standard deviation of 45 separate time scans similar to that in Figure 4(b) measured on different 

sample positions. The order of magnitude of this time scale is consistent with relaxation via 

Coulomb interaction and/or energy exchange with lattice phonons.33 We assign this relaxation as 

the “cooling” of excitons in the high energy part of the excitonic band, which is a well-known 

process particularly for excitation energies well above the gap.56 Since these quasiparticles are 

created by hot carriers in the UHB and the LHB, it is reasonable to assert that some relaxation will 

occur on very short time scales after they are initially created. 
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A much longer time scale is also evident in Figure 4(b) and its inset that is longer than the 

laser repetition rate in our experiments (corresponding to 4 μs and leading to a weak signal at 

negative time delays, see supplementary materials, Figure S229). We have also extended the pump-

probe delay out to ~500 ps and not found any significant decay of the population offset indicated 

in Figure 4(b). This shows the presence of a very long-lived exciton population.  While we cannot 

quantify the precise population lifetime from these measurements, the negative time delay signal 

in Figure S2 shows that it is very long and that some excitations persist for ~ 4 s.   Very similar 

long-lived excitations were proposed to explain 2PPE measurements of the large gap Mott 

insulator UO2.
57 For this material, there are also two time scales: A fast scale governing intraband 

carrier cooling within the UHB and a slow scale governing relaxation of exciton-polarons 

(suggested to be via complex phonon emission processes57). The difference compared to our 

experiments is that we find a UHB population that thermalizes and decays in less than 200 fs. After 

this transient, when MHEs have formed from the charged initial excitations, the similarities 

between UO2 and RuCl3 are striking. Evidently, the phenomenology of long-lived excitons in large 

gap Mott insulators is generic. In the case of UO2, the long lifetime was in part attributed to 

coupling between excitons and phonons, leading to Mott-Hubbard exciton-polarons57. We do not 

have direct evidence for polaronic effects in our experiments but it is possible that they are also 

relevant to RuCl3. Interestingly, exciton-polarons have been recently implicated in 2D lead-halide 

perovskite materials via sensitive temperature dependent spectroscopy studies.58 The 2D nature of 

these materials as well the presence of halide anions further suggests that polaronic effects are 

important to consider in the similarly quasi-2D RuCl3.  

 

 3b. Transient Reflection Spectroscopy of the Excitonic Band in -RuCl3 

 In our 2PPE experiments, it is not possible to directly resolve the excitonic band in -

RuCl3. Instead we rely on the indirect observation of dynamics within the hot secondary electron 

background to infer the presence of photoexcitations below the threshold set by the Mott gap at ~2 

eV excitation energy. This population is evident in Figure 2a in the 1.9 eV pump spectra where, 

despite the lack of a distinct feature at the UHB energies, there is still a smooth distribution of 

 

Figure 4. (a) Photoelectron intensity map as a function of energy and pump-probe delay time for 2.5 eV pump 

energy; The population in the UHB region is seen to decay very rapidly; (b) Horizontal cut through the UHB 

and MHE regions. The UHB (cyan) shows a nearly symmetric time trace that implies a population decay of less 

than 200 fs The MHE (red) shows an asymmetric trace with a time constant of ~300 fs, determined by the fit to 

an exponentially modified Gaussian (black). The inset shows the population of the MHE at longer delays 

extending the time axis of the main plot out to ~ 8 ps. 
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photoelectrons at lower energies. This necessitates the presence of photo-excited states with 

energies below the Mott gap energy of ~2 eV separating the LHB and the UHB. It is indirect 

photoemission-based evidence for the excitonic band that is known to exist starting at 1.1 eV 

photon energy.4 

To make a more direct connection between the time scales in our 2PPE study and the 

exciton band, we now consider transient reflection spectroscopy. In these experiments, we probe 

with 1.15 eV photon excitation energy, corresponding to the energy associated with direct optical 

transition into the excitonic state that could not be directly resolved in 2PPE. Figure 5 shows the 

change in sample reflectance due to a 3.1 eV 

pump pulse as a function of delay time between 

the pump and the 1.15 eV probe. The differential 

reflection measurements permit us to directly 

probe the effect of the pump on the region near 

the excitonic peak. 

In the experiment shown in Figure 5, 

there is a rapid pump-induced reduction of 

reflectivity of the sample at 1.15 eV energy that 

recovers at a rate with two time constants similar 

to the 2PPE dynamics in Figure 4c. We directly 

confirmed the linearity of the intensity of the 

transient reflection dip and long-time saturation 

value with pump power. The fast time constant 

for recovery of reflectivity is ~600 fs. This is 

somewhat longer than the fast time scale 

attributed to exciton cooling in our 2PPE 

measurements. Such a trend is consistent with the idea that the cooling rate is larger for excitons 

with energies high in the band and lower near the bottom. Furthermore, the independence of the 

decay rate on the pump fluence, as shown in Figure 5, is more evidence that phonon scattering 

may play a significant role in the decay of this excited state as was previously discussed. 

The slow time constant is once again too long to accurately measure with the ultrafast 

spectroscopy experiments we have carried out. Note that the reflectivity of the sample never fully 

recovers on the 10 ps time range in Figure 5. The essential point is that the reflectivity changes 

due to photoexcitation persist for very long times.  This experiment directly connect the time scales 

from photoemission measurements with the excitonic bands by allowing access to the lower energy 

response. On this basis, we assign the long lived excitations in this system to Mott-Hubbard 

excitons. 

The significance of the observation of long-lived excitons comes from several contexts. First, 

several theoretical predictions exist13, 24 that excitons in Mott insulators should be long-lived and 

our experiments provide more evidence that this is generic behavior. A particularly important 

question is when should we expect to be able to create a metal by photo-doping? Though the 

simplest view of Mott insulators suggests that any doping should frequently lead to a metallic 

state,59 the existence of strongly-bound excitons interfere with this expectation. In particular for 

large U Mott insulators, the so-called Exciton Mott-Hubbard insulator has been identified as an 

alternative to a metallic state when strong electron-hole interactions exist.60 Our work on RuCl3 

and the related phenomenology of UO2
57 (the Coulomb interaction strength of 4.6 eV57 in UO2 is 

similar to with the value of 4.35 eV23 in α-RuCl3), suggests that an  exciton Mott insulator state 

 

 

Figure 5. Differential reflectivity at 1.15 eV due to 

3.1 eV pump excitation at different pump fluences. 
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could be a common outcome upon photo-doping rather than a metallic state for some large gap 

correlated materials. By contrast, smaller gap Mott insulators may be more likely to achieve the 

photodoped metallic behavior such as has been reported for 1D organic molecular solids61, 1T-

TaS2
62, and VO2.

63 

 

4.Summary and Conclusions 

 

 In summary we have carried out time-resolved studies of several aspects of photoexcitation 

dynamics in the spin orbit-assisted Mott insulator -RuCl3. We observe a transient population of 

doublons in the Upper Hubbard Band that has internally thermalized on times scales too rapid too 

quantify in our experiments. This population decays in less than 200 fs into a lower energy 

population assigned as Mott-Hubbard excitons. After a fast relaxation where the MHEs cool by 

exchanging energy with phonons and remnant free carriers, the MHE population is stable for very 

long times of up to at least 500 ps. 

Complementary transient reflection 

measurements confirm directly that these 

time scales are associated with the 

excitonic band in -RuCl3 at ~1.1 eV 

excitation energy. The long lifetime of the 

MHEs is consistent with several recent 

theoretical predictions for exciton 

dynamics in Mott Insulators.13, 24  The 

sequence of events controlling 

photoexcitation dynamics proposed from 

our study is illustrated schematically in 

Figure 6. Not shown in this schematic is 

the possible stabilizing influence of low 

energy species such as phonons or 

magnons that might contribute to the 

ultimate value of the MHE lifetime.  

 The existence of very long lived 

photoexcitations in this correlated solid is 

significant in the search for 

nonequilibrium phases in quantum 

materials. First, the many body channel of 

MHE formation and relaxation precludes 

realizing the prediction of long-lived 

doublons in this Mott insulator. We expect 

similar complexities to be present in other materials, noting especially the similarity to UO2.
57 This 

channel would have to be suppressed, for example, if one wanted to enhance pairing interactions 

in photoexcited materials for superconducting applications.64 However, our observations suggest 

that we shift attention from the possibility long lived doublons to long lived Mott Hubbard 

Excitons. This could be an interesting context to consider nonequilibrium materials phases such as 

electron-hole liquids65 where transient control of excitation density can create new phases with 

unique optical and electronic properties. It will be exciting to see what new properties can be 

realized in photoexcited materials with strong electronic correlations. 

 

Figure 6. Schematic illustration of the energy scales and 

relaxation time scales of the important photoexcitations 

revealed in our experiments. The pink ovals represent 

doublons which are transiently created in the UHB on the. 

In addition, the blue ovals show the corresponding holes 

created in the LHB (not directly observed in our 

experiments). The free carriers rapidly evolve to MHEs 

through Coulomb binding of doublons to holons. After a 

brief population relaxation by energy transfer to other 

degrees of freedom (exciton cooling) the MHEs persist for 

very long times (> 500 ps). 

En
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