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#### Abstract

In this work, we propose how to load and manipulate chiral states in a Josephson junction ring in the so called transmon regime. We characterise these states by their symmetry properties under time reversal and parity transformations. We describe an explicit protocol to load and detect the states within a realistic set of circuit parameters and show simulations that reveal the chiral nature. Finally, we explore the utility of these states in quantum technological nonreciprocal devices.


## I. INTRODUCTION

Within the great variety of quantum technologies under development, mesoscopic superconducting circuits have emerged offering a rich breeding ground to test theoretical proposals and study new physics [1,2].

The Josephson effect plays a fundamental role in these circuits since Josephson junctions (JJs) are naturally nondissipative and nonlinear elements [3]. They are thus fundamental building blocks of the circuits that give birth to quantum computation. In this path towards universal quantum computers, quantum simulations allow to exploit state of the art quantum technologies. Thanks to the improvement of quantum technologies in superconducting circuits, particular stable configurations in Josephson arrays, such as chiral states, $[4,5]$ and its dynamics have been possible to study.

A recent line of research within quantum simulation is the emulation of synthetic gauge fields [6-8], which overcomes several difficulties that bring the direct application of real magnetic fields in superconducting circuits. The presence of a magnetic field, real or synthetic, implies the system breaks discrete symmetries such as parity $(\mathcal{P})$ or time-reversal $(\mathcal{T})$. We may say a system has $\mathcal{T}$ if evolving forward in time, and then reversing the evolution for the same amount of time, the system ends up at the initial state.

In this context, reciprocity is defined as the invariance of a system under the exchange of source and observer [9, 10]. Hence, breaking $\mathcal{T}$ in a controlled way and obtaining a nonreciprocal response is crucial in the design of quantum communication gadgets. Breaking reciprocal symmetry in Josephson junctions can give rise to superconducting devices such as isolators, gyrators, circulators, directional amplifiers and wave mixers. Namely, isolators and circulators are necessary elements in most superconducting circuit experiments to shield the circuit from external noise sources and to extract the signals out of the circuit. There are also magnetic nonreciprocal devices based on the Faraday effect that involve centimetres sized magnets hindering the scalability of the circuits [11]. Nonetheless, there have been recent developments in
the search of scalable, low noise, wide bandwidth, dynamical range nonreciprocal devices working at cryogenic temperatures [12]. They serve the purpose of qubit readout in quantum computation, quantum simulation and quantum sensing and provide us with new capabilities. These proposals include a graph-based scheme to optimise nonreciprocal circuits [13], quantum Hall effect based gyrators and circulators [1416], parametric and traveling-wave parametric amplifiers [1724], Josephson parametric converters [25], an interferometric Josephson isolator [26], a field programmable Josephson amplifier [27], mechanical circulators [28], reconfigurable circulators [29, 30], a passive circulator [31] and others [32-34].

In this article, we study chiral states [35] in a Josephson junction ring [36] as natural quantum states that break $\mathcal{P}$ and $\mathcal{T}$ symmetries. We show that breaking time-reversal symmetry can be achieved with a Josephson ring in the so-called transmon regime, coupled to input/output ports also through JJs. In a quenched dynamics simulation we calculate the lifetime of these states and characterise the out-of-equilibrium properties of this setup. Inspired by Koch et al. [37] and Müller et al. [38] we show that a circulating behaviour is realised changing to a basis of common and differential input modes. Let us stress the major differences with respect to those works for observing nonreciprocal behaviour in a Josephson ring plaquette. In both of these proposals, read-out transmission lines and transmission line resonators are capacitively coupled to the Josephson ring. In contrast, we consider the read-out resonators coupled through Josephson junctions, such that the total charge in the ring is no longer conserved. Besides, we work in the charge-noise-resistant regime $E_{J} \gg E_{C}$. Furthermore, we propose a tunable directional coupler using the nonreciprocal features of the scattering matrix of three transmission lines connected to a JJ ring by means of a quench protocol.

## II. CHIRALITY

A superconducting node is described locally by a periodic degree of freedom $\{|\phi\rangle\}$, where $\phi \in(-\pi, \pi]$ charac-
terises the superconducting phase of a given superconducting island. Equivalently, the discrete conjugate variable $\{|\tilde{n}\rangle\}$, where $\tilde{n} \in \mathbb{Z}$, characterises the number of Cooper pairs in the same superconducting island. This two local basis are related by a Fourier transform: $|\phi\rangle=\sum_{\tilde{n} \in \mathbb{Z}} e^{-i \phi \tilde{n}}|\tilde{n}\rangle$.

In a triangular plaquette given by three superconducting nodes connected by three Josephson junctions, a complete basis for the three superconducting nodes is given by $\left\{\left|\phi_{1}\right\rangle \otimes\right.$ $\left.\left|\phi_{2}\right\rangle \otimes\left|\phi_{3}\right\rangle\right\}$, in the flux basis, or $\left\{\left|\tilde{n}_{1}\right\rangle \otimes\left|\tilde{n}_{2}\right\rangle \otimes\left|\tilde{n}_{3}\right\rangle\right\}$, in the charge basis. Again, both bases are related by a Fourier transform

$$
\left|\phi_{1}, \phi_{2}, \phi_{3}\right\rangle=\sum_{\left\{\tilde{n}_{1}, \tilde{n}_{2}, \tilde{n}_{3}\right\} \in \mathbb{Z}} e^{-i \phi_{1} \tilde{n}_{1}} e^{-i \phi_{2} \tilde{n}_{2}} e^{-i \phi_{3} \tilde{n}_{3}}\left|\tilde{n}_{1}, \tilde{n}_{2}, \tilde{n}_{3}\right\rangle .
$$

If we consider the set of states with a fixed total charge $N=\tilde{n}_{1}+\tilde{n}_{2}+\tilde{n}_{3}$ in the flux basis, it can be described by

$$
\left|N, \varphi_{2}, \varphi_{3}\right\rangle=\sum_{\left\{n_{2}, n_{3}\right\} \in \mathbb{Z}} e^{-i \varphi_{2} n_{2}} e^{-i \varphi_{3} n_{3}}\left|N-n_{2}-n_{3}, n_{2}, n_{3}\right\rangle
$$

From this set, we would like to characterise the subset of states that are invariant under the cyclic permutation of the three nodes $P_{123}$ right-handed (or $P_{132}$ left-handed),
$P_{123}\left|N, \varphi_{2}, \varphi_{3}\right\rangle=\sum e^{-i \varphi_{2} n_{2}} e^{-i \varphi_{3} n_{3}}\left|n_{2}, n_{3}, N-n_{2}-n_{3}\right\rangle$, $P_{132}\left|N, \varphi_{2}, \varphi_{3}\right\rangle=\sum e^{-i \varphi_{2} n_{2}} e^{-i \varphi_{3} n_{3}}\left|n_{3}, N-n_{2}-n_{3}, n_{2}\right\rangle$.

If $3 \varphi_{2}=2 \pi \mathbb{Z}, 3 \varphi_{3}=2 \pi \mathbb{Z}$, and $\left(\varphi_{2}+\varphi_{3}\right)=2 \pi \mathbb{Z}$, these states are equivalent up to an overall phase $\left|N, \varphi_{2}, \varphi_{3}\right\rangle \sim$ $P_{123}\left|N, \varphi_{2}, \varphi_{3}\right\rangle \sim P_{132}\left|N, \varphi_{2}, \varphi_{3}\right\rangle$ which give us just three states:

$$
\begin{aligned}
|N, 0,0\rangle & =\sum\left|N-n_{2}-n_{3}, n_{2}, n_{3}\right\rangle \\
\left|N, \frac{2 \pi}{3},-\frac{2 \pi}{3}\right\rangle & =\sum e^{-i \frac{2 \pi}{3} n_{2}} e^{i \frac{2 \pi}{3} n_{3}}\left|N-n_{2}-n_{3}, n_{2}, n_{3}\right\rangle \\
\left|N,-\frac{2 \pi}{3}, \frac{2 \pi}{3}\right\rangle & =\sum e^{i \frac{2 \pi}{3} n_{2}} e^{-i \frac{2 \pi}{3} n_{3}}\left|N-n_{2}-n_{3}, n_{2}, n_{3}\right\rangle
\end{aligned}
$$

In other words, $|N, 0,0\rangle,\left|N, \frac{2 \pi}{3},-\frac{2 \pi}{3}\right\rangle$, and $\left|N,-\frac{2 \pi}{3}, \frac{2 \pi}{3}\right\rangle$ are the eigenstates of the permutation operators $P_{123}$, and $P_{132}$.

It is straightforward to realise that under the action of timereversal or parity transformation, $|N, 0,0\rangle$ remains invariant, while $\left|N, \frac{2 \pi}{3},-\frac{2 \pi}{3}\right\rangle$ maps onto $\left|N,-\frac{2 \pi}{3}, \frac{2 \pi}{3}\right\rangle$.

The two non-trivial states under the action of these permutations are the only two chiral states in this setup. In fact, it can be defined a chiral operator [35] $\chi=\frac{P_{123}-P_{132}}{2 i}$ which changes the sign under $\mathcal{P}$ or $\mathcal{T}$ transformation but remains invariant under the combination of parity and time reversal $(\mathcal{P} \mathcal{T})$ transformation. In this way, a non-zero value of this operator signals $\mathcal{P}$ and $\mathcal{T}$ symmetry breaking states. Namely, the action of $\mathcal{P}$ is equivalent to a mirror reflection through an axis that passes through one vertex and the center of the triangle.

In this case, the eigenvalues of the permutation operator for these three states shown above are respectively: $1, e^{-i \frac{2 \pi}{3} N}$ and $e^{i \frac{2 \pi}{3} N}$.


FIG. 1: Circuit representation of the triangular plaquette given by three superconducting nodes connected by three JJs threaded by an external magnetic flux $\Phi_{e}$ with capacitive bias to ground; for the measurement and characterisation of the triangular plaquette, three transmission lines are connected with three external JJs and three resonators. The main parameters of the circuit that will be used through the text are: $C_{0}$, the capacitance to the ground of each node, $E_{J}$, $C_{J}$ are the Josephson energy and capacitance of the JJs of the ring respectively.

## III. CIRCUIT QED ARCHITECTURE

Following [37, 38], we consider a minimal circuit QED (cQED) set up consisting of a ring of three Josephson junctions threaded by an external magnetic flux with capacitive bias to ground (see Fig. 1). By making use of flux-node description [39], the Lagrangian of the system can be directly written

$$
\begin{equation*}
L=\frac{1}{2} \dot{\boldsymbol{\Phi}}^{T} \mathrm{C} \dot{\boldsymbol{\Phi}}+\sum_{i} E_{J i} \cos \left(\Delta \phi_{i}-\phi_{e, i}\right) \tag{1}
\end{equation*}
$$

where the vector of node fluxes is defined $\boldsymbol{\Phi} \equiv\left(\Phi_{1}, \Phi_{2}, \Phi_{3}\right)$, the phase variables are defined through the second Josephson relation $\phi_{x}=2 \pi \Phi_{x} / \Phi_{0}$ with $\Phi_{0}$ the flux quantum constant. The differences of phases correspond to $\Delta \phi_{i}=\phi_{i+1}-\phi_{i}$, for $i=\{1,2,3\}$ and identifying $i=4$ with $i=1$. The capacitance matrix is defined as

$$
\mathrm{C}=\left(\begin{array}{ccc}
C_{\Sigma} & -C_{J} & -C_{J}  \tag{2}\\
-C_{J} & C_{\Sigma} & -C_{J} \\
-C_{J} & -C_{J} & C_{\Sigma}
\end{array}\right)
$$

with $C_{\Sigma}=C_{0}+2 C_{J}$, and $C_{0}$ local capacitance and $C_{J}$ the capacitance in the Josephson junctions. The external flux $\phi_{e}$ appears naturally equally distributed among the three links, i.e., $\phi_{e, i}=\phi_{e} / 3$, with this gauge choice, the translational invariance is not explicitly broken.

The Legendre transformation involves the definition of conjugated charge variables $Q=\mathrm{C} \dot{\Phi}$, to derive the Hamiltonian

$$
\begin{equation*}
H=\frac{1}{2} \boldsymbol{Q}^{T} \mathrm{C}^{-1} \boldsymbol{Q}-\sum_{i} E_{J i} \cos \left(\Delta \phi_{i}-\frac{\phi_{e}}{3}\right) \tag{3}
\end{equation*}
$$

For the sake of simplicity, let us work with the number of Cooper pair variables $\tilde{\boldsymbol{n}}=\boldsymbol{Q} / 2 e$, where $e$ is the electron charge. Conjugated classical variables are promoted to operators, with commutation relations $\left[\tilde{n}_{i}, e^{\mp i \phi_{j}}\right]=\mp \delta_{i j} e^{\mp i \phi_{j}}$.

We recall that Hamiltonian (3) has an important symmetry, readily, the total charge in the plaquette $N=\sum_{i} \tilde{n}_{i}$ is a conserved quantity. We can perform a canonical transformation $\boldsymbol{\varphi} \rightarrow \mathrm{T} \boldsymbol{\varphi}$ and $\boldsymbol{n} \rightarrow\left(\mathrm{T}^{T}\right)^{-1} \boldsymbol{n}$,

$$
\mathrm{T}=\left(\begin{array}{ccc}
1 & 0 & 0  \tag{4}\\
-1 & 1 & 0 \\
-1 & 0 & 1
\end{array}\right)
$$

which defines $\varphi \equiv \phi_{1}, \varphi_{2} \equiv \phi_{2}-\phi_{1}, \varphi_{3} \equiv \phi_{3}-\phi_{1}$ and the conjugate momenta or charge operators $N \equiv \tilde{n}_{1}+\tilde{n}_{2}+\tilde{n}_{3}$, $n_{2} \equiv \tilde{n}_{2}, n_{3} \equiv \tilde{n}_{3}$ from which we arrive at the Hamiltonian

$$
\begin{align*}
& H=E_{N} N^{2}-E_{J} V\left(\varphi_{2}, \varphi_{3}\right) \\
& +E_{C}\left[\left(N-n_{2}-n_{3}\right)^{2}+n_{2}^{2}+n_{3}^{2}\right] . \tag{5}
\end{align*}
$$

with $E_{N}=\frac{2 e^{2} C_{J}}{C_{0}\left(C_{0}+3 C_{J}\right)}, E_{C}=\frac{2 e^{2}}{\left(C_{0}+3 C_{J}\right)}, V\left(\varphi_{2}, \varphi_{3}\right)=$ $\cos \left(\varphi_{2}-\frac{\phi_{e}}{3}\right)+\cos \left(\varphi_{3}+\frac{\phi_{e}}{3}\right)+\cos \left(\varphi_{3}-\varphi_{2}-\frac{\phi_{e}}{3}\right)$. For possible sources of disorder in the dynamics or decay channels see Appendix E.

In the following, we will use this Hamiltonian in the limit $E_{N} \gg E_{J} \gg E_{C}$ (or $\frac{e^{2}}{C_{0}} \gg E_{J} \gg \frac{e^{2}}{C_{J}}$ ). Therefore, neglecting the last term in the previous Hamiltonian, the eigenvectors are given by the vectors $\left|N, \varphi_{2}, \varphi_{3}\right\rangle$ just defined in the later section, and as a function of the external flux $\phi_{e}$, the ground state of this Hamiltonian is given by: $|N, 0,0\rangle$ when $\left|\phi_{e}\right|<\pi$; $\left|N, \frac{2 \pi}{3},-\frac{2 \pi}{3}\right\rangle$ when $\pi<\phi_{e}<3 \pi$; and $\left|N,-\frac{2 \pi}{3}, \frac{2 \pi}{3}\right\rangle$ when $-3 \pi<\phi_{e}<-\pi$ (see Fig. 2).

The spectrum of the Hamiltonian does not change when $\phi_{e}$ is changed by $2 \pi \mathbb{Z}$, nonetheless the eigenvectors do not remain the same in the flow of changing the external flux. This fact characterises the spectral flow of the Hamiltonian that we will use to load the chiral states in the ring.

Another figure of merit we will use to characterise the states loaded in the triangular plaquette is given by the chiral current, that is just the sum of the current at every Josephson junction, i.e. $I_{\mathrm{ch}}\left(\phi_{e}\right)=I_{0} \sum_{i} \sin \left(\Delta \phi_{i}-\phi_{e} / 3\right)=I_{0} \sin \left(\varphi_{2}-\frac{\phi_{e}}{3}\right)-$ $I_{0} \sin \left(\varphi_{3}+\frac{\phi_{e}}{3}\right)+I_{0} \sin \left(\varphi_{3}-\varphi_{2}-\frac{\phi_{e}}{3}\right)$. At $\phi_{e}=0$, $I_{\text {ch }}(0)$ changes the sign under $\mathcal{P}$ or $\mathcal{T}$ transformation, such that a non-zero expectation value of this operator can signal $\mathcal{P}$ and $\mathcal{T}$ symmetry breaking states.

## A. Spectral flow

A Josephson ring can be described with the Hamiltonian (3), where the classical magnetic flux $\phi_{e}$ is shared equally by every junction and thus translational invariance remains an explicit symmetry.

This Hamiltonian is unitarily equivalent and therefore isospectral to another Hamiltonian $H_{1}$ where the potential energy is given by $V_{1}\left(\varphi_{2}, \varphi_{3}\right)=\cos \left(\varphi_{2}\right)+\cos \left(\varphi_{3}\right)+$ $\cos \left(\varphi_{3}-\varphi_{2}-\phi_{e}\right)$ where the magnetic flux just appears on one of the JJs. The unitary transformation that maps $H$ onto $H_{1}$ is composed by a sequence of phase displacements. For


FIG. 2: Spectrum of Hamiltonian (5) and its dependence on the external flux. The inset shows this dependence for the expected value of the chiral current. The continuous lines refer to the energies and currents for a ratio $E_{J} / E_{C}=10^{5}$, the dashed lines for $E_{J} / E_{C}=10^{2}$ and the dotted ones to $E_{J} / E_{C}=10$, being $E_{J}=10(G H z)$ and considering one excitation $N=1$. When the external flux $\phi_{e} \in[-3 \pi, 3 \pi]$ there are three special ground states, one centred at $-2 \pi$ for the plaquette being in the state $\left|N,-\frac{2 \pi}{3}, \frac{2 \pi}{3}\right\rangle$, another for a zero flux which corresponds to the state $|N, 0,0\rangle$ and the one for a $2 \pi$ flux and the state $\left|N, \frac{2 \pi}{3},-\frac{2 \pi}{3}\right\rangle$. It is important to note that the spectrum of the Hamiltonian maps to itself whenever we introduce a transformation $\phi_{e} \rightarrow \phi_{e}+2 \pi k$ with $k \in \mathbb{Z}$. We take advantage of this spectral flow in order to load one of the two chiral states in the plaquette.
instance, starting with a displacement of $\varphi_{3} \rightarrow \varphi_{3}-\frac{\phi_{e}}{3}$, followed by $\varphi_{2} \rightarrow \varphi_{2}+\frac{2 \phi_{e}}{3}$ we recover $H_{1}$.

A particular and clarifying limit is given by the classical magnetic flux $\phi_{e}=2 \pi k$ with $k \in \mathbb{Z}$. At this value, $V\left(\varphi_{2}, \varphi_{3}\right)=\cos \left(\varphi_{2}-\frac{2 \pi k}{3}\right)+\cos \left(\varphi_{3}+\frac{2 \pi k}{3}\right)+$ $\cos \left(\varphi_{3}-\varphi_{2}-\frac{2 \pi k}{3}\right)$ and $V_{1}\left(\varphi_{2}, \varphi_{3}\right)=\cos \left(\varphi_{2}\right)+$ $\cos \left(\varphi_{3}\right)+\cos \left(\varphi_{3}-\varphi_{2}\right)$.

We can be tempted to assume as "trivial" the action of the magnetic flux at any of these $k$ points. Nonetheless, $H$ and $H_{1}$ are just iso-spectral but there is a non-trivial unitary action on the eigenstates. Under the displacement operator $e^{-\frac{i n_{3} 2 \pi}{3}} e^{\frac{i n_{2} 2 \pi}{3}}$, the states $\left|N, \varphi_{2}, \varphi_{3}\right\rangle \rightarrow \mid N, \varphi_{2}+$ $\left.\frac{2 \pi}{3}, \varphi_{3}-\frac{2 \pi}{3}\right\rangle$, and in particular, applying it three times the system returns to the initial state $|N, 0,0\rangle \rightarrow\left|N, \frac{2 \pi}{3},-\frac{2 \pi}{3}\right\rangle \rightarrow$ $\left|N,-\frac{2 \pi}{3}, \frac{2 \pi}{3}\right\rangle \rightarrow|N, 0,0\rangle$.

## IV. SUPERCONDUCTING CHIRAL STATES

In the following, we describe how to load and detect the chiral states. These states are characterised by the appearance of currents flowing clockwise or counter-clockwise through the loop.

The first step to prepare the initial state is to thread the plaquette with a magnetic flux of $2 \pi$, in units of the magnetic


FIG. 3: (a) Chiral current expected value time evolution obtained for two different $E_{J} / E_{C}$ ratios. The dashed plots correspond to the currents calculated within the harmonic approximation. The blue and green plots stand for $E_{J} / E_{C}=10^{2}$ and the orange and red curves for $E_{J} / E_{C}=4 \times 10^{2}$. The higher the ratio, the bigger the number of points we need to use in the discretisation to reach the continuum limit (see Appendix B). (b) Half-life time dependence on the $E_{J} / E_{C}$ ratio numerical values. In this plot, we have investigated higher ratios with the exact Hamiltonian in the phase basis. The half-life time is the time it takes the chiral current to halve its initial value $\left\langle I_{c h}\right\rangle(t=\tau)=\left\langle I_{c h}\right\rangle(t=0) / 2$. From the numerical fit of the curve $\frac{\tau}{\tau_{0}}=\left(\frac{E_{J}}{E_{C}}\right)^{\alpha}$, we extract $\alpha=0.6088601 \pm 6 \times 10^{-7}$ and $\tau_{0}=0.04859 \pm 2 \times 10^{-5}(\mathrm{~ns})$. The $\tau$ dependence on the $E_{J} / E_{C}$ ratio predicts that a 100 ns half-life time can be achieved for $E_{J} / E_{C}$ of the order of $10^{5}$.
flux quantum $\Phi_{0}$. After that, the system is cooled down until it reaches the ground state shown in Fig. 2, which is a chiral state. Then, we perform a sudden quench by turning off the magnetic flux. In this way, it becomes a highly excited state of the free Hamiltonian.

When an external static magnetic flux $\phi_{e}$ threads the ring, the Hamiltonian is given by equation (5). We work in the phase regime in which Josephson energy is much bigger than
the charge energy $E_{N} \gg E_{J} \gg E_{C}$. Being the total charge a conserved quantity ( $N$ is a good quantum number) we can restrict ourselves to a subspace of constant total number of excitations. Applying the canonical transformation

$$
\begin{array}{cl}
\phi_{+}=\frac{1}{2}\left(\varphi_{2}+\varphi_{3}\right), & \phi_{-}=\frac{1}{2}\left(\varphi_{2}-\varphi_{3}\right)  \tag{6}\\
n_{+}=n_{2}+n_{3}, & n_{-}=n_{2}-n_{3}
\end{array}
$$

such that the new variables satisfy the usual commutation relations $\left[n_{ \pm}, e^{i \phi_{ \pm}}\right]=e^{i \phi_{ \pm}}$, the Hamiltonian is mapped onto

$$
\begin{aligned}
& H=\left(E_{N}+\frac{E_{C}}{3}\right) N^{2}+\frac{E_{C}}{2}\left[3\left(n_{+}-\frac{2}{3} N\right)^{2}+n_{-}^{2}\right] \\
& -E_{J}\left[2 \cos \phi_{+} \cos \left(\phi_{-}-\frac{\phi_{e}}{3}\right)+\cos \left(2 \phi_{-}+\frac{\phi_{e}}{3}\right)\right] .
\end{aligned}
$$

To gain more insight we also study the Hamiltonian in the harmonic approximation around $\phi_{+} \rightarrow 0$ and $\phi_{-} \rightarrow \frac{\phi_{e}}{3}=$ $\frac{2 \pi k}{3}, k \in \mathbb{Z}$, where

$$
\begin{align*}
H & \rightarrow\left(E_{N}+\frac{E_{C}}{3}\right) N^{2}+\frac{E_{C}}{2}\left[3\left(n_{+}-\frac{2}{3} N\right)^{2}+n_{-}^{2}\right] \\
& +E_{J}\left[\phi_{+}^{2}+3\left(\phi_{-}-\frac{\phi_{e}}{3}\right)^{2}\right] \tag{7}
\end{align*}
$$

To perform the numerical calculations, we discretise the phase degrees of freedom. The phases are chosen to take $L$ values $\phi_{ \pm} \equiv \frac{2 \pi k_{ \pm}}{L}$ contained in the interval $\phi_{ \pm} \in(-\pi, \pi]$ (or $k_{ \pm} \in\left[-\frac{L}{2}+1, \frac{L}{2}\right]$ ), setting the charges to lie in $n_{ \pm} \in$ $\left[-\frac{L}{2}+1, \frac{L}{2}\right]$. In the limit of $L \rightarrow \infty$ the continuum is recovered.

The representation of the ground state of the Hamiltonian requires a minimum number of discrete levels $L$ to achieve a faithful numerical simulation, which indeed depends on the ratio $E_{J} / E_{C}$ (see Appendix B). Moreover, we evolve the chiral current operator with an increasing number of discrete levels $L$ till the curves of the evolution collapse to the continuum limit. The higher the energy ratio $E_{J} / E_{C}$ the bigger number of levels are needed to reach the continuum limit.

We are interested in the regime where the net chiral current flowing in one sense is nonzero, so that the state breaks $\mathcal{T}$ symmetry. For this reason, we define the time $\tau$ as the time it takes the current to halve its initial value, so that the chiral properties of the state are still manifested. The dynamics in the harmonic approximation can be completely described in terms of coherent states, and the chiral current oscillates as expected. We take the chiral current operator as the sum of currents flowing through the three nodes of the plaquette, which in the variables we have chosen

$$
I_{c h}=2 \cos \phi_{+} \sin \left(\phi_{-}-\frac{\phi_{e}}{3}\right)-\sin \left(2 \phi_{-}+\frac{\phi_{e}}{3}\right) .
$$

Expressing the Hamiltonian in the phase basis we diagonalise it numerically to obtain the ground state for a fixed value of
the magnetic flux $\Phi_{e}=2 \pi \Phi_{0}$. Next, we evolve the chiral state in time with the Hamiltonian without magnetic flux and we compute the time evolution of the chiral current. We find the chiral current lives longer according to a power law on the ratio $E_{J} / E_{C}$. It is important to mention that the state of the plaquette is specially robust against charge noise, as we are working in the phase regime. Once we have obtained the chiral current, we seek for the regime in which it preserves a single circulation sense and take the half-life time to characterise this regime.

In Fig. 3, we fit the numerical data for the mean lifetime of the chiral current to the curve $\frac{\tau}{\tau_{0}}=\left(\frac{E_{J}}{E_{C}}\right)^{\alpha}$ with the numerical parameters $\alpha=0.6088601 \pm 6 \times 10^{-7}$ and $\tau_{0} \sim 0.04859 \pm 2 \times 10^{-5}(\mathrm{~ns})$. Therefore, currents with $\tau$ in the order of a hundred nanoseconds may be accomplished for $\frac{E_{J}}{E_{C}} \approx 10^{5}$. The parameters used in $[40,41]$ show this regime is realistic and can be explored in the laboratory.

## A. Chiral effective dynamics

In order to introduce a weak perturbation in the JJ ring to measure the state of the ring, we couple a resonator of frequency $\omega_{r} \ll E_{J}$ to each of the three nodes in the plaquette. With this in mind we can decouple and eliminate the degrees of freedom of the ring and derive a low-energy Hamiltonian for the resonators. As the coupling elements we choose are JJs , the total number of charges in the ring is no longer preserved. If we remain in the one excitation subspace of the plaquette, this extra charge will be able to hop to the adjacent resonators while the chiral state remains. For the calculation of the effective Hamiltonian and input-output relations of the next subsection, we follow [37]. Taking the limit of $E_{C} \ll E_{J}$ in the Hamiltonian of the plaquette

$$
\begin{align*}
H= & E_{N} N^{2}-E_{J}\left[2 \cos \phi_{+} \cos \left(\phi_{-}-\frac{\phi_{e}}{3}\right)\right. \\
& \left.+\cos \left(2 \phi_{-}+\frac{\phi_{e}}{3}\right)\right]+\sum_{i=a, b, c} \omega_{i} a_{i}^{\dagger} a_{i}+H_{\mathrm{int}} \tag{8}
\end{align*}
$$

where $\omega_{i}=\omega_{r}$ are the frequencies of the resonators which we assume to be the same, and the interaction Hamiltonian

$$
H_{\mathrm{int}}=\frac{E_{J}^{r}}{2}\left(e^{i\left(\phi_{1}-\phi_{a}\right)}+e^{i\left(\phi_{2}-\phi_{b}\right)}+e^{i\left(\phi_{3}-\phi_{c}\right)}+\text { h.c. }\right)
$$

$E_{J}^{r}$ is the Josephson energy of the JJs coupling the resonators with the ring, being the resonators $a, b$ and $c$ coupled to nodes 1,2 and 3 respectively. We consider the limit of $E_{C}^{r} \rightarrow 0$, i.e. no kinetic energy for the resonators' junctions. This term would affect the phases of the state of the plaquette whereas $H_{\text {int }}$ leaves the state invariant and therefore does not destroy the chirality of the ring. The effective Hamiltonian is obtained through a Schrieffer-Wolf transformation [42] and subsequent


$$
H_{e} \sim \frac{\left(E_{J}^{\prime}\right)^{2}}{E_{N}\left(4 N^{2}-1\right)} \cos \left(\phi_{a}-\phi_{b}\right)
$$

c)


FIG. 4: (a) Schematic representation of the hopping of one excitation from state $\left|1_{a}\right\rangle$ to the state $\left|1_{b}\right\rangle$. The excitation in the first resonator gains a phase $e^{i \gamma}$ when it tunnels through the JJ connecting the resonator to the ring. This phase is lost when it exits the ring towards the adjacent resonator such that the only remaining phase is the one it acquires in the ring. (b) Energy level description of the JJ triangular plaquette and the effect of the Josephson coupling to the three external nodes. (c) System quench and transition probabilities for one excitation to hop from resonator to resonator when the initial state of the resonators is $\frac{1}{\sqrt{2}}(|100\rangle-|010\rangle)$. Once the ring has relaxed to its ground state the magnetic field is switched off, leaving the plaquette in the chiral state $\left|N, \frac{2 \pi}{3},-\frac{2 \pi}{3}\right\rangle$. The state considered in the resonators is non-chiral, that is to say, the expected value of $\chi$ in this state is zero. Hence, the circulation in the resonators is a signature of the plaquette hosting a chiral state.
projection onto the chiral state of the plaquette

$$
\begin{align*}
H_{e} & =P_{p l q} H P_{p l q}+P_{p l q} H_{\mathrm{int}} P_{p l q} \\
& +\frac{1}{2} P_{p l q}\left[i E_{J}^{r} S, H_{\mathrm{int}}\right] P_{p l q}+\ldots, \tag{9}
\end{align*}
$$

with $S$ being the generator of the transformation and $P_{p l q}=$ $\left|N, \frac{2 \pi}{3},-\frac{2 \pi}{3}\right\rangle\left\langle N, \frac{2 \pi}{3},-\frac{2 \pi}{3}\right|$ the projector for the plaquette in the chiral state. In the charge basis, the exponentials of the phases act as creation and annihilation operators such that the effective Hamiltonian

$$
\begin{align*}
& H_{e}=\sum_{i=a, b, c}\left(\omega_{i}+3 g\right) a_{i}^{\dagger} a_{i} \\
& +\frac{g}{2}\left(a_{b}^{\dagger} a_{a} e^{-i \frac{2 \pi}{3}}+a_{c}^{\dagger} a_{b} e^{-i \frac{2 \pi}{3}}+a_{a}^{\dagger} a_{c} e^{-i \frac{2 \pi}{3}}+\text { h.c. }\right)  \tag{10}\\
& g=\frac{\left(E_{J}^{r}\right)^{2}}{E_{N}\left(1-\left(\frac{\omega_{r}}{E_{N}}-2 N\right)^{2}\right)} \approx \frac{\left(E_{J}^{r}\right)^{2}}{E_{N}\left(1-4 N^{2}\right)}, \tag{11}
\end{align*}
$$

being in this case $N$ the constant denoting the number of excitations in the chiral state of the plaquette.

The phases that appear in the Hamiltonian are directly due to the initial state in which the triangular plaquette is loaded. A change in the external flux affects only the eigenvalues of the initial Hamiltonian of the plaquette but not the phases.

The effective Hamiltonian can be diagonalised $H_{e}=$ $\sum_{k} A_{k}^{\dagger} A_{k} \Omega_{k}$, the energies given by

$$
\begin{equation*}
\Omega_{k}=3 g+\omega_{r}+2 g \cos \left(\frac{2 \pi k}{3}+\frac{2 \pi}{3}\right) \tag{12}
\end{equation*}
$$

where the subindex denotes the allowed wave-numbers $k=$ $-1,0,1$ of the three eigenstates, as the Hamiltonian is diagonal in the reciprocal space.

Consider now the case of introducing a single excitation in one resonator. We find the excitation can be observed subsequently in the other two resonators with equal likelihood, so neither circulation nor signature of chirality is observed in this scenario (see Appendix C). If the initial state of the resonators is $\left|\Psi_{0}\right\rangle=\frac{1}{\sqrt{2}}(|100\rangle-|010\rangle)$, where $\left\langle\Psi_{0}\right| \chi\left|\Psi_{0}\right\rangle=0$, which ensures we are not introducing any chirality by initiating the resonators in this state, the probability of finding the excitation in each resonator shows a clear circulating behaviour (see Fig. 4).

## B. Nonreciprocal S-matrix

Finally, to check for the response of the JJ ring when we capacitively couple to three transmission lines, we study the scattering matrix of the system. This scattering matrix relates the input modes of the semi-infinite transmission lines with the output modes as sketched in Fig. 5. When the plaquette


FIG. 5: Circuit representation of the triangular plaquette coupled to three resonators with frequencies $\omega_{i}$ through Josephson junctions with energies $E_{J}^{r}$ which are connected capacitively to transmission lines. Input mode $b_{+}^{i n}=\frac{1}{\sqrt{2}}\left(b_{1}^{i n}+b_{2}^{i n}\right)$ and $b_{-}^{i n}=\frac{1}{\sqrt{2}}\left(b_{1}^{i n}-b_{2}^{i n}\right)$ are shown.


FIG. 6: $(a, b)$ Outgoing power at each transmission line. The scattering matrix elements are $S_{i \pm}=b_{i}^{o u t} / b_{ \pm}^{i n}$ when the input modes are given by $b_{ \pm}^{i n}$, with $i=1,2,3$ modes represented by the blue, orange and green curves respectively. The coupling strength to the resonators is set to $g=0.5 \omega_{r}$ and the effective photon decay rate is set to $\Gamma=0.35 \omega_{r}$, see Appendix D for the dependence of the scattering matrix elements on the circuit parameters. (c) Input-output scheme for three input signals with close frequencies. By choosing an effective photon decay rate and slightly tuning the input modes frequency, we can modulate the distribution of the output power through the transmission lines, the system behaving as a tunable directional coupler.
hosts a chiral state, we expect a nonreciprocal behaviour between the input and the output modes. Taking the input-output relations for the transmission line modes [37, 38]

$$
\begin{equation*}
b_{j}^{\text {out }}[\omega]=b_{j}^{i n}[\omega]+\frac{\Gamma}{3} \sum_{k=-1}^{1} \sum_{j^{\prime}=1}^{3} \frac{e^{2 \pi i\left(j-j^{\prime}\right) k / 3}}{i\left(\omega-\Omega_{k}\right)-\frac{\Gamma}{2}} b_{j^{\prime}}^{i n}[\omega] \tag{13}
\end{equation*}
$$

with $\Gamma$ being the effective photon decay rate and $\Omega_{k}$ the frequencies of Eq. (12).

The complete S -matrix can be written as

$$
\mathrm{S}=\left(\begin{array}{ccc}
\alpha & \beta e^{i 2 \pi / 3} & \beta e^{-i 2 \pi / 3}  \tag{14}\\
\beta e^{-i 2 \pi / 3} & \alpha & \beta e^{i 2 \pi / 3} \\
\beta e^{i 2 \pi / 3} & \beta e^{-i 2 \pi / 3} & \alpha
\end{array}\right)
$$

with two complex parameters $\alpha$ and $\beta$ (see Appendix D for more details). The first thing to notice is that the $S$-matrix that relates the input and output modes, $\mathbf{b}^{\text {out }}=\mathrm{Sb}^{\text {in }}$, is not timereversal symmetric, i.e., $S \neq S^{T}$. In fact, there is a nonreciprocal phase difference $\arg (S)-\arg \left(S^{T}\right)=\frac{4 \pi}{3}$ for any value of the frequency $\omega / \omega_{r}$, coupling $g / \omega_{r}$, and decay $\Gamma / \omega_{r}$. Also $S S^{\dagger}=S^{\dagger} S=\mathbb{1}$ as it should be by unitarity. Moreover, the output power in each transmission line is shown in Fig. 6 for input modes $b_{+}^{i n}=\frac{1}{\sqrt{2}}\left(b_{1}^{i n}+b_{2}^{i n}\right)$ and $b_{-}^{i n}=\frac{1}{\sqrt{2}}\left(b_{1}^{i n}-b_{2}^{i n}\right)$, i.e. $\tilde{S}=S U^{\dagger}$, where $U$ is the change of basis in the input ports. It is relevant to point out that by shifting the frequency of the input modes, most of the output power can be concentrated in any of the three ports at will with a maximal directionality of $2 / 3$, working as a tunable directional coupler. Due to the rotational symmetry of the setup, this behaviour is independent of the pair of continuous ports used for the input signal. Thus, the device can be seen as a circulator between differential input modes and local output modes.

## v. CONCLUSIONS

In summary, we have shown the possibility of encoding chiral states in a superconducting Josephson junction plaquette that break time-reversal and parity symmetry. We have described a method to load these states in the proposed setup based on a spectral flow protocol, and we have discussed a possible way to access the non-trivial phases. Finally, we have analysed how such plaquettes can potentially become a fundamental unit of quantum nonreciprocal devices.
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## APPENDIX A: Circuit QED architecture: time dependant magnetic flux

Following [37, 38], we consider a minimal cQED set up consisting of a ring of three Josephson junctions threaded by an external magnetic flux with capacitive bias to ground, see Fig. 1. By making use of flux variable description [39, 43], we define a set of branch variables $\Psi=$ $\left(\Psi_{1}, \Psi_{2}, \Psi_{3}, \Psi_{J 1}, \Psi_{J 2}, \Psi_{J 3}\right)$. Given that there are 3 main loops and one external flux, we will transform that set to $\boldsymbol{\Phi}=\left(\Phi_{1}, \Phi_{2}, \Phi_{3}\right)$, through transformation

$$
\begin{align*}
\mathbf{\Phi} & =\mathrm{M} \mathbf{\Psi}  \tag{A1}\\
\mathrm{M} & =\left(\begin{array}{ll}
\mathbb{1} & 0
\end{array}\right) \tag{A2}
\end{align*}
$$

and $\mathbb{1}$ is the 3 -rank identity matrix. The external flux constraint is written as

$$
\begin{align*}
\mathbf{\Phi}_{e} & =\left(0,0, \phi_{e}\right)^{T}=\mathrm{R} \boldsymbol{\Psi}, \quad \mathrm{R}=\left(\begin{array}{ll}
\tilde{\mathrm{R}} & \mathbb{1}
\end{array}\right),  \tag{A3}\\
\tilde{\mathrm{R}} & =\left(\begin{array}{ccc}
1 & -1 & 0 \\
0 & 1 & -1 \\
-1 & 0 & 1
\end{array}\right) \tag{A4}
\end{align*}
$$

We can remove the constraints of the original set through $\boldsymbol{\Psi}=$ $\mathrm{M}_{+}^{-1} \mathbf{\Phi}_{+}$where

$$
\boldsymbol{\Phi}_{+}=\binom{\boldsymbol{\Phi}}{\boldsymbol{\Phi}_{e}}, \quad \mathrm{M}_{+}=\binom{\mathrm{M}}{\mathrm{R}}, \quad \mathrm{M}_{+}^{-1}=\left(\begin{array}{cc}
\mathbb{1} & 0 \\
-\tilde{\mathrm{R}} & \mathbb{1}
\end{array}\right) \text { A5) }
$$

The Lagrangian of the system can be written and transformed as

$$
\begin{align*}
L= & \frac{1}{2} \dot{\mathbf{\Psi}}^{T} \mathcal{C} \dot{\mathbf{\Psi}}+\sum_{i} E_{J i} \cos \left(2 \pi \psi_{i} / \Phi_{0}\right) \\
= & \frac{1}{2} \dot{\boldsymbol{\Phi}}_{+}^{T}\left(\mathrm{M}_{+}^{-1}\right)^{T} \mathcal{C} \mathrm{M}_{+}^{-1} \dot{\mathbf{\Phi}}_{+}+\sum_{i} E_{J i} \cos \left(\Delta \phi_{i}-\phi_{e, i}\right) \\
= & \frac{1}{2}\left(\dot{\boldsymbol{\Phi}}^{T} \mathrm{C} \dot{\boldsymbol{\Phi}}-\dot{\boldsymbol{\Phi}}^{T} \tilde{\mathrm{R}}^{T} \mathrm{C}_{J} \dot{\boldsymbol{\Phi}}_{e}-\dot{\mathbf{\Phi}}_{e}^{T} \mathrm{C}_{J} \tilde{\mathrm{R}} \dot{\boldsymbol{\Phi}}+\dot{\boldsymbol{\Phi}}_{e}^{T} \mathrm{C}_{J} \dot{\mathbf{\Phi}}_{e}\right) \\
& +\sum_{i} E_{J i} \cos \left(\Delta \phi_{i}-\phi_{e, i}\right) \tag{A6}
\end{align*}
$$

where the vector of phase variables are defined through the second Josephson relation $\phi_{x}=2 \pi \Phi_{x} / \Phi_{0}$ with $\Phi_{0}$ the flux quantum constant. The complete capacitance matrix $\mathcal{C}=$ $\operatorname{diag}\left(\mathrm{C}_{G}, \mathrm{C}_{J}\right)$, being $\mathrm{C}_{G}=C_{G} \mathbb{1}$ and $\mathrm{C}_{J}=C_{J} \mathbb{1}$. The differences of phases correspond to $\Delta \phi_{i}=\phi_{i+1}-\phi_{i}$, for $i=\{1,2,3\}$ and identifying $i=4$ with $i=1$. The capacitance matrix is defined as

$$
\mathrm{C}=\mathrm{C}_{G}+\tilde{\mathrm{R}}^{T} C_{J} \tilde{\mathrm{R}}=\left(\begin{array}{ccc}
C_{\Sigma} & -C_{J} & -C_{J}  \tag{A7}\\
-C_{J} & C_{\Sigma} & -C_{J} \\
-C_{J} & -C_{J} & C_{\Sigma}
\end{array}\right)
$$

with $C_{\Sigma}=C_{G}+2 C_{J}$. The (time-dependent) external flux appears naturally only in one cosine, i.e., for our specific choice of tree-branch variables $\varphi_{e, 3}=\varphi_{e}(t)$ and zero otherwise. A linear transformation can be done to distribute this term in the potential at the expense of having a linear coupling of the
time-dependent flux fluctuations with the fluxes in the kinetic energy [43],

$$
\begin{equation*}
\boldsymbol{\Phi} \rightarrow \boldsymbol{\Phi}+\tilde{\mathrm{R}}^{T} \boldsymbol{\Phi}_{e} / 3 \tag{A8}
\end{equation*}
$$

The Lagrangian is thus rewritten as,

$$
\begin{align*}
L= & \frac{1}{2}\left(\dot{\mathbf{\Phi}}+\tilde{\mathrm{R}}^{T} \dot{\mathbf{\Phi}}_{e} / 3\right)^{T} \mathrm{C}\left(\dot{\mathbf{\Phi}}+\tilde{\mathrm{R}}^{T} \dot{\mathbf{\Phi}}_{e} / 3\right) \\
& -\frac{1}{2}\left(\dot{\boldsymbol{\Phi}}^{T} \tilde{\mathrm{R}}^{T} \mathrm{C}_{J} \dot{\mathbf{\Phi}}_{e}+\dot{\boldsymbol{\Phi}}_{e}^{T} \mathrm{C}_{J} \tilde{\mathrm{R}} \dot{\boldsymbol{\Phi}}\right) \\
& +\sum_{i} E_{J i} \cos \left(\Delta \phi_{i}-\phi_{e} / 3\right), \tag{A9}
\end{align*}
$$

where we have removed the terms $\propto \dot{\Phi}_{e}^{2}$ as they will not give dynamics. The Legendre transformation involves the definition of conjugated charge variables $\boldsymbol{Q}=\mathrm{C}\left(\dot{\boldsymbol{\Phi}}+\left(\tilde{\mathrm{R}}^{T} / 3-\right.\right.$ $\left.\mathrm{C}^{-1} \tilde{\mathrm{R}}^{T} \mathrm{C}_{J}\right) \dot{\Phi}_{e}$ ), to derive the Hamiltonian

$$
\begin{align*}
H= & \frac{1}{2} \boldsymbol{Q}^{T}\left(\mathrm{C}^{-1} \boldsymbol{Q}-2\left(\tilde{\mathrm{R}}^{T} / 3-\mathrm{C}^{-1} \tilde{\mathrm{R}}^{T} \mathrm{C}_{J}\right) \dot{\boldsymbol{\Phi}}_{e}\right) \\
& -\sum_{i} E_{J i} \cos \left(\Delta \phi_{i}-\phi_{e} / 3\right) \tag{A10}
\end{align*}
$$

where again we have removed the terms $\propto \dot{\phi}_{e}^{2}$. It must be noted that a more general transformation can be performed in (A8) to annihilate the linear coupling for any time-dependent external flux, however, this will lead to the appearance of uneven external fluxes in the different cosines, see [43] for a full discussion on the choice of an irrotational constraint. For the sake of simplicity, let us work with the number of Cooper pair variables $\boldsymbol{n}=\boldsymbol{Q} / 2 e$, where $e$ is the electron charge. Conjugated classical variables are promoted to operators, with commutation relations $\left[n_{i}, e^{\mp i \varphi_{j}}\right]=\mp \delta_{i j} e^{\mp i \varphi_{j}}$.

We recall that Hamiltonian (A10) has an important symmetry, readily, the total charge in the plaquette $N=\sum_{i} n_{i}$ is conserved quantity. We can perform a canonical transformation $\varphi \rightarrow \mathrm{T} \boldsymbol{\varphi}$ and $\boldsymbol{n} \rightarrow\left(\mathrm{T}^{T}\right)^{-1} \boldsymbol{n}$,

$$
\mathrm{T}=\left(\begin{array}{ccc}
1 & 0 & 1  \tag{A11}\\
0 & -1 & 1 \\
0 & 0 & 1
\end{array}\right)
$$

to arrive to Hamiltonian

$$
\begin{align*}
H= & 4 E_{\Sigma}\left(\boldsymbol{n}^{T} \mathrm{M}^{-1} \boldsymbol{n}\right)-\boldsymbol{n}^{T} \mathrm{R}_{e} \dot{\boldsymbol{\Phi}}_{e}-V\left(\boldsymbol{\varphi}, \phi_{e}\right) \\
= & 4 E_{\Sigma}\left(n_{1}^{2}+n_{2}^{2}+\left(n_{2}-n_{1}\right) n_{3}-n_{1} n_{2}\right)  \tag{A12}\\
& +4 E_{3} n_{3}^{2}-V\left(\boldsymbol{\varphi}, \phi_{e}\right),  \tag{A13}\\
V= & -E_{J 2} \cos \left(\varphi_{2}-\phi_{e} / 3\right)-E_{J 3} \cos \left(\varphi_{1}-\phi_{e} / 3\right) \\
& -E_{J 1} \cos \left(\varphi_{1}+\varphi_{2}+\phi_{e} / 3\right) \tag{A14}
\end{align*}
$$

where $E_{\Sigma}=e^{2}\left(\mathrm{C}_{11}^{-1}-\mathrm{C}_{12}^{-1}\right)$ and $E_{3}=e^{2} \mathrm{C}_{11}^{-1} / 2$, the inverse kinetic matrix is $\mathrm{M}^{-1}=\left(4 E_{\Sigma}\right)^{-1} \mathrm{~T}^{-1} \mathrm{C}^{-1}\left(\mathrm{~T}^{T}\right)^{-1}$ and the flux coupling matrix is $\mathrm{R}_{e}=(4 e)\left(\tilde{\mathrm{R}}^{T} / 3-\mathrm{C}^{-1} \tilde{\mathrm{R}}^{T} \mathrm{C}_{J}\right)$.

## APPENDIX B: Continuum limit

We have performed a numerical calculation for computing the chiral current. In doing so, we have discretised the
a)

$$
E_{J} / E_{C}=4 \times 10^{2}
$$


b)

$$
E_{J} / E_{C}=1.2 \times 10^{3}
$$



FIG. 7: (a) Chiral current expected value time evolution and continuum limit with no approximations made. (b) The same plot for the biggest $E_{J} / E_{C}$ ratio we achieve with the machine.

Hilbert space and checked the correct behaviour in the continuum limit. Phase and charge basis are related by a Fourier transform $\left\langle k_{ \pm} \mid n_{ \pm}\right\rangle=\frac{1}{\sqrt{L}} e^{i \frac{2 \pi}{L} k_{ \pm} n_{ \pm}}$, where $\left|k_{ \pm}\right\rangle$are eigenstates of the phase operators and $\left|n_{ \pm}\right\rangle$are eigenstates of the charge operators. In the phase basis the kinetic energy of the system (7)

$$
\begin{aligned}
T & =\frac{E_{C}}{2 L} \sum_{k_{ \pm}, \tilde{k}_{ \pm}, n_{ \pm}}\left[3\left(n_{+}-\frac{2}{3} N\right)^{2} e^{i \frac{2 \pi}{L}\left(k_{+}-\tilde{k}_{+}\right) n_{+}}\left|k_{+}\right\rangle\left\langle\tilde{k}_{+}\right|\right. \\
& \left.+n_{-}^{2} e^{i \frac{2 \pi}{L}\left(k_{-}-\tilde{k}_{-}\right) n_{-}}\left|k_{-}\right\rangle\left\langle\tilde{k}_{-}\right|\right],
\end{aligned}
$$



FIG. 8: Long time behaviour of the chiral current expected value for $E_{J} / E_{C}=4 \times 10^{2}$ where no revivals are seen.
with $\left\{k_{ \pm}, \tilde{k}_{ \pm}, n_{ \pm}\right\} \in\left[-\frac{L}{2}+1, \frac{L}{2}\right]$ and the potential energy

$$
\begin{aligned}
V & =-E_{J} \sum_{k_{ \pm}}\left[2 \cos \left(\frac{2 \pi k_{+}}{L}\right) \cos \left(\frac{2 \pi k_{-}}{L}-\frac{\phi_{e}}{3}\right)\right. \\
& \left.+\cos \left(\frac{4 \pi k_{-}}{L}+\frac{\phi_{e}}{3}\right)\right]\left|k_{+}, k_{-}\right\rangle\left\langle k_{+}, k_{-}\right|
\end{aligned}
$$

The curves of Fig. 7 correctly collapse for different EJ/EC ratios. The main conclusion of this analysis is that the charge energy $E_{C}$ is a relevant perturbation, giving a finite life-time to the chiral states. Furthermore, we have checked long time limit in Fig. 8 where there is no signature of revivals of these states.

Next, we consider the harmonic Hamiltonian of the plaquette because it allows to estimate the number of free charges required to faithfully simulate the ground state of this Hamiltonian. Let's take the oscillator displaced by the external flux in the Hamiltonian (7)

$$
\begin{align*}
H_{-} & =E_{C} n_{-}^{2}+3 E_{J}\left(\phi_{-}+\frac{\phi_{e}}{3}\right)^{2}  \tag{B1}\\
& =\frac{1}{2} \omega\left(b^{\dagger} b+1\right)
\end{align*}
$$

with frequency $\omega=\sqrt{12 E_{J} E_{C}}$. The ground state of this Hamiltonian is a coherent state of the zero flux Hamiltonian, such that $b^{\dagger}=a^{\dagger}-\alpha, b=a-\alpha$ where $a|\alpha\rangle=\alpha|\alpha\rangle$ is the new coherent state of the zero-flux Hamiltonian and

$$
\begin{gather*}
\phi_{-}=\left(\frac{E_{C}}{3 E_{J}}\right)^{\frac{1}{4}}\left(a+a^{\dagger}\right),  \tag{B2}\\
n_{-}=i\left(\frac{3 E_{J}}{E_{C}}\right)^{\frac{1}{4}}\left(a-a^{\dagger}\right) . \tag{B3}
\end{gather*}
$$

Introducing these definitions in Hamiltonian (B1)

$$
\begin{equation*}
H=\omega\left[\left(a^{\dagger}+\alpha\right)(a+\alpha)+\frac{1}{2}\right]+\frac{\phi_{e}^{2} E_{J}}{3}, \tag{B4}
\end{equation*}
$$

with $\alpha=\frac{\phi_{e}}{\sqrt{3}}\left(\frac{E_{C}}{3 E_{J}}\right)^{\frac{1}{4}}$. The expected value of the number operator in this coherent state $\langle n\rangle_{\alpha}$

$$
\begin{equation*}
\langle\alpha| a^{\dagger} a|\alpha\rangle=|\alpha|^{2}=\frac{\phi_{e}^{2}}{3}\left(\frac{E_{C}}{3 E_{J}}\right)^{\frac{1}{2}} \tag{B5}
\end{equation*}
$$

Therefore, we need at least $\langle n\rangle_{\alpha}$ excitations in this basis in order to properly represent the chiral state that the plaquette needs to host. Within this limit, in the harmonic approximation we expect the ground state wave-function of the $2 \pi$ flux Hamiltonian to oscillate with a frequency of the order of $\sqrt{12 E_{J} E_{C}}$. Indeed, this is the behaviour we observed, as it is shown in Fig. 3. By increasing the $E_{J} / E_{C}$ ratio by a factor of four, the period of the oscillation doubles.

## APPENDIX C: Hamiltonian of the resonators

To derive the resonators' effective Hamiltonian we use a second order Schrieffer-Wolff transformation. In the first place we take the ring to be in the state $\left|N, \frac{2 \pi}{3},-\frac{2 \pi}{3}\right\rangle$ and the resonators being in a state with an arbitrary number of excitations $\left|n_{a}, n_{b}, n_{c}\right\rangle$. We label the state of the whole system by $\left|\Psi_{i}\right\rangle$, and impose that the plaquette remains with the same number of excitations $N$ after each second order transition. These transitions take the circuit from $\left|\Psi_{i}\right\rangle$ to $\left|\Psi_{f}\right\rangle=\left|N, \frac{2 \pi}{3},-\frac{2 \pi}{3}, n_{a}^{\prime}, n_{b}^{\prime}, n_{c}^{\prime}\right\rangle$. The matrix elements of the effective Hamiltonian are given by

$$
\begin{equation*}
\frac{1}{2} \sum_{k, \alpha} C_{k, \alpha}\left\langle\Psi_{i}\right| H_{\mathrm{int}}\left|\chi_{k, \alpha}\right\rangle\left\langle\chi_{k, \alpha}\right| H_{\mathrm{int}}\left|\Psi_{f}\right\rangle \tag{C1}
\end{equation*}
$$

where $C_{k, \alpha}=\frac{1}{E_{i}-E_{k, \alpha}}+\frac{1}{E_{f}-E_{k, \alpha}}$ being $E_{i}, E_{f}, E_{k, \alpha}$ the initial, final and intermediate energies of the circuit and $\left|\chi_{k, \alpha}\right\rangle=\left|N^{\prime}, \varphi_{2}, \varphi_{3}, n_{a}^{\prime \prime}, n_{b}^{\prime \prime}, n_{c}^{\prime \prime}\right\rangle$ are the intermediate states with $k$ labelling the state of the ring and $\alpha$ the state of the resonators. The interaction Hamiltonian is the one appearing in Eq. (IV A). Taking into account that the exponentials of the phases act on the charge basis states as creation and annihila-
tion operators

$$
\begin{align*}
& \frac{1}{4} E_{J}^{r} \sum_{k, \alpha} C_{k, \alpha}\left\langle\Psi_{i}\right| H_{\mathrm{int}}\left|\chi_{k, \alpha}\right\rangle\left\langle\chi_{k, \alpha}\right|( \\
& \left|N+1, \varphi, n_{a}^{\prime}-1, n_{b}^{\prime}, n_{c}^{\prime}\right\rangle+e^{-i \frac{2 \pi}{3}}\left|N+1, \varphi, n_{a}^{\prime}, n_{b}^{\prime}-1, n_{c}^{\prime}\right\rangle \\
& +e^{i \frac{2 \pi}{3}}\left|N+1, \varphi, n_{a}^{\prime}, n_{b}^{\prime}, n_{c}^{\prime}-1\right\rangle+\left|N-1, \varphi, n_{a}^{\prime}+1, n_{b}^{\prime}, n_{c}^{\prime}\right\rangle \\
& +e^{i \frac{2 \pi}{3}}\left|N-1, \varphi, n_{a}^{\prime}, n_{b}^{\prime}+1, n_{c}^{\prime}\right\rangle \\
& \left.+e^{-i \frac{2 \pi}{3}}\left|N-1, \varphi, n_{a}^{\prime}, n_{b}^{\prime}, n_{c}^{\prime}+1\right\rangle\right]= \\
& g \sum_{n_{a}^{\prime}, n_{b}^{\prime}, n_{c}^{\prime}}\left\langle\Psi_{i} \mid N, \frac{2 \pi}{3},-\frac{2 \pi}{3}\right\rangle\left(3\left|n_{a}^{\prime}, n_{b}^{\prime}, n_{c}^{\prime}\right\rangle\right. \\
& +e^{i \frac{2 \pi}{3}}\left|n_{a}^{\prime}-1, n_{b}^{\prime}+1, n_{c}^{\prime}\right\rangle+e^{-i \frac{2 \pi}{3}}\left|n_{a}^{\prime}-1, n_{b}^{\prime}, n_{c}^{\prime}+1\right\rangle \\
& +e^{-i \frac{2 \pi}{3}}\left|n_{a}^{\prime}+1, n_{b}^{\prime}-1, n_{c}^{\prime}\right\rangle+e^{i \frac{2 \pi}{3}}\left|n_{a}^{\prime}+1, n_{b}^{\prime}, n_{c}^{\prime}-1\right\rangle \\
& \left.+e^{-i \frac{2 \pi}{3}}\left|n_{a}^{\prime}, n_{b}^{\prime}+1, n_{c}^{\prime}-1\right\rangle+e^{i \frac{2 \pi}{3}}\left|n_{a}^{\prime}-1, n_{b}^{\prime}-1, n_{c}^{\prime}+1\right\rangle\right) \\
& =\sum_{i=a, b, c} 3 g a_{i}^{\dagger} a_{i} \\
& +\frac{g}{2}\left(a_{b}^{\dagger} a_{a} e^{-i \frac{2 \pi}{3}}+a_{c}^{\dagger} a_{b} e^{-i \frac{2 \pi}{3}}+a_{a}^{\dagger} a_{c} e^{-i \frac{2 \pi}{3}}+\text { h.c. }\right) . \tag{C2}
\end{align*}
$$

where we have restricted ourselves to the single excitation subspace in the resonators, and as $E_{i}=E_{f}$ then

$$
\begin{equation*}
g=\frac{1}{8}\left(E_{J}^{r}\right)^{2}\left(\frac{2}{E_{i}-E_{N+1}}+\frac{2}{E_{i}-E_{N-1}}\right) \tag{C3}
\end{equation*}
$$

The energies are given by

$$
\begin{align*}
E_{i} & =E_{f}=E_{N} N^{2}+\omega_{r}-3 E_{J} \cos \frac{2 \pi}{3} \\
E_{N+1} & =E_{N}(N+1)^{2}-3 E_{J} \cos \frac{2 \pi}{3}  \tag{C4}\\
E_{N-1} & =E_{N}(N-1)^{2}+2 \omega_{r}-3 E_{J} \cos \frac{2 \pi}{3} .
\end{align*}
$$

Therefore

$$
\begin{equation*}
g=\frac{1}{2}\left(E_{J}^{r}\right)^{2}\left[E_{N}\left(1-\left(\frac{\omega_{r}}{E_{N}}-2 N\right)^{2}\right)\right]^{-1} \tag{C5}
\end{equation*}
$$

The chirality of the state in the plaquette has been made apparent by the circulation found in the resonators coupled through Josephson junctions to the plaquette with the initial state of the resonators being $\frac{1}{\sqrt{2}}(|100\rangle-|010\rangle)$. However, in the basis we have chosen, it is also interesting to consider the hopping of the excitation through the resonators when the initial states are $\frac{1}{\sqrt{2}}(|100\rangle+|010\rangle)$, and $|100\rangle$. Fig. 9 shows how the excitation finds no preferred direction to move when we place it in one resonator. An intermediate situation takes place in the remaining case.

## APPENDIX D: Scattering matrix

The behaviour of the resonators under the introduction of different initial states through the transmission lines is given


FIG. 9: (a) Probability of finding the excitation at each resonator when the initial state of the resonators is $\frac{1}{\sqrt{2}}(|100\rangle+|010\rangle)$. (b) The same probabilities for the initial state being $|100\rangle$. Finding the excitation at the right hand side resonator or left hand side resonator is equally probable.
by the input-output relations for the modes of the lines of Eq. (13). The scattering matrix derived from the effective Hamiltonian (10)

$$
\mathrm{S}=\mathbb{1}+\sum_{k} f_{k}\left(\begin{array}{ccc}
1 & e^{-i \frac{2 \pi}{3} k} & e^{i \frac{2 \pi}{3} k}  \tag{D1}\\
e^{i \frac{2 \pi}{3} k} & 1 & e^{-i \frac{2 \pi}{3} k} \\
e^{-i \frac{2 \pi}{3} k} & e^{i \frac{2 \pi}{3} k} & 1
\end{array}\right)
$$

where $f_{k}(\omega)=\frac{\Gamma / 3}{i\left(\omega-\Omega_{k}\right)-\frac{\Gamma}{2}}, \Gamma=2 \pi|p|^{2} \rho$ being the effective photon decay rate, $\rho$ the density of states of the transmission line, $p$ the interaction strength between the resonators and the transmission lines and $\Omega_{k}=3 g+\omega_{r}+2 g \cos \left(\frac{2 \pi k}{3}+\frac{2 \pi}{3}\right)$.

There are three different entries in the complete S -matrix:

$$
\begin{aligned}
& \text { (i) } \alpha \equiv 1+\sum_{k} f_{k}=1+\sum_{k} \frac{\Gamma / 3}{i\left(\omega-\Omega_{k}\right)-\frac{\Gamma}{2}} \\
& =1+\sum_{k} \frac{\Gamma / 3}{i\left[\omega-3 g-\omega_{r}-2 g \cos \left(\frac{2 \pi k}{3}+\frac{2 \pi}{3}\right)\right]-\frac{\Gamma}{2}} \\
& =1+\left[\frac{\Gamma / 3}{i\left(\omega-\omega_{r}-5 g\right)-\frac{\Gamma}{2}}+\frac{2 \Gamma / 3}{i\left(\omega-\omega_{r}-2 g\right)-\frac{\Gamma}{2}}\right],
\end{aligned}
$$



FIG. 10: Modulus (panel a) and c)) and argument (panel b) and d)) of the two parameters ( $\alpha$ with continuous line, and $\beta$ with dashed line) that completely define the S-matrix of the studied system for different values of the frequency $\omega / \omega_{r}$, coupling $g / \omega_{r}$, and decay $\Gamma / \omega_{r}$.

$$
\begin{aligned}
& \text { (ii) } \beta e^{-i 2 \pi / 3} \equiv \sum_{k} f_{k} e^{i 2 \pi k / 3}=\sum_{k} \frac{\Gamma e^{i 2 \pi k / 3} / 3}{i\left(\omega-\Omega_{k}\right)-\frac{\Gamma}{2}} \\
& =\sum_{k} \frac{\Gamma e^{i 2 \pi k / 3} / 3}{i\left[\omega-3 g-\omega_{r}-2 g \cos \left(\frac{2 \pi k}{3}+\frac{2 \pi}{3}\right)\right]-\frac{\Gamma}{2}} \\
& =\frac{\Gamma e^{-i 2 \pi / 3} / 3}{i\left(\omega-\omega_{r}-5 g\right)-\frac{\Gamma}{2}}-\frac{\Gamma e^{-i 2 \pi / 3} / 3}{i\left(\omega-\omega_{r}-2 g\right)-\frac{\Gamma}{2}}
\end{aligned}
$$

$$
\text { (iii) } \beta e^{i 2 \pi / 3} \equiv \sum_{k} f_{k} e^{-i 2 \pi k / 3}=\sum_{k} \frac{\Gamma e^{-i 2 \pi k / 3} / 3}{i\left(\omega-\Omega_{k}\right)-\frac{\Gamma}{2}}
$$

$$
=\sum_{k} \frac{\Gamma e^{-i 2 \pi k / 3} / 3}{i\left[\omega-3 g-\omega_{r}-2 g \cos \left(\frac{2 \pi k}{3}+\frac{2 \pi}{3}\right)\right]-\frac{\Gamma}{2}}
$$

$$
=\frac{\Gamma e^{i 2 \pi / 3} / 3}{i\left(\omega-\omega_{r}-5 g\right)-\frac{\Gamma}{2}}-\frac{\Gamma e^{i 2 \pi / 3} / 3}{i\left(\omega-\omega_{r}-2 g\right)-\frac{\Gamma}{2}}
$$

with $\beta \equiv \frac{\Gamma / 3}{i\left(\omega-\omega_{r}-5 g\right)-\frac{\Gamma}{2}}-\frac{\Gamma / 3}{i\left(\omega-\omega_{r}-2 g\right)-\frac{\Gamma}{2}}$. So, the complete S -matrix can be written as

$$
\mathbf{S}=\left(\begin{array}{ccc}
\alpha & \beta e^{i 2 \pi / 3} & \beta e^{-i 2 \pi / 3}  \tag{D2}\\
\beta e^{-i 2 \pi / 3} & \alpha & \beta e^{i 2 \pi / 3} \\
\beta e^{i 2 \pi / 3} & \beta e^{-i 2 \pi / 3} & \alpha
\end{array}\right)
$$

The first thing to notice is that the $S$-matrix is not timereversal symmetric which can be easily checked because $S \neq$ $S^{T}$. In fact, there is a nonreciprocal phase difference $\arg (S)-$ $\arg \left(S^{T}\right)=\frac{4 \pi}{3}$ for any value of the frequency $\omega / \omega_{r}$, coupling $g / \omega_{r}$, and decay $\Gamma / \omega_{r}$. Also $S S^{\dagger}=S^{\dagger} S=\mathbb{1}$ as it should be by unitarity.


FIG. 11: The blue, orange and green lines represent scattering matrix elements corresponding to $i=1,2,3$ respectively. (a,b) Scattering matrix elements for $g>\Gamma$. (c,d) Same elements but with a smaller $\Gamma$ than shown in Section IV. Note that by choosing $g$ we can tune the interval in which the directional coupler behaviour takes place. The output in the third transmission line is described by a product of two Lorentzians centred in $\omega_{m}=\omega_{r}+2 g$ and $\omega_{m}=\omega_{r}+5 g$.

Writing the scattering matrix in the basis generated by $\left\{b_{+}^{\dagger}, b_{-}^{\dagger}, b_{3}^{\dagger}\right\}$ for the input modes and going to the new input basis

$$
\tilde{\mathrm{S}}=\mathrm{SU}^{\dagger}=\left(\begin{array}{ccc}
\frac{\alpha+\beta e^{i 2 \pi / 3}}{\sqrt{2}} & \frac{\alpha-\beta e^{i 2 \pi / 3}}{\sqrt{2}} & \beta e^{-i 2 \pi / 3}  \tag{D3}\\
\frac{\alpha+\beta e^{-i 2 \pi / 3}}{\sqrt{2}} & \frac{\beta e^{-i 2 \pi / 3}-\alpha}{\sqrt{2}} & \beta e^{i 2 \pi / 3} \\
-\frac{1}{\sqrt{2}} \beta & i \sqrt{\frac{3}{2}} \beta & \alpha
\end{array}\right)
$$

From the expressions of the S-matrix, it is straightforward to realise that $\left|\tilde{S}_{3-}\right|^{2}=3\left|\tilde{\mathrm{~S}}_{3+}\right|^{2}=\frac{3}{2}|\beta|^{2}=$ $\frac{24 g^{2} \Gamma^{2}}{\left[\Gamma^{2}+4\left(\omega-\omega_{r}-2 g\right)^{2}\right]\left[\Gamma^{2}+4\left(\omega-\omega_{r}-5 g\right)^{2}\right]}$ is the product of two Lorentzian distributions which is maximised at $\omega_{m}=\omega_{r}+2 g$ and $\omega_{m}=\omega_{r}+5 g$ with a value $\left.\left|\tilde{S}_{3-}\right|^{2}\right|_{\omega \rightarrow \omega_{m}} \rightarrow \frac{24 g^{2}}{\Gamma^{2}+(6 g)^{2}}$ and width proportional to $\Gamma$.

The new scattering matrix is non-symmetric and therefore, as long as the chiral state lives in the plaquette, the inputoutput scattering matrix holds and the effective model for the resonators is nonreciprocal. Indeed, in the limit of $E_{J} \gg E_{C}$ the state $\left|N, \frac{2 \pi}{3},-\frac{2 \pi}{3}\right\rangle$ is an eigenstate of the ring Hamiltonian which implies the excitations living in the resonators can hop clockwise or counterclockwise indefinitely.

## APPENDIX E: Possible sources of disorder and decay

The results shown in the main text require a long life-time of the chiral states $\left|N, \frac{2 \pi}{3},-\frac{2 \pi}{3}\right\rangle$ and $\left|N,-\frac{2 \pi}{3}, \frac{2 \pi}{3}\right\rangle$ and a robust dynamics given by eq. (5)

$$
H=E_{N} N^{2}-V\left(\varphi_{2}, \varphi_{3}\right)
$$

with $E_{N}=\frac{2 e^{2} C_{J}}{C_{0}\left(C_{0}+3 C_{J}\right)}, V\left(\varphi_{2}, \varphi_{3}\right)=E_{J} \cos \left(\varphi_{2}-\frac{\phi_{e}}{3}\right)+$ $E_{J} \cos \left(\varphi_{3}-\varphi_{2}-\frac{\phi_{e}}{3}\right)+E_{J} \cos \left(\varphi_{3}+\frac{\phi_{e}}{3}\right)$, and where

$$
\left|N, \varphi_{2}, \varphi_{3}\right\rangle=\sum_{\left\{n_{2}, n_{3}\right\} \in \mathbb{Z}} e^{-i \varphi_{2} n_{2}} e^{-i \varphi_{3} n_{3}}\left|N-n_{2}-n_{3}, n_{2}, n_{3}\right\rangle
$$

are the eigenvectors.
A possible list of sources of disorder or imperfections is:
Fluctuations in the external magnetic flux.- Tuning the external magnetic flux is needed for the loading of the initial chiral state $\left|N, \frac{2 \pi}{3},-\frac{2 \pi}{3}\right\rangle$ or $\left|N,-\frac{2 \pi}{3}, \frac{2 \pi}{3}\right\rangle$. This happens at a $\phi_{e}= \pm 2 \pi$. Nonetheless, there is a whole region in the external flux where the quantum states $\left|N, \frac{2 \pi}{3},-\frac{2 \pi}{3}\right\rangle$ or $\left|N,-\frac{2 \pi}{3}, \frac{2 \pi}{3}\right\rangle$ are the ground state of the Hamiltonian. $\left|N, \frac{2 \pi}{3},-\frac{2 \pi}{3}\right\rangle$ when $\pi<\phi_{e}<3 \pi$ and $\left|N,-\frac{2 \pi}{3}, \frac{2 \pi}{3}\right\rangle$ when $-3 \pi<\phi_{e}<-\pi$. With energies $\left.H\right|_{\left|N,-\frac{2 \pi}{3}, \frac{2 \pi}{3}\right\rangle}=$ $E_{N} N^{2}-3 E_{J} \cos \left(\frac{\phi_{e}+2 \pi}{3}\right)$, and $\left.H\right|_{\left|N, \frac{2 \pi}{3},-\frac{2 \pi}{3}\right\rangle}=E_{N} N^{2}-$ $3 E_{J} \cos \left(\frac{\phi_{e}-2 \pi}{3}\right)$. A possible fluctuation around these values $\phi_{e} \pm 2 \pi=\delta \phi_{e}$ introduces a second order correction to the eigenvalues of the energies $\delta E=\frac{1}{6} E_{J}\left(\delta \phi_{e}\right)^{2}$.

Disorder of the Josephson energies in the ring.-
In this case, we assume that the energy of the Josephson junctions are different for every junction, then $V\left(\varphi_{2}, \varphi_{3}\right)=E_{J_{1}} \cos \left(\varphi_{2}-\frac{\phi_{e}}{3}\right)+$ $E_{J_{2}} \cos \left(\varphi_{3}-\varphi_{2}-\frac{\phi_{e}}{3}\right)+E_{J_{3}} \cos \left(\varphi_{3}+\frac{\phi_{e}}{3}\right), \quad$ with $E_{J_{i}}=E_{J}+\delta E_{J_{i}}$. It happens that the basis $\left|N, \varphi_{2}, \varphi_{3}\right\rangle$ that diagonalises the unperturbed Hamiltonian, is also eigenbasis
of every cosines term individually. This perturbation introduces fluctuations in the eigenvalues of the eigenstates but do not couple them, keeping the Hamiltonian diagonal.

Disorder of the local charge energies in the ring.- The energy scales studied in the main text are given by $E_{N} \gg$ $E_{J} \gg E_{C}$, where $E_{C}$ is the local charge energy scale. In this cases, we have seen that this perturbation is already relevant giving some finite life-time to the chiral states. A possible disorder on this perturbation, i.e., $E_{C_{i}}=E_{C}+\delta E_{C_{i}}$ will introduce a perturbation on top of the studied in the main text.

Local charge decay.- In this case, we assume an effective model given by a master equation in Lindblad form,

$$
\begin{equation*}
\dot{\rho}=\frac{-i}{\hbar}[H, \rho]+\gamma \sum_{k=1,2,3}\left(L_{k} \rho L_{k}^{\dagger}-\frac{1}{2}\left\{L_{k}^{\dagger} L_{k}, \rho\right\}\right) \tag{E1}
\end{equation*}
$$

where $H$ is the initial Hamiltonian, with damping rate $\gamma \geq 0$ and quantum jump operators $L_{k}=e^{-i \phi_{k}}$. Several properties are important to notice about the jump operators. They describe the local charge decay at every node $k$, i.e., $e^{-i \phi_{k}}\left|n_{k}\right\rangle=\left|n_{k}-1\right\rangle$. Their action on the eigenstates $\left|N, \varphi_{2}, \varphi_{3}\right\rangle$ of the Hamiltonian $H$ are: $e^{-i \phi_{1}}\left|N, \varphi_{2}, \varphi_{3}\right\rangle=$ $\left|N-1, \varphi_{2}, \varphi_{3}\right\rangle, e^{-i \phi_{2}}\left|N, \varphi_{2}, \varphi_{3}\right\rangle=e^{-i \varphi_{2}}\left|N-1, \varphi_{2}, \varphi_{3}\right\rangle$, and $e^{-i \phi_{3}}\left|N, \varphi_{2}, \varphi_{3}\right\rangle=e^{-i \varphi_{3}}\left|N-1, \varphi_{2}, \varphi_{3}\right\rangle$. They are unitary operators $e^{-i \phi_{k}} e^{i \phi_{k}}=1$. With these properties, it is easy to check that the set of steady states are given by a classical equal mixture of states with different $N$, i.e. $\rho_{t \rightarrow \infty}\left(\varphi_{2}, \varphi_{3}\right)=\sum_{N}\left|N, \varphi_{2}, \varphi_{3}\right\rangle\left\langle N, \varphi_{2}, \varphi_{3}\right|$. It is interesting to realise that the phase properties remains unchanged with these type of decay channel.
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