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Highly energetic ions traversing a two-dimensional material such as graphene produce strong
electronic excitations. Electrons excited to energy states above the work function can give rise to
secondary electron emission, reducing the amount of energy that remains the graphene after the ion
impact. Electrons can either be emitted (kinetic energy transfer) or captured by the passing ion
(potential energy transfer). To elucidate this behavior that is absent in three-dimensional materials,
we simulate the electron dynamics in graphene during the first femtoseconds after ion impact. We
employ two conceptually different computational methods: a Monte Carlo (MC) based one, where
electrons are treated as classical particles, and time-dependent density functional theory (TDDFT),
where electrons are described quantum-mechanically. We observe that the linear dependence of
electron emission on deposited energy, emerging from MC simulations, becomes sublinear and closer
to the TDDFT values when the electrostatic interactions of emitted electrons with graphene are
taken into account via complementary particle-in-cell simulations. Our TDDFT simulations show
that the probability for electron capture decreases rapidly with increasing ion velocity, whereas
secondary electron emission dominates in the high velocity regime. We estimate that these processes
reduce the amount of energy deposited in the graphene layer by 15% to 65%, depending on the ion
and its velocity. This finding clearly shows that electron emission must be taken into consideration
when modeling damage production in two-dimensional materials under ion irradiation.

I. INTRODUCTION

Two-dimensional (2D) materials promise a myriad
of new applications such as ultracompact electronics,1

nanosensors of unprecedented performance,2,3 and wa-
ter desalinators,4–6 among others. These applications
cannot be realized with traditional, oftentimes low-
precision, manufacturing techniques and require new,
high-precision tools for modification of 2D materials. In
this respect, swift heavy ions (SHI), i.e. ions heavier than
carbon with energies above 100 keV per nucleon, were
shown to modify materials on the nanometer scale.7 This
feature makes this type of irradiation promising for tai-
loring single-layer materials.
To date, there have been only few studies on the effects

of SHI irradiation in 2D materials. For example, experi-
ments with SHIs under grazing incidence showed appear-
ance of micron-size defects in graphene8 and MoS2.

9 Un-
der normal incidence, the regions affected by ions are
much smaller, on a few nanometer scale.
These defects can be identified in graphene with

Raman spectroscopy.10 This technique is sensitive to
changes in the bonding environment of carbon atoms;
however, it is not capable of resolving the nature and
structure of the defects. Moreover, high reactivity of the
induced defects in graphene with air molecules limits the
use of ex-situ imaging techniques for accurate analysis of

the damage size.

Atomistic simulations can be used to bypass these limi-
tations of imaging techniques in 2D materials. For exam-
ple, molecular dynamics (MD) simulations of SHI irradi-
ation of graphene suggested that SHIs produce pores in
this single-layer material.10 Moreover, the size of the sim-
ulated pores showed the same trend as the corresponding
experimental Raman signal. The same technique eluci-
dated the role of a substrate in damage formation in the
irradiated graphene11 and the formation mechanism of
catalytic sites in MoS2 by SHIs.12 These studies gave
valuable insights into how 2D materials respond to SHI
irradiation, although the models used to simulate SHI im-
pact were based on approaches developed for bulk ma-
terials. In order to improve the accuracy of theoreti-
cal predictions, it is necessary to understand and include
surface-specific processes, that despite not being critical
in bulk, might significantly affect the dynamics in 2D
materials.

In bulk materials, highly energetic ions excite electrons
along their trajectories, generating primary energetic δ-
electrons, which propagate outwards, exciting more elec-
trons and generating an electronic cascade. These ex-
cited electrons subsequently de-excite, transferring their
energy to the atoms, which in turn may lead to defect for-
mation in the irradiated material. Despite similarities,
there are several important mechanisms in 2D materi-
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Figure 1. Schematics of the electron dynamics before (top),
during (middle), and after (bottom) the impact of a SHI in
graphene. The approximate time scale of the dynamics shown
here is on the order of femtoseconds.

als that are different from those in bulk (see schematics
in Fig. 1). First, the excitation modes of 2D materi-
als can differ from their bulk counterparts, which can
influence energy deposition.13 Also, electrons excited to
high energy states during a SHI impact may escape from
the surface if their energy exceeds the barrier imposed
by the work function. This phenomenon is known as
secondary electron emission (SEE). Finally, a SHI cap-
tures electrons in bulk materials until its charge state
reaches the equilibrium value, which happens within a
few nanometers.14–17 In 2D materials, the electron cap-
ture starts as the ion approaches the target, but this pro-
cess may not have enough time to fully complete within
the material and can become disrupted upon the SHI’s
exit from the target.13 Moreover, graphene might be es-
pecially efficient at supplying electrons; Refs. 18 and 19
showed that during the impact of a highly charged ion
(HCI) up to 30 and 70 electrons are captured and emit-
ted, respectively.

SEE and electron capture may play a major role in de-
termining how the energy is deposited and redistributed
after the ion impact in 2D materials, which may con-
sequently affect defect formation. Hence, in this work
we aim to examine this hypothesis and quantify the loss
of the initially deposited energy via these processes for
different ion velocities and charge states.

To this end, we use two conceptually different simula-
tion approaches: On one hand, we employ Monte Carlo
based simulations of electron cascades, where the elec-
trons are described as classical point-like charges. On
the other, we use time-dependent density functional the-
ory (TDDFT) to describe quantum-mechanical behavior
of electrons during the impact of an energetic ion. Our
Monte Carlo simulations predict as many as 100 emit-
ted electrons during a single ion impact. We interpret
the large emission as an artifact of the simulation tech-
nique, which does not include electrostatic interactions
after emission. When taking into account electrostatic
interactions between emitted electrons and the charges

in the layer via additional particle-in-cell simulations, we
observe a significant reduction of SEE and a closer agree-
ment with the values predicted by TDDFT.
From comparing the results of both types of simula-

tions we improve the understanding of the primary mech-
anisms triggered in 2D materials by SHIs. We show that
SEE and electron capture carry away 15 – 65% of the to-
tal energy that is initially deposited by the ion in the
electronic subsystem. This reduction affects the size of
structural defects arising from irradiation, which we ex-
pect to be smaller than what is obtained for 2D materials
using bulk models that neglect SEE.

II. COMPUTATIONAL METHODS

Interaction of a SHI with the electronic subsystem is
a complex, multi-scale phenomenon that involves pro-
cesses such as electron-ion and electron-electron scatter-
ing, long-range Coulomb interactions, as well as the ex-
citation and relaxation of electrons of the SHI and the
target. To describe the physics of these processes we
use both classical and quantum-mechanical approaches.
Both of the methods have advantages and disadvantages
in the context of SHI irradiation, which we discuss in
short below.
Real-time TDDFT20–24 explicitly approximates the

quantum-mechanical electron-electron interaction and
includes the electron-ion Coulomb interaction. It has re-
cently been used to describe strong excitations in mate-
rial surfaces created by either charged particles or elec-
tromagnetic radiation,13,18,25–27 and it is able to account
for charge capture by the passing ion.13 In the context of
this work, we use TDDFT to describe (i) energy deposi-
tion by the ion in the electronic system of the target, (ii)
subsequent electron-electron scattering and electron-hole
interactions in the excited state, and (iii) emission and
capture of electrons. However, the high computational
cost of this method does not allow for simulations of very
heavy and fast ions as well as large graphene sheets. In
particular, since simulations of fast ions over several fem-
toseconds require large simulation cells, we use TDDFT
only to simulate ion impacts at relatively low velocities
≤ 4.7 atomic units.
We employed asymptotic trajectory Monte Carlo sim-

ulations with the complex dielectric function28 (MC-
CDF), where electrons are treated as point-like particles.
The physics described by MC-CDF relies on the explicit
implementation of processes of interest and the choice
of corresponding input parameters. The asymptotic MC
method has been successfully applied for decades to study
electron cascades in bulk materials29–32 and was shown to
provide a good approximation for high-velocity ions and
high-energy electron scattering in various materials. The
approximations used in this technique are less accurate
near the Bohr velocity.28,33

This method was initially developed for bulk materi-
als and its main disadvantage is that it does not include
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electrostatic forces between emitted electrons and posi-
tive charge left behind in the layer. During an ion impact,
tens of electrons are emitted within a fraction of a fem-
tosecond leaving positively charged holes in the graphene
layer. Within this very short time interval, the created
charge does not have time to equilibrate. Due to the lack
of electrostatic interactions the method can not capture
the rise of the emission barrier and consequent reduction
of the SEE efficiency caused by the transient charge in
the graphene layer.
In order to include the Coulomb interactions between

electrons and holes, we couple the MC-CDF simulations
with the particle-in-cell (PIC) method.34–36 This ad hoc
correction aims to describe the positive charge induced
in the layer by emitted electrons and the correspond-
ing increase of the barrier for electron emission due to
Coulomb interactions. Only electrons that overcome the
electrostatic barrier in PIC simulations are considered
“emitted”. Similar electrostatic approaches have been
used previously to model the barrier for electron emis-
sion in charged metallic clusters37–40 and to study the
dynamics of the emitted electrons in metals during laser
irradiation.41

In the following, we describe these techniques in detail.
Throughout this work, we use a0 for the hydrogen Bohr
radius and atomic units (a.u.) for velocities, where 1 a.u.
is the electron velocity in the first Bohr orbit. An approx-
imate conversion from velocity in a.u. to energy in MeV
can be made through the expression E ≃ 0.05 × m

2 v
2,

where m is the ion mass in Dalton units and v the veloc-
ity in a.u.

A. Time-dependent density functional theory

We performed real-time time-dependent density
functional theory simulations using the Qbox/Qb@ll
code42,43 to propagate the time-dependent Kohn-Sham
equations,20,21,44,45

i~
∂

∂t
φi(r, t) =

{

−
~
2∇2

2m
+ V̂ext(t) + V̂s[n(r, t)]

}

φi(r, t), (1)

in real time. Eq. (1) governs the dynamics of the elec-
tronic system, where r describes the spatial coordinate of
electrons at time t, φi(r, t) are Kohn-Sham states repre-

senting single-particle orbitals, V̂ext(t) describes the ex-

ternal potential due to the ionic system, and V̂s[n(t)] in-
cludes the Hartree electron-electron interaction and the
quantum-mechanical exchange-correlation potential as a
functional of the electron density n(r, t).
We used a plane-wave cutoff energy of 100 Ry and

the adiabatic local density approximation (ALDA)45,46

for exchange and correlation. The time-dependent exter-
nal potential V̂ext(t) is described by local and non-local

parts of a pseudopotential, including the fast-moving pro-
jectile ion. Explicitly describing all electrons in the sys-
tem quickly becomes computationally prohibitive, and
instead we use an HSCV pseudopotential47 with four va-
lence electrons per carbon atom to describe the electron-
ion interaction. Each projectile ion is also described
by a pseudopotential (RRKJ48 in the case of Si+12 and
HSCV47 otherwise), where any occupied core states are
pseudized. While core electrons cannot be excited in
this approach, which can lead to an effective reduction
of electronic stopping at high ion velocities,49,50 the ef-
fect should be negligible for the velocities studied here,
which lie well below the ∼13.5 a.u. threshold velocity51

at which an incoming ion could excite electrons across
the 370 eV energy gap between 1s and 2s electrons in
carbon.52,53

Fully converged ground-state Kohn-Sham wavefunc-
tions from density functional theory54 for graphene were
used as the initial condition for real-time propagation.
In the ground state calculation, the atomic forces were
relaxed to less than 2 meV/Å. Large simulation cells con-
taining 112 carbon atoms and 150 a0 (400 a0) vacuum
were needed to converge total charge transfer, including
SEE and charge capture, to within 4% for projectile ions
with velocities of v < 2 a.u. (2 a.u. < v < 5 a.u). H+,
He2+, Si4+, Si12+, and Xe8+ were used as projectile ions
in our simulations.

The Enforced Time Reversal Symmetry (ETRS)
integrator43,55 with a time step of 1 atto-second was used
to evolve time-dependent Kohn-Sham equations, Eq. (1),
for the electronic system because of its exceptional nu-
merical accuracy for simulations of extended systems over
thousands of time steps.13,56 In the beginning of the time-
dependent simulation, each projectile ion starts 25 a0
away from the graphene layer; it approaches and tra-
verses the graphene at a constant velocity along a normal
trajectory (see inset of Fig. 3). Graphene nuclei are held
at fixed positions because the few-fs time-scale of the
simulations is too short for them to move appreciably.
As the projectile ion moves, we compute instantaneous
electronic stopping S(x) from Hellmann-Feynman forces
acting on it. Similar to the approach of Ref. 57, we then
average S(x) over the graphene thickness, taken as the
inter-layer separation in graphite of 6.33 a0.

58 The energy
deposited in the graphene is simply given by the product
of this average stopping power and the layer thickness.

SEE yields are determined by integrating the electron
density n(r, t) over the volume outside the graphene and
subtracting the number of electrons captured by the pro-
jectile ion, which is calculated using the orbital fitting
technique described in Ref. 13. Since the electron density
decreases exponentially away from the graphene sheet
into vacuum, there is no well-defined boundary between
graphene and vacuum. Here, we define the region outside
10.5 a0 on either side of the graphene plane as outside
of graphene. With this choice, only 5 × 10−6 electrons
lie within the vacuum region initially. These techniques
often produce non-intenger values for electron emission
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and capture, which can be interpreted as expectation val-
ues. Finally, we perform a time of flight analysis23 on
the electron density to calculate kinetic energy spectra
of emitted electrons.
We stop the time propagation when electrons emitted

from each side of the graphene merge across the periodic
boundary in order to avoid unphysical results. Thus,
the computational limitations in cell size ultimately re-
strict the simulation length to a few fs. Nevertheless,
since the graphene charge plateaus within this time (see
Fig. S4 of the Supplemental Material59) and is converged
with respect to vacuum size, this short simulation time
is enough to capture the electron emission and electron
capture processes in the material.

B. Monte Carlo simulations

We also simulate the interaction of an incident ion with
the target using a Monte Carlo model, which describes
the propagation of individual particles according to the
asymptotic trajectory event-by-event approach (see e.g.
Ref. 60), as implemented in the TREKIS code. All de-
tails of the model assumptions, cross section parameters,
and numerical aspects of TREKIS were thoroughly de-
scribed in Refs. 28 and 61. The surface barrier model
for electron emission used in the code was presented in
Ref. 62, together with benchmarks and comparisons with
available data for bulk materials. These simulations are
predictive, since all parameters are determined a priori,
based on experiments and ab-initio simulations.28,61 Ac-
cording to the Bohr criterion,63 however, this is strictly
valid only for projectile ions with velocities higher than
2Z
v

≤ 1.
Within the MC formalism, the target is assumed to be

a homogeneous arrangement of atomic nuclei screened
by their respective electron shells, and different types of
moving particles (SHI, electrons, holes) travel inside it
until they reach a sampled site of interaction. Their free
flight distance d is sampled according to the Poisson dis-
tribution

d = −λ ln(γ) (2)

λ = 1/(Natσ) (3)

where λ is the mean free path, γ is a random number
within the interval [0, 1], Nat is the atomic density of the
target, and σ is the scattering cross section as discussed
for the different particle types below.
The moving particles can interact within the material

either elastically or inelastically. In elastic collisions, the
particle transfers energy directly to the screened atomic
nuclei, while in inelastic ones, it transfers energy to an
electron. When an electron is excited, it leaves a hole in
the core shell or in the valence band at the impact site.
The energy transferred in each inelastic collision is deter-
mined via an additional MC sampling step by evaluating
the partial ionization cross sections for valence bands and
core shells. If ionization of the valence band was chosen,

the energy level from which an electron is excited is de-
termined according to the electron density of states of
the target. If the ionization of a core shell is to take
place, the energy level is chosen amongst the atomic core
shells. The scattering event affects the energy and mo-
mentum of the moving particle, and the energy lost by
it is divided between the created electron and hole, en-
suring energy conservation. Momentum conservation de-
termines the scattering angle of the new particles, while
the azimuthal component of the momentum transfer di-
rection is selected randomly.
In the SHI regime, the ions interact with materials

mainly inelastically, depositing energy in the electronic
subsystem, whereas the probability of collision with the
atomic nuclei in the target is negligibly small. Hence, in
our model we focus only on the inelastic collisions of ions.
Electrons generated via inelastic scattering of the ions
start their own trajectories. These electrons can inter-
act both elastically and inelastically inside the material
and might create more electron-hole pairs. Both types of
interactions are taken into account in our simulations ac-
cording to their respective cross sections. Holes interact
with the screened atomic nuclei in the target only elas-
tically and do not excite electrons directly. Note that in
this approach, all the three particle types are scattered
only by the atomic and electron system in the target and
do not interact between themselves.
The scattering cross sections in Eq. (3) are derived

from different models depending on the type of interac-
tion. In order to model elastic scattering of excited elec-
trons and valence band holes, where the carrier trans-
fers kinetic energy to an atomic nucleus without excit-
ing new electrons, we use the Mott scattering cross sec-
tion with the modified Moliere screening parameter.60

Inelastic scattering is modeled for SHI and electrons us-
ing linear response theory based on the complex dielec-
tric function (CDF) ε(ω, q). This formalism accounts for
collective effects within the electronic system of the tar-
get, beyond the atomic approximation.28,61 The inelastic-
scattering differential cross section is determined by the
expression

d2σ

d(~ω)d(~q)
=

2(qeff(ν, Z)e)2

nπ~2ν2
1

~q
Im

[

−
1

ε(ω, q)

]

, (4)

where Im
[

− 1
ε(ω,q)

]

is the loss function of the material, ω

and q are energy and momentum transfer to the excited
electrons, and v and qeff are velocity and effective charge
of the particle . The effective charge qeff(ν, Z) is given
by the Barkas formula30 for ions (see Eq. (S7) and Fig.
S1 in the Supplemental Material59) , while it is set to −1
for electrons.
In addition to scattering elastically as described above,

core holes created by inelastic scattering events can decay
via either Auger or radiative emission processes. These
events are determined based on the relative characteris-
tic times of both processes, taken from the 2017 Elec-
tron Photon Interaction Cross Sections (EPICS-2017)
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database,64 which combines experiments and ab-initio
simulations, wherever available. Emitted Auger electrons
are considered secondary electrons and modeled in the
same way as described above. We do not observe any
photons created in our simulations.

After sampling a free flight distance and collision or
decay event, we repeat this procedure and continue sim-
ulating the trajectory of each particle generated. Since
the time frame of these simulations is too short for any
significant change in the target structure, all cross sec-
tions remain constant throughout the simulation. We
stop tracking ions and electrons when they leave the tar-
get or the simulation box and holes are instead reflected
at the target boundaries. We also stop tracking electrons
when their energy drops below a cut off energy, chosen
here as the work function of graphene, 4.6 eV.65 We sim-
ulate these electron cascades for 2 fs, which is sufficiently
long to observe saturation of electron emission, which oc-
curs within the first femtosecond after a SHI impact (see
Fig. S4 in the Supplemental Material59). The MC sim-
ulations were repeated 1000 times for each ion to obtain
statistically reliable results.28,61 We note that the simu-
lation results converged already after 100 runs, with the
accuracy of extracted quantities improving only by 1%
after completion of all 1000 independent runs.

In our simulations, we used material-dependent ion-
ization energies66 as an input to compute the ionization
cross sections. The electron mass was set to the mass of
a free electron and the hole mass was calculated from the
density of states of graphite.61,67 In addition, optical data
for graphite68 was employed to construct the CDF.28 The
choice of graphite parameters was motivated by the limi-
tations of the TREKIS code,28,61 originally developed for
bulk materials. In the Supplemental Material59 (see Fig.
S2) we show that our results do not change significantly
when we use the A-A stacked graphite density of states
(DOS), which is similar to the DOS of graphene,10 in-
stead of the experimental graphite DOS. Therefore, we
chose to use the experimental DOS of graphite for con-
sistency with the CDF. The MC-CDF framework used
here also relies on the 3D CDF formalism. In Fig. S10 of
the Supplemental Material59 we compare the behavior of
the inelastic mean free path of electron-electron interac-
tions based on the cross sections obtained with 2D and
3D formalisms, and we see that the inelastic mean free
path is very similar in both cases.

These MC-CDF simulations provide transient radial
distributions of the density and energy of excited elec-
trons, of holes in the valence band, and in the core shells.
They also provide the energy transferred to the atomic
system of the target and the kinetic energy spectra of
electrons emitted from the surface. However, for mov-
ing particles with velocities lower than and up to ap-
proximately the Bohr velocity v0, the method becomes
unreliable since the CDF formalism is based on linear re-
sponse theory, i.e. first order perturbation theory, which
breaks down at low velocities.33 Due to this limitation,
we performed the MC-CDF simulations for ions with ini-

tial velocity above 1.8 a.u. We also note that inelastic
electron scattering can be described accurately only at
electron energies above ∼40 eV, where the first Born ap-
proximation applies.61

C. Particle-in-cell simulations

We couple the MC-CDF simulations with the particle-
in-cell (PIC) method34–36 to include the effect of long-
range electrostatic electron-electron and electron-hole in-
teractions on the behavior of the emitted electrons. The
PIC simulations follow the evolution of the electric field
around the impact point, which is generated by the elec-
tron emission. This field, in turn, affects self-consistently
the trajectories of the electrons in vacuum. Since mag-
netic fields are negligible, electrons are subject only to
the electric component of the Lorentz force, which is cal-
culated iteratively at each time step solving the Poisson’s
equation by a finite-element method (FEM).
In PIC, electrons are treated as elements of a contin-

uous fluid in the phase space, which is then described
by hydrodynamics. In hydrodynamics, the number of
particles is generally too large to be simulated explicitly,
therefore the fluids are described by particle density and
velocity distribution. The phase space in PIC simula-
tions is divided into superparticles (SPs), whose number
must be large enough to describe accurately the density
and velocity distributions of the electrons. In our simu-
lations, we used 105 SPs to model the electron dynamics.
Since the number of emitted electrons in the MC-CDF
simulations is rather small, to use the hydrodynamic ap-
proach, we assigned to each SP only a fractional number
of electrons, similarly to Ref. 69. The weight of each SP
was chosen to be wSP=nemit × 10−5, where nemit is the
number of emitted electrons. The movement of electrons
is then described using the trajectory of each SP, which
is tracked by solving numerically Newton’s equation of
motion with a time step of ∆t=0.001 fs. This allows for
total simulation times between 7.5 fs for heavy ions and
up to 90 fs for lighter ions with the convergence criterion
of 0.3%.
Due to rotational symmetry around the ion path, it

is sufficient to simulate only a 2D radial cross section
of the simulation space. Moreover, we can further de-
crease the size of the cell to only one quadrant by as-
suming symmetric SEE in up and down directions with
respect to the graphene layer, as shown in Fig. 2. The
symmetric geometry is motivated by the following ra-
tionale: The TREKIS code, which we employed for the
MC-CDF simulations, gives the emitted energy spectra
and the angular distribution of the emitted electrons as
two separate outputs without giving the correlation be-
tween them. Hence, for an emitted electron of given en-
ergy, we can not determine the direction of emission or
if it leaves from the front or back surface. Since we can
not disentangle the contribution from forward and back-
ward emission, we assumed instead symmetric SEE in
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Figure 2. Different snapshots from the femtosecond real-time
evolution, computed by 2D-PIC simulations, for emitted elec-
trons from MC-CDF. Top left panel includes the simulation
setup and boundary conditions. In each panel, the graphene
sheet lies along the bottom edge and the ion travels along
the left edge. Black dots show superparticles which are used
to track positions of electrons in vacuum. The color coding
shows the electrostatic potential generated by the emitted
electrons.

both directions. We use the aggregated energy spectra
and angular distribution from both surfaces to generate
the emitted electrons, but with only half the amount of
the emitted electrons. To obtain the total magnitude of
the resulting SEE, we multiply the PIC SEE value by a
factor of two.
We note that the simplified symmetric geometry is not

fully accurate. In MC-CDF method, the SEE in the for-
ward direction is 1.3 – 1.4 times higher. The difference of
SEE in both directions calculated by TDDFT can differ
by up to two to five times. Hence, we performed addi-
tional PIC simulations where all the emission occurs from
a single surface (front). The results, shown in Fig. S5 of
the Supplemental Material,59 give us the upper bound
of the electrostatic effect, since in these simulations the
density of emitted electrons is much higher compared to
the case of symmetric emission.
In this work we use a rectangular simulation box of

10 × 10 nm2, as illustrated in the top left panel of Fig.
2. Increasing the cell size by a factor of 4 in each di-
mension only changes the emitted electron density and
emitted energy by less than 5% and 1%, respectively.
We also note that the element size in these finite-element
simulations has a negligible influence of about 0.03%.
In our simulations, we assume the graphene layer at the

bottom of the simulation box (z=0) as a perfect conduc-
tor described by a Dirichlet boundary condition at zero
electrostatic potential. This approach implicitly models

the positive charge left behind in the graphene as an im-
age charge of every emitted electron. Modeling graphene
as a perfect conductor corresponds to approximating all
the carriers in graphene as massless; Gruber et al.18 re-
ported very large electron currents in graphene during
the passage of a HCI, which supports this approxima-
tion.

Electrons that reach the bottom graphene boundary
(see Fig. 2) are counted as “recaptured” by the ma-
terial and no possible secondary cascades produced by
these electrons are considered in our model. The left-
most boundary (r=0) corresponds to the ion path and
represents a rotational symmetry axis. Electrons are re-
flected at this boundary. The top and right boundaries
in Fig. 2 assume no flux of electric field through them;
electrons crossing these are removed from the simulation
and counted as “emitted electrons.”

To represent emission of electrons, we inject a total of
N electron SPs at the bottom graphene layer at each time
step ti, with N = 1

2I(ti)∆t/wSP. The emission rate I(t)
at time t is obtained from the MC-CDF simulations (see
details in Fig. S6 of the Supplemental Material59), and
the factor of 1

2 is needed since we only explicitly simulate
one of the surfaces of graphene. Each SP is initialized at
(r=r0, z=0), with velocity (vr , vz), where r0, vr, vz are
randomly selected according to the probability density
distribution P (r0, vr, vz ; t) obtained from our MC-CDF
data. We note that we used aggregate distributions, ig-
noring any correlation between energy and angle of the
emitted electrons. By collecting the exit statistics, we
predict the fraction of electrons that are emitted far from
the graphene sheet. We perform these simulations using
the efficient 2D-axisymmetric version of the FEMOCS
framework,70,71 which has recently been extended to in-
corporate PIC.69

Representative PIC results for the electron dynamics
in the vacuum above the graphene layer are depicted in
Fig. 2. The four panels show the evolution in the sub-
femtosecond range right after impact of a 91 MeV Xe
ion. The electron density and potential energy near the
layer drop after 1 fs, when most of the electrons returned
to graphene. We also find that electron emission and re-
turn to the layer happen simultaneously and that most
of the electrons do not travel further than 3 – 5 Å from
the layer. This is illustrated in Fig. S7 in the Supple-
mental Material59 and we find that the rate of injection
and return of electrons from PIC simulations (see Fig.
S6 in the Supplemental Material59) are almost perfectly
superimposed. After only 2 fs, the potential energy has
dropped everywhere in the cell and no further evolution is
observed. This time scale agrees well with the time scale
of electron emission observed in our TDDFT simulations
(see Fig. S6 in the Supplemental Material59).

The large fraction of returning electrons in the PIC
simulations indicates that the electron energies are too
low to overcome the electrostatic barrier of the positively
charged graphene sheet. By complementing the MC-
CDF simulations with the PIC approach, we were able to
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imitate the effect of the transient change in graphene on
the electron emission barrier due to the strong electro-
static field between the electrons and the image charge
forming in the conducting graphene layer. These mech-
anisms are implicitly captured by TDDFT and the “re-
turned” electrons can dissipate their energy by exciting
electrons and/or plasmons in the graphene layer.

III. RESULTS AND DISCUSSION

A. Trajectory dependence

As described in Section II, we employed two different
approaches to simulate the impact of a SHI in graphene.
Differences between the two simulation techniques pose
challenges for comparing results. For instance, in MC-
CDF the projectile ion’s trajectory is chosen randomly in
graphene, which is represented as a random arrangement
of atoms rather than an ordered atomic lattice. Con-
versely, in TDDFT the projectile ions are simulated in a
deterministic fashion as they travel along a specific tra-
jectory through the graphene crystal. It was previously
shown that the energy deposited by an ion in graphene
depends on the impact parameter.57 In the following, we
further analyze the effect of the impact parameter on the
number of emitted and captured electrons, which are the
focus of the present study.
In Fig. 3 we report the energy deposition, electron

emission, and electron capture obtained by TDDFT for
the 25 keV H+ ion with different impact trajectories,
which are illustrated in the inset of Fig. 3. The de-
posited energy calculated by TDDFT along the O tra-
jectory agrees well with SRIM’s prediction, which is con-
sistent with the TDDFT results reported in Refs. 57 and
72. The highest and lowest electron emission and energy
deposition correspond to the trajectories traversing the
highest (F and O) and lowest (A) electron density, respec-
tively. The difference in the number of emitted electrons
between different trajectories can reach 50 – 60%, while
the deposited energy varies by up to 70%. Fig. 3 also
shows a clear correlation between SEE and the deposited
energy for different trajectories, while the number of cap-
tured electrons depends on the trajectory only weakly.
For a more detailed analysis of trajectory-dependent en-
ergy transfer, electron capture, and electron emission for
different proton velocities, we refer the reader to Ref. 73.
In the remainder of this article, we present TDDFT

results only for the most symmetric trajectory A, which
corresponds to the impact position with the lowest elec-
tron density and the smallest energy deposition and elec-
tron emission relative to the other impact parameters.
This allows us to compute lower bounds for the energy
transfer from the projectile to the electronic system of the
graphene and the number of electrons emitted after the
impact. While the high computational cost of TDDFT
simulations prevents exhaustive sampling of many impact
parameters in the same detail for other projectiles in this
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Figure 3. Number of electrons emitted (black curve), number
of electrons captured (blue curve), and energy deposited (red
curve) by a 25 keV H+ ion for different impact trajectories as
calculated by TDDFT. The red dashed line shows the energy
deposited by the same ion in a single layer (6.33 a0 thick58) of
bulk graphite as calculated with SRIM.74 The inset shows the
impact points (cyan) for the different ion trajectories normal
to the graphene (orange); point O lies at the centroid of the
gray dashed triangle.

work, our tests allow us to conclude that trajectory A
leads to energy transfer and electron emission that is at
most a factor of two smaller than other impact points.

B. Energy deposition

In Fig. 4 we compare the energy deposited in graphene
by ions of different type and velocity computed by
TDDFT and MC-CDF with results from the SRIM
database.74 We observe good agreement between the
SRIM data and MC-CDF results, which is not surprising,
considering that both models approximate graphene as a
thin slice of bulk graphite. Moreover, MC-CDF employs
the Barkas formula for the effective charge of projectile
ions,30 which was shown to give good agreement with
SRIM.28 While the agreement is particularly good for
heavy ions such as Si and Xe (see Fig. 4), MC-CDF over-
estimates the energy deposition for H ions, especially at
high ion velocities. In this regime, the MC-CDF predic-
tions are almost twice as large as the SRIM results.
In general, we observe that energy deposition in the

TDDFT calculations is lower compared to the MC-CDF
data (see Fig. 4). In some cases, this difference can be
quite large, even more than an order of magnitude (see
e.g. Si ions with velocity > 2 a.u.). The discrepancy can
be partially explained by the difference in the impact
parameters used in the MC-CDF and TDDFT simula-
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Figure 4. Energy deposition in graphene for different pro-
jectile ion species and velocities. Results from TDDFT (dia-
monds), MC-CDF (solid curves), and SRIM (circles) are com-
pared. The text annotations correspond to the initial charge
states of the ions in TDDFT; the MC-CDF calculations use
an equilibrium effective charge given by the Barkas formula.30

tions: As discussed in Section III A, these TDDFT sim-
ulations were performed along trajectory A (see Fig. 3
inset), which corresponds to the lowest electron density,
while MC-CDF predictions represent an average over all
possible impact parameters.

In addition, the charge state of the projectile ion, which
may change as the ion captures and loses electrons while
traversing the graphene, affects the electronic stopping.
In TDDFT simulations, only the initial charge state is
fixed and the charge dynamics are taken into account
implicitly. The ion velocities in this study, however, are
rather high, and in most cases the ion does not spend
sufficient time inside the layer to reach an equilibrium
charge state. Hence, the energy deposition still depends
strongly on the initial charge state of the ion. This is
clearly illustrated in Fig. 4, where we compare the energy
deposition calculated in TDDFT for Si ions with 2.92 a.u.
of velocity and initial charge states q=+4 and q=+12.
We find that the energy deposition of the initially q=+12
ion is ∼20 times higher.

In the MC-CDF simulations, on the other hand, ions
assume the equilibrium charge state (actual values shown
in Fig. S1 of the Supplemental Material59) from the be-
ginning of the simulation. As shown in Fig. 4, the energy
deposition obtained in MC-CDF simulations for Si with
2.92 a.u. of velocity (effective charge state 5.2) falls be-
tween the values obtained in TDDFT for the two different
initial charge states. We note, however, that the concept
of effective charge state is employed as an ansatz in MC-
CDF and other linear models75,76 in order to reproduce
accurately the stopping power measured experimentally
in bulk materials. Therefore, the value of the effective
charge itself, does not have to necessarily reproduce the
actual charge state of the moving ion inside of the mate-
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Figure 5. Normalized kinetic-energy spectra of the secondary
electrons emitted from graphene after impact by a) H+ 80
keV, b) Si+4 15 MeV. TDDFT with (green) and without (red)
captured electrons is compared to MC-CDF before (blue) and
after (orange) including PIC simulations. MC-CDF results
were computed with the Barkas effective charge.30

rial.
While similar TDDFT simulations have shown that

highly charged ions such as Si+12 do not equilibrate
within a single layer of material,17 the lack of experimen-
tal measurements of the energy deposition in graphene
does not allow us to determine which of the model pre-
dictions is more accurate.

C. Electron emission from graphene

1. Energy spectra of emitted electrons

In MC-CDF the kinetic-energy spectra of emitted elec-
trons can be obtained from the energy statistics of all
emitted electrons. To extract this quantity in TDDFT,
we instead apply a time-of-flight analysis23 to compute
the spectrum from the time-dependent electron density.
We average the TDDFT spectra calculated for forward
and backward emission in order to enable comparison
with MC-CDF and MC-CDF+PIC.
The TDDFT energy spectrum of the emitted electrons

for the 80 keV H+ in Fig. 5a features a prominent peak
at electron energies of ∼44 eV, which corresponds to the
same electron velocity as that of the impacting proton.
A similar, though less pronounced peak appears at elec-
tron energy ∼290 eV for the 15 MeV Si+4 ion, but lies
beyond the scale shown in Fig. 5b. The electrons consti-
tuting these peaks are largely localized around the ion,
indicating that they have been captured by it. Some of
these electrons may be bound only weakly, e.g. in Ry-
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dberg or continuum states of the ion, and, hence, they
could easily detach eventually.77 Such weakly bound elec-
trons which later detach into the vacuum would appear
in experimentally measured SEE spectra; these are com-
monly referred to as convoy electrons.78 On the contrary,
captured electrons that are more strongly bound to the
ion would not be detected in measured SEE spectra.

Since the simulation time of the TDDFT calculations
is only a few fs, we cannot distinguish between “convoy”
and “captured” electrons and, hence, we consider all elec-
trons which left with the exiting ion “captured”.

Because MC-CDF does not include electron capture
processes, this peak is not present in the energy spectrum
calculated by this model.

To enable consistent comparison between the MC-CDF
and TDDFT results, we manually remove the peak be-
tween 32 and 60 eV from the TDDFT spectrum for the
80 keV H+ ion, linearly connecting the probability val-
ues right before and after the peak and re-normalizing
the distribution to unity.

We find that the normalized TDDFT and MC-CDF
spectra compared in Figs. 5a and 5b follow a similar trend
at high electron energies (& 40 eV). The agreement be-
tween the TDDFT and MC-CDF spectra for the 80 keV
proton further improves after the electron capture peak
is removed from the TDDFT spectrum. Moreover, we see
that the agreement between TDDFT and MC-CDF spec-
tra for Si+4 ions improves significantly for high energy
SEE (& 60 eV) when the MC-CDF method is coupled
with PIC to include electron-electron and electron-hole
electrostatic interactions for the emitted electrons. The
same correction produces a less visible effect in the H+

spectrum, which can be explained by the less efficient
SEE for this ion (see Fig. 6a) and the corresponding re-
duction in the corrections introduced by PIC.

At low energies, below about 10 – 40 eV, however, the
comparison between the spectra is poor. In this energy
regime, the TDDFT spectra show a trend of increasing
electron emission towards lower energies for both ions,
whereas the MC-CDF and MC-CDF+PIC spectra ex-
hibit a maximum at < 20 eV. The different behavior
of the SEE spectra obtained with TDDFT and MC-
CDF+PIC at low energies may be partially explained by
the short time scales of the TDDFT simulations, which
make it difficult to distinguish between low-energy emit-
ted electrons and excess electrons in the vicinity of the
graphene surface and could lead to overestimation of low-
energy emission. Moreover, the cross sections of inelastic
electron scattering and inelastic mean free path (IMFP)
adopted in the MC-CDF approach (see Fig. S10 in the
Supplemental Material59) are not sufficiently accurate at
low energies61 (. 40 eV), which may also affect the low-
energy MC-CDF SEE spectra. Finally, the electrostatic
interactions between the impacting ion and electrons in
the graphene are not included in either of our MC-CDF
models, but they may also transiently reduce the emis-
sion barrier as the positively charged ion attracts elec-
trons.
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Figure 6. a) Number of emitted secondary electrons in
TDDFT (diamonds), MC-CDF (solid curves), and MC-
CDF+PIC simulations (dots). The TDDFT calculations used
the initial charge states indicated beside the data points, while
the MC-CDF(+PIC) calculations employed the Barkas effec-
tive charge.30 b) Electron emission vs. energy deposited in
TDDFT (green), MC-CDF (orange), and MC-CDF+PIC sim-
ulations (blue) for Si projectile ions with v=2.92 a.u. The
TDDFT calculations used the initial charge states indicated
beside the data points, while the MC-CDF(+PIC) calcula-
tions employed effective charge states in ascending order from
+1 to +9.

2. SEE dependence on ion velocity and charge state

As discussed in Sec. III B, the ion species, velocity, and
charge state affect the energy deposition (see Fig. 4), and
the energy deposition in turn is typically correlated with
SEE.79 In the following, we analyze how these properties
of the projectile ion affect the SEE process. In Fig. 6a
we show the number of emitted electrons for different
impacting ions as calculated with the different methods.
We see that the total number of emitted electrons for a
given ion velocity increases with the charge state of the
ion in both TDDFT and MC-CDF.
The TDDFT results in the velocity range v < 2 a.u.

show an increase of the number of emitted electrons with
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the ion velocity for all the studied ions except for H+.
The SEE of the latter peaks at v = 1 a.u. The results
for the ions with v > 2 a.u. were obtained only using
MC-CDF and MC-CDF+PIC methods. These results
show that both light ions, H+ and He+2 emit less elec-
trons with increasing velocity. According to the MC-
CDF+PIC results, the SEE of Si ions reaches the peak
at v = 3.5 a.u., while no peak is observed for Xe ions, at
least, in the range of velocities studied here. Based on
these results, we infer that SEE does not increase mono-
tonically as a function of ion velocity, but instead, at
a certain velocity, which depends on the ion mass and
charge state, SEE reaches its maximum and starts de-
creasing. The velocity corresponding to the maximal
SEE seems to increase with the ion charge state.

3. Comparison between TDDFT, MC-CDF and
MC-CDF+PIC

Due to the high computational costs associated with
the large simulation cells required to model fast ions im-
pacts, TDDFT calculations were mainly performed at
low ion velocities. The approximations underlying the
MC-CDF model at these velocities are not valid, hence,
the direct comparison of the results obtained with both
methods is difficult. To enable this comparison, we chose
the Si+4 ion and performed an additional set of TDDFT
simulations for a wider range of velocities, which overlaps
with the MC-CDF results. The results presented in Fig.
6a show that the SEE predicted by TDDFT is much lower
than that predicted by MC-CDF at the same velocities.
Even though we did not perform similar high-velocity
simulations for the rest of the ions, we see that the SEE
at the highest studied velocity in TDDFT is much lower
than the SEE obtained for the lowest possible velocity in
the MC-CDF method. This clearly indicates that MC-
CDF method overestimates efficiency of SEE compared
to TDDFT.
In the following, we quantitatively discuss two possi-

ble reasons for the discrepancy between the MC-CDF
and TDDFT results: (i) the charge state of the ion in
MC-CDF is fixed to the effective equilibrium value in
bulk, whereas in TDDFT it evolves dynamically as the
ion traverses the layer; (ii) the electrostatic interactions
of all charged particles are implicitly taken into account
in TDDFT, but not in the MC-CDF approach.
Since the results in Sec. III C 2 suggest that SEE de-

pends on the charge state of the ion, we performed an ad-
ditional TDDFT simulation for a Si+12 ion with v=2.93
a.u. and found much higher SEE than that produced by
the same ion with the lower charge state, Si+4. Yet,
when we compare the SEE obtained with both methods,
we see that the SEE produced by the ion with higher ini-
tial charge state Si+12 is still below the result obtained
with the MC-CDF approach only (compare the green di-
amonds and the green solid line in Fig. 6a).
As previously mentioned, this large discrepancy be-

tween methods might be due to the lack of electrostatic
interactions in MC-CDF. We approach this problem by
coupling the MC-CDF model to PIC simulations as de-
scribed in Section II C. This allows us to follow explicitly
the dynamics of the emitted electron cloud (see Fig. 2
and Fig. S4 in the Supplemental Material59) and its at-
tractive interaction with the charge induced in the layer.
We show that overall the SEE obtained by the combined
MC-CDF+PIC method agrees with the TDDFT data
better (see the dotted lines in Fig. 6a), although the MC-
CDF+PIC SEE data points are still persistently higher
than the TDDFT ones. The PIC simulations compen-
sate for the lack of electrostatic effects only a posteriori,
so the possible effects of electrostatic interactions on SEE
before and during the ion impact are still missing. More-
over, the differences in impact parameter and ion charge
states still affect the TDDFT and MC-CDF results and
do not allow a one to one comparison between methods.
The reduction of SEE achieved due to the use of PIC

simulation is, however, remarkable. It is particularly vis-
ible for the heavier ions, such as Si and Xe. The num-
ber of emitted electrons in these simulations was reduced
by a factor of two and five, respectively. Moreover, for
the lighter ions the correction introduced by PIC is less
significant. This may be explained by fewer number of
emitted electrons by these ions, since for low SEE, the
electrostatic correction introduced by PIC is negligible.

4. SEE dependence on energy deposition

Surprisingly, the SEE calculated for Si+12 with the ve-
locity of 2.92 a.u. matches very well with the result of
the combined MC-CDF+PIC method (see a single dia-
mond data point marked as q=+12 in Fig. 6a). The close
agreement of this result with MC-CDF+PIC is likely to
be explained by the higher energy deposition value com-
pared to Si+4 ion, since as we saw in Fig. 3, TDDFT sim-
ulations seem to show a correlation between SEE and en-
ergy deposition. Strong correlation between the stopping
power and the number of emitted electrons has already
been established for bulk materials,79–82 where secondary
electron excitation and emission rates were found to be
roughly proportional to stopping power.
In Fig. 4 we showed that the value of the energy de-

position is sensitive to the charge state of the ion. We
analyze in Fig. 6b the correlation between the number of
emitted electrons and the energy deposited in the layer by
the passing ion as calculated by all three methods. The
data shown corresponds to the Si ion with v=2.93 a.u.
The TDDFT data is the same as in Fig. 6a, however, we
performed additional MC-CDF and MC-CDF+PIC sim-
ulations with fixed ion effective charge values between
q=+9 and q=+1 in descending order. Both impact pa-
rameter and charge state of ions affect the amount of
energy deposited by the ion and, consequently, the elec-
tron emission. By analyzing the electron emission as a
function of energy deposition directly, we can exclude the
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effect of both factors and compare the TDDFT and MC-
CDF results, avoiding the uncertainty that arises from
the definition of impact parameter and ion charge state.
In Fig. 6b, we see that Si+4 and Si+12 in TDDFT de-

posit as much energy along the trajectory A (see Fig.
3) as the Si ions in MC-CDF+PIC with a random im-
pact parameter and the reduced effective charge state:
. +2 and . +8, respectively. At the same time, both
TDDFT data points fit very well within the dependence
of the SEE on the deposited energy, obtained in the MC-
CDF+PIC simulations.
In Fig. 6b we observe a linear growth of SEE with the

deposited energy as calculated in MC-CDF. The SEE in
these calculations reaches as high value as 70 electrons
per ion in the studied range of ion charge states. How-
ever, this efficiency is significantly reduced after the cor-
rection is introduced by the PIC simulations (blue dots in
the figure), and the emission values become much closer
to those obtained in TDDFT (green dots).
Despite the better agreement, we see that the SEE for

Si+12 in TDDFT is still slightly lower than that calcu-
lated in MC-CDF+PIC for the same energy deposition
values. We remind here that the electron emission in PIC
was simulated as symmetric, i.e. equal in forward and
backward direction. This simplification is compatible
with MC-CDF observations, where SEE was only 30-40%
higher in the forward direction compared to backward;
in TDDFT however, we observe the emission mainly in
the forward direction. As one can see in Fig. S5 of the
Supplemental Material,59 the emission in MC-CDF+PIC
is further reduced by up to 30% when all electrons are
assumed to leave graphene from the same surface. There-
fore, the difference in SEE seen in Fig. 6b for Si+12 may
be explained by the different preferential emission direc-
tion in the models.
We observe in Fig. 6b a saturation tendency for

SEE with increase of the deposited energy for both the
TDDFT and the MC-CDF+PIC simulations, while it is
not observed for the pure MC-CDF simulations. This
result differs from the approximately linear behavior of
SEE vs. deposited energy observed for bulk materials.79

This behavior in bulk is explained by the linear propor-
tionality between the stopping power and the generation
rate of secondary electrons.82 While the model works well
for bulk materials, it does not include the electrostatic in-
teractions between the emitted electrons and the material
surface. These interactions explain the sublinear behav-
ior of SEE with the deposited energy, which we observed
in both TDDFT and MC-CDF+PIC simulations.

D. Energy removal from the layer by SEE and

electron capture

In this section we take a deeper look at the proportion
of captured and emitted electrons, and we investigate the
amount of energy carried away from the layer by each of
these processes. Since in TDDFT the electronic struc-
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Figure 7. a) Number of electrons emitted and captured in
TDDFT for Si+4 ions of varying velocities. b) Total energy
deposited and dissipated via electron emission and electron
capture for Si+4 ions of varying velocities in TDDFT simula-
tions.

ture of the impacting ion and graphene enter the calcu-
lations directly, all electrostatic interactions between ions
and electrons are also taken into account. By analyzing
TDDFT calculations of the electronic excited states in
the exiting ion, we are able to disentangle the number
of captured electrons from the total number of emitted
electrons.
In Fig. 7a we show separately the number of emitted

and captured electrons as a function of ion velocity. The
results show that electron capture dominates over elec-
tron emission at the ion velocities below 1 a.u. and drops
rapidly to almost zero at 2.93 a.u., while the electron
emission steadily increases with ion velocity. However,
we note that in the velocity range 0.5 . v . 1.8 a.u., the
numbers of emitted and captured electrons are compara-
ble.
We compute the energy loss for the quantum-

mechanical electrons in TDDFT using the kinetic en-
ergy spectrum PTDDFT(E) of the electrons outside the
graphene layer. In these calculations both emitted and
captured electrons are included. The kinetic energy spec-
trum is obtained from the time-of-flight analysis of the
total electron density that escaped into vacuum. The
“total” kinetic energy is then computed as

Ekin
tot =

∫

E PTDDFT(E) dE (5)

and subdivided into the kinetic energy of captured and
emitted electrons, respectively, as

Ekin
capt =

1
2mv2ncapt (6)

Ekin
emit =Ekin

tot − Ekin
capt, (7)

where v is the ion velocity and ncapt is the number of
captured electrons.
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Figure 8. Percentage of the initially deposited energy that is
lost via electron emission in TDDFT (diamonds), MC-CDF
(solid curves), and MC-CDF+PIC (points). The text annota-
tions indicate the initial charge states of the ions in TDDFT;
the MC-CDF calculations use the equilibrium effective charge
state given by the Barkas formula.30

In Fig. 7b, we show the TDDFT results for the total
energy deposited by the Si4+ ion (referred as ”total” in
the legend) and the kinetic energy that is taken away by
the emitted and captured electrons separately, as given
by Eq. (5) – (7). The results show that in the velocity
range below 1 a.u., i.e. when electron capture dominates,
the combined energy loss from both processes is as high
as 40% of the total deposited energy. With velocity in-
crease, the electron capture becomes negligible and most
of the energy is lost via electron emission.

Finally, we show in Fig. 8 how much of the energy
initially deposited by an ion into the graphene layer is
lost in the electron emission processes as computed using
TDDFT, MC-CDF, and MC-CDF+PIC. In this graph we
see that the TDDFT simulations predict that 15 – 40%
of the energy deposited by an ion with the velocity ≤ 1.8
a.u. is subsequently emitted from graphene. In the high
velocity range (v ≥ 1.8 a.u.), the MC-CDF simulations
show a deposited energy loss of up to 70%. The PIC
correction reduces significantly this percentage, at least,
for heavy ions, however, in the velocity range (v ≃ 1.8
a.u.) where MC-CDF+PIC and TDDFT data should
meet, the difference between both methods is still about
10-20%. The only high velocity data points in TDDFT
correspond to the Si+4 ion. The energy emitted by this
ion is as high as 45 – 60% of the initially deposited energy
and is comparable to the MC-CDF+PIC predictions for
the same ion.

Overall, Fig. 8 shows that both TDDFT and MC-
CDF+PIC predict that lighter ions with lower stopping
powers cause greater fraction of energy loss via elec-
tron emission. This trend can be understood in terms
of the electrostatic barrier for emission. The higher en-
ergy deposited by higher charge ions is associated with

a larger number of emitted electrons (see Fig. 6b), in-
creasing the electrostatic barrier for electron emission.
Assuming similar energy distributions for the initially ex-
cited electrons, a lower percentage of excited electrons is
then capable of overcoming the higher barrier and escap-
ing the material after heavy ion impacts, leading to a
lower percentage of initially deposited energy dissipating
via electron emission. This interpretation is further sup-
ported by the difference in behavior between MC-CDF
and MC-CDF+PIC: the percentage of deposited energy
lost to electron emission in MC-CDF is not sensitive to
ion charge, indicating that the electrostatic interactions
introduced by PIC are responsible for the stronger reduc-
tions in lost energy for heavy ions.

In summary, our results clearly show that electron
emission and electron capture dramatically reduce the
energy effectively deposited in graphene by the energetic
ion. This reduction is expected to affect the size and mor-
phology of the defects created by the ions and must be
taken into account when modeling SHI impacts on single
layer materials.

IV. CONCLUSIONS

In this work we studied the electron dynamics triggered
in graphene by swift heavy ions. We simulated the swift
heavy ion impacts using both a quantum-mechanical ap-
proach, i.e. the time dependent density functional theory
(TDDFT) method, and a classical approach by means of
the Monte-Carlo method employing the complex dielec-
tric function formalism (MC-CDF), where electrons are
approximated as point-like particles.

Our Monte Carlo simulations resulted in a large num-
ber of emitted electrons. This number, however, was
reduced significantly when electrostatic interactions be-
tween emitted electrons and holes in the graphene layer
were taken into account via additional particle-in-cell
(PIC) simulations. The best agreement between meth-
ods was observed when we plotted the number of emitted
electrons against the deposited energy. We observed a
sublinear dependence of the electron emission on the en-
ergy deposition, which differs from roughly linear scaling
reported previously for bulk materials.

The energy carried away by emitted electrons resulted
in a 15 – 40% reduction of the effective energy deposition
in our TDDFT simulations at low velocities v < 1.8 a.u.
At higher velocities v > 2 a.u., this fraction increased
to 40 – 70%, which we observed in both TDDFT and
MC-CDF+PIC simulations. Moreover, our simulations
showed that light ions lose greater fraction of deposited
energy to the emission processes than the heavy ions.

These findings suggest that defects created by swift
heavy ions in 2D materials might be smaller than those
created by the same ions in their bulk counterparts. We
expect this reduction to be more pronounced for ions of
low charge state and ion mass.
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41 J. Zhou, A. A. Correa, J. Li, S. Tang, Y. Ping, T. Ogitsu, D. Li, Q. Zhou, and J. Cao, Phys. Rev. E 90, 041102 (2014),

URL https://link.aps.org/doi/10.1103/PhysRevE.90.041102 .
42 E. W. Draeger and F. Gygi, Qbox code, qb@ll version (2018), Lawrence Livermore National Laboratory, URL

https://github.com/LLNL/qball.
43 E. W. Draeger, X. Andrade, J. A. Gunnels, A. Bhatele, A. Schleife, and A. A. Correa, Journal of Parallel and Distributed

Computing 106, 205 (2017).
44 V. Peuckert, J Phys. C 11, 4945 (1978).
45 A. Zangwill and P. Soven, Physical Review Letters 45, 204 (1980).
46 A. Zangwill and P. Soven, Physical Review B 24, 4121 (1981).
47 D. Vanderbilt, Physical Review B 32, 8412 (1985).
48 A. M. Rappe, K. M. Rabe, E. Kaxiras, and J. D. Joannopoulos, Physical Review B 41, 1227 (1990).
49 A. Schleife, Y. Kanai, and A. A. Correa, Physical Review B 91, 014306 (2015).
50 R. Ullah, E. Artacho, and A. A. Correa, Physical review letters 121, 116401 (2018).
51 A. Lim, W. Foulkes, A. Horsfield, D. Mason, A. Schleife, E. Draeger, and A. Correa, Physical Review Letters 116 (2016).
52 A. Kramida, Yu. Ralchenko, J. Reader, and and NIST ASD Team, NIST Atomic Spectra Database (ver. 5.7.1), [Online].

Available: https://physics.nist.gov/asd [2020, March 6]. National Institute of Standards and Technology, Gaithersburg,
MD. (2019).

53 G. W. Erickson, Journal of Physical and Chemical Reference Data 6, 831 (1977).
54 R. M. Dreizler and E. K. U. Gross, Density Functional Theory: an Approach to the Quantum Many-Body Problem (Springer-

Verlag, 1990).
55 A. Castro, M. A. L. Marques, and A. Rubio, The Journal of Chemical Physics 121, 3425 (2004).
56 K. Kang, A. Kononov, C.-W. Lee, J. A. Leveillee, E. P. Shapera, X. Zhang, and A. Schleife, Computational Materials Science

160, 207 (2019).
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