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We present here the details of a new method [A. B. Culver and N. Andrei, arXiv:1912.02956]
for calculating the time-dependent many-body wavefunction that follows a local quench. We apply
the method to the voltage-driven nonequilibrium Kondo model to find the exact time-evolving
wavefunction following a quench where the dot is suddenly attached to the leads at ¢ = 0. The
method, which does not use Bethe Ansatz, also works in other quantum impurity models and may
be of wider applicability. We show that the long time limit (with the system size taken to infinity
first) of the time-evolving wavefunction of the Kondo model is a current-carrying nonequilibrium
steady state that satisfies the Lippmann-Schwinger equation. We show that the electric current
in the time-evolving wavefunction is given by a series expression that can be expanded either in
weak coupling or in strong coupling, converging to all orders in the steady state limit in either
case. The series agrees to leading order with known results in the well-studied regime of weak
antiferromagnetic coupling and also reveals a new universal regime of strong ferromagnetic coupling

3n2

with Kondo temperature TI(<F) = De "5 PPl (J <0, p|J| = o0). In this regime, the differential
conductance dI/dV reaches the unitarity limit 262/h asymptotically at large voltage or temperature.

I. INTRODUCTION

electrons are confined to a nanoscale region and a single

In a quantum quench, the ground state of an initial
Hamiltonian H; is evolved in time by a final Hamilto-
nian Hy following a sudden change of parameters. As
this time evolution is unitary, quench calculations are
usually applied to closed systems; however, the quench
formalism can also be used to make predictions for open,
driven systems. In the case of a sudden and spatially
localized quench, the long time limit (with the system
size always large enough so that the effect of the quench
does not reach the boundaries) yields a nonequilibrium
steady state (NESS) that carries current and generates
entropy. The study of quenches that result in a NESS is
a promising direction for gaining insights into nonequi-
librium phenomena.

A simple physical quantity to characterize a quench
is the expectation value of an observable: O(t) =
(U|eHtOe=H!| W), where |¥) is the initial state and
H = Hy is the Hamiltonian that is switched on suddenly
at t = 0. Some basic questions arise: does O(t) reach
a limit as t — oo? If so, does this limit coincide with
the expectation value in the NESS state — that is, do we
have lim;_,o O(t) = <WNESS|@|WNESS) ? In the case of
the electric current in the Kondo model, we answer both
questions with “yes.” The methods of calculation that
we introduce to arrive at these answers could be of wider
use.

In the nonequilibrium Kondo model, a localized quan-
tum impurity (the dot) is coupled via spin exchange to
two reservoirs of electrons (the leads). Experimentally,
this system is realized in quantum dot systems, in which
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unpaired electron acts as the impurity in the Coulomb
blockade regime [1-4].

The universal antiferromagnetic regime of the nonequi-
librium Kondo model has been studied theoretically by
a variety of approaches, including Keldysh perturbation
theory [5-7], flow equations [8], the real-time renormal-
ization group [9, 10], and the variational principle [11];
the Kondo regime has also been studied in the Anderson
model using perturbation theory [12], Fermi liquid the-
ory [13], integrability [14], time-dependent density matrix
renormalization group [15, 16], scattering Bethe ansatz
[17], dynamical mean field theory [18], quantum Monte
Carlo [19], and numerical renormalization group com-
bined with time-dependent density matrix renormaliza-
tion group [20]. A much more complete list of theoretical
works on this subject is found in the references in [11].
The strong ferromagnetic regime that we explore with
our method (and show the universality of) has received
little attention.

We consider a quench setup in which the uncoupled
system consists of Fermi seas in each lead; the difference
in chemical potentials represents an externally imposed
bias voltage. The quench at ¢ = 0 consists of switching on
the coupling to the dot, after which the system evolves
by the full Kondo Hamiltonian and an electric current
develops (see Fig. 1).

In this paper, we present a new method for calculating
the wavefunction following a local quench, which also ap-
plies to other quantum dot problems and may have wider
applicability. We calculate the exact many-body wave-
function following the quench described above, then use
it to find a series expression for the electric current as
a function of time. We concentrate on the steady state
current measured at energy scales much smaller than the
bandwidth, where it is a universal function governed by
an emergent scale: the Kondo temperature Tx. We com-
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FIG. 1. Schematic of the quench process. Prior to ¢ = 0, the
leads are filled with free electrons, with no tunneling to the
dot allowed. From ¢ = 0 onward, the system evolves with the
many-body Hamiltonian Hkondo, With tunneling to and from
the leads resulting in an electric current.

pare with prior work in the much-studied weak coupling
antiferromagnetic regime, then proceed to identify an-
other universal regime: strong ferromagnetic coupling,
with its own scale TI(<F).

With universality in mind, we study the two lead
Kondo model in the wide-band limit [7]:

L/2 d
HKondo = _Z/ dx Z wjya(x)aww(x)

)

+ 3 %w;a(o)aaa,ww(m-s—BSZ. (1.1)

v,Y'=1,2

This one dimensional Hamiltonian [21] captures the uni-
versal low energy physics of more realistic models, and
can be obtained by following the standard steps of lin-
earizing the energy spectrum about the Fermi level and
unfolding to obtain right-moving electrons. We have
taken the coupling of the dot to the leads to be sym-
metric, and put a magnetic field BZ on the dot. The
Kondo coupling J is dimensionless in our convention; we
can make contact with the usual convention by express-
ing our final results in terms of the usual quantity g = pJ
(where p = % is the density of states per unit length in
our convention.)

Prior to the quench, we assume that the bias
voltage is applied but the tunneling to the dot is
blocked. That is, the initial density matrix is

a product p = exp [—T% Dir<n(k = ul)CIkaclka} ®
exp —T% Z\k\<D(k — N2)C£kac2ka} of filled Fermi seas in

each lead (cutoff by the bandwidth D), with the bias
voltage appearing as V = 1 — uo. At t = 0, we turn
on the Kondo coupling J, and the system evolves via the
many-body Hamiltonian H, with the time-evolving den-
sity matrix p(t) = e~ pe’ . Since the total number of
electrons in the system is conserved, the (average) elec-
tric current at time ¢ is the time derivative of the number
of electrons in one of the leads:

1(t) = — S [p() 1] /e

= (1.2)

where Ny = _Lﬁz dx 1, (2)1h1a(z). (We note here that

although we focus on the current, our formalism can also

be used to calculate other quantities.) Since we have lin-
earized the spectrum, the answers we obtain for small
numbers of electrons have no physical meaning. Rather
than evaluate our results for a large but finite number
of electrons, we find it more convenient to take the ther-
modynamic limit: the system size L — oo with fixed
density. In this limit, the time ¢ is held fixed. This guar-
antees that the effects of the quench, which travel at the
Fermi velocity, never reach the (artificial) boundaries of
the system. As shown in more detail in reference [7], this
order of limits permits us to describe what is physically
an open, driven system using a formalism of unitary time
evolution.

One of the main results of this paper is the exact so-
lution of the many-body density matrix p(¢). The new
method we introduce allows us to find the exact time-
evolving wavefunction starting from any number of elec-
trons with arbitrary lead indices, momenta, and spins,
which suffices to construct the density matrix. We show
that in the long time limit, with the system size al-
ways larger, the time-evolving wavefunction becomes a
Lippmann-Schwinger “in” state — that is, an eigenstate
of the Hamiltonian that satisfies the incoming boundary
condition of N plane waves with the specified quantum
numbers. This provides an exact and explicit example of
a nonequilibrium steady state (NESS) in a many-body
problem. We can also solve for this NESS directly using
a time-independent version of our formalism.

With the many-body wavefunction in hand, we turn
to the calculation of the current at time t following the
quench. A lengthy calculation based on Wick’s Theorem
brings the current to a form in which is suitable for tak-
ing the thermodynamic limit; this limit yields a series
expression for the current. This series has the interesting
property that it really yields two series: one in powers of
J for small J, and one in powers of 1/.J for large |.J|.

We use the series to answer the two basic questions
raised earlier in this introduction. We show that our
series expression for the current reaches a long time limit
to all orders (in either J or 1/J), and that this limit
agrees with the expectation value of the current operator
in the NESS. We then evaluate the first several terms of
the series, focusing on both the usual universal regime
of weak antiferromagnetic coupling and a new universal
regime of strong ferromagnetic coupling. In each regime,
we allow the external parameters 77,75, and V to be
arbitrary in order to investigate the scaling properties
of the steady state current using the Callan-Symanzik
equation. We find the standard scaling at leading order
for weak antiferromagnetic coupling, and a new Kondo

(F) . .
temperature T} * for strong ferromagnetic coupling.

This paper is organized as follows. In Sec. II, we
present a new formalism for quench dynamics and ap-
ply it to the two lead Kondo model. We take the long
time limit to find the NESS. In Sec. III, we use the
time-evolving wavefunction to find a series expression for
the current following the quench. We discuss the power
counting for J — 0 and |J| — oo, then consider the



steady state limit.

A considerable amount of technical material is deferred
to the appendices, in which we develop a number of
techniques for manipulating the many-body wavefunc-
tion and calculating its matrix elements. The efficient
notation we introduce in Appendix A is essential for com-
prehending the remaining appendices. Further details on
the work presented in this paper are available in Ref.
[22].

II. TIME-DEPENDENT MANY-BODY
WAVEFUNCTION

We present the exact wavefunction e ~*7*| W) of the two
lead Kondo model given an initial state |¥) built from
an arbitrary number of momentum creation operators.
We show that the wavefunction goes to a NESS at large
time (with the system size taken to infinity first) and
present the NESS explicitly. The general formalism we
develop for finding the wavefunction may be of wider
use, though we have so far only applied it to quantum
impurity models with linearized leads.

We begin in Sec. IT A with the general formalism, us-
ing the Kondo model as an example. The formalism re-
places the many-body Schrodinger by an equivalent set
of differential equations. With minor adjustments, this
formalism can also be applied to finding NESS wavefunc-
tions directly, without following the full time evolution.
In Sec. IIB, we show that the differential equations we
need to solve in the two lead Kondo model reduce to
those of the one lead Kondo model; we then solve these
equations in Sec. IIC, completing the solution. In Sec.
IID, we present the same solution in an alternate basis
that makes the physics of large coupling more transpar-
ent. In Sec ITE, we find the NESS explicitly as the long
time limit of the time-evolving wavefunction.

A. Time evolution — general formalism

The general formalism we now set up is a way of reduc-
ing the original many-body Schrodinger equation to an
infinite family of differential equations that we call “in-
verse problems.” For a generic Hamiltonian, this family
of inverse problems may be just as intractable as the
Schrodinger equation; however, they can be solved in
closed form in the Kondo model. The extension of the
formalism to models with charge fluctuations is deferred
to our next paper.

We first illustrate the idea by considering the simple
case of a quench of two electrons (N = 2) in the Kondo
model (1.1). Suppressing spin and lead indices and ig-
noring antisymmetrization for the moment, we write the
two electron wavefunction in position space as a function
o(t,x1,x2). Since the quench occurs precisely at = 0,
and since the electrons of the model travel rightward at
the Fermi velocity (which has been set to unity), the ef-

fect of the quench is contained in the “light cone” from
r = 0 to x = t. Thus, if both x; and x5 are inside the
light cone, then the function ¢(t,z1,22) is complicated;
if both are outside, then the function is simple; and if
one is inside and the other outside, then the function is a
product of a simple function and a complicated function
(each of one variable). This discussion generalizes to the
N-particle case. Our method is an exact reformulation
of the many-body Schrodinger equation which takes care
of all the simple parts of the problem (outside of the light
cone) and isolates the hard part of the problem, namely,
the differential equations for the complicated functions
inside the light cone. We note here that the discussion
above applies to the linearized models we consider, since
there is a light cone and the non-interacting problem is
simple; however, the reformulation we present below is
more general, and could potentially be of use in a wider
class of problems.

We begin with the Kondo Hamiltonian, separated into
non-interacting and interacting parts:

0 _ _; o) L _ Rpg=
H i [ L dr Y Wl (x) ——na(?) — BS,

v=1,2
(2.1a)
1
H(l) — Z —Jq/ji/a(o)o'aa&/},y/a/ (O) S, (21b)
7' =12
H=H9 + gW (2.1¢)

The problem is to calculate the time evolution of
an initial state with arbitrary quantum numbers
Yikiaq,...,yvknyay for the leads and ag for the impu-
rity:

| (1)) = e tHt] e lag),

YNEkNan Yikial

(2.2)

where CTyka = ﬁ _1/1//32 dx eikmzﬂa(m) and where the im-

purity state, ag) = | + 1), implicitly includes a ten-
sor product with the vacua of the leads (i.e we have
Cykal@o) = 0). Equivalently, we need to solve the dif-
ferential equation:

d
(H — ’LE> [@(t)) =0, (2.3)
with the initial condition:
N
Wit =0) = (I na | lo) (24
j=1

To begin our construction of the solution, we define time-
evolving impurity states that evolve by H©) only:

—iH©® ia
lao(t)) = e *|ag) = €"°P*|ap), (2.5)

and we also define a set of time-dependent operators

cjy,w(t) that describe the free evolution of the electron

quantum numbers:

_ig©® i (7 (0) i
e iH tCT e’LH t_ e 1ktcT

CL ra () = ! a ! a (2.6)



Note that the signs in the exponents are the opposite
from the interaction picture. The motivation for these
definitions is that in the simplest case, J = 0 (no inter-
action), the full solution for the time evolution is:

N

9°(0) = [ T[]l 1,0, ®

lao (1)), (2.7)

as can be seen by cancelling each factor of 1 =
e Wte—iH @t " gq far this is essentially the approach
used by Gurvitz to study transport in non-interacting
Floquet models [23]. To allow interactions, we will sys-
tematically add a finite number of correction terms to
|WO()) to arrive at the full, exact solution |¥(¢)).

We define an operator A,,(t) that plays a large role
in the following calculations. The idea is that it measures
the amount by which the cTY 1o (t) Operators fail to describe
the full time evolution:

Asra(t) = [H, el ()] = z'%cg o () (2.8a)
- 2\1/3‘16*““ (1,00) + ¥4,(0) 000 S, (2:80)

Using this operator, we proceed to show the equivalence
of the many-body Schrodinger equation to a set of “in-
verse problems.” We present the exact solution of these
inverse problems in the Kondo model in the next section;
the equivalence, though, can be better seen by work-
ing in a more general setting, without yet using some
of the more specific details of the Kondo model. We thus
consider a model in which the Hilbert space consists of
“impurity states” |3) (for simplicity 8 ranges over a fi-
nite set) and any states produced by “field operators”
c! acting on impurity states, where a may stand for any
quantum numbers. We assume that the impurity states
are vacua of the field operators (i.e. ¢o|8) = 0). In the
Kondo model (2.1c), the impurity states are the two pos-
sible configurations of the impurity spin along the z-axis
(8 = ag = £1/2), and the field operators are the electron
creation operators for the leads (a = yka, ¢}, = ¢!, ).

vka
Given initial quantum numbers a;,...,ay and 3, we
wish to solve the Schrodinger equation:

d
H—i— | |¥(t) =0 2.9
(11, ) 1wty =o (2.9

with the initial condition:
|W(t=0)=cl, ...cl [B). (2.10)

We write the Hamiltonian as H = H(©) + H(l). a(no)d de-
fine time-dependent impurity states |3(t)) = e~ | 3),
time-dependent field operators cf, () = e~iHtcf ¢iH "t
and operators A, (t) = [H, ¢} (t)] —i%c&(t). The key con-
ditions for our formalism are the following (all of which

are easily verified in the Kondo model):

4

e H(® maps any impurity state into some linear com-
bination of impurity states:

HOB) = ugp|B). (2.11)
5
e HW annihilates any impurity state:
HW|B) = 0. (2.12)
e Any A(t) anticommutes with any cf(t):
{Aa,(t),cl, ()} = 0. (2.13)

The third condition effectively restricts this paper to
models in which the interaction term H) is quadratic
in field operators. (Note that the model can still be in-
teracting if there are non-commuting operators acting on
impurity states, as occurs with the Pauli matrices in the
Kondo model.) In quantum impurity models, this means
that only spin fluctuations are allowed. In our next pa-
per, we present a version of our formalism that applies
to models with a (number-conserving) quartic interaction
term, thus allowing us to explore charge fluctuations, as
well.

In the special case of no interaction (H") = 0), the so-
lution is a product of time-evolving field operators acting
on the time-evolving impurity state:

[WO(t)) = el (8) .. ek, (D)1B()).

Our main result of this section — the reformulation of the
many-body Schrodinger equation in the interacting case
— is stated below in Egs. (2.30), (2.31a), and (2.31b). We
proceed to build up to this result by presenting several
special cases.

The next step is to see “by how much” the freely-
evolving state |WY(¢)) fails to satisfy the Schrodinger
equation; that is, to compute (H — i%)[¥0(¢)). Note
that due to conditions (2.11) and (2.12), the state |5(t))
is annihilated by H — i%. Our approach will be to bring
H past all of the cf () operators to its right at the cost
of commutators [A, (t) operators]. We then find differen-
tial equations that characterize a finite number of terms
|WL(t)),...,|WN(t)) that are to be added to [¥°(t)) to
obtain the full wavefunction. The state |¥°(t)) already
satisfies the correct initial condition (2.10), so each of
the added terms will be required to vanish at t = 0. We
present the cases of N = 1,2, and 3 as a warm-up — see
Fig. 2 for illustration — then proceed to general N.

(2.14)

1. N=1

In this case, the freely-evolving state is [WO(t)) =
cl, (t)|8(t)). Bringing (H — i) past the cf, (¢) operator
to annihilate |3(t)) yields:

(#1-i%) W°0) = A OlB@). (219
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FIG. 2. The wavefunction |W(t)) = |¥°(¢)) 4 - - -+ WV (#)) for
N = 1,2, and 3. Each line represents a quantum number «;
of the initial state (j = 1,..., N). Ordinary lines represent
s (t) operators, while each line that ends on a circle represents
a quantum number assigned to a “crossing state” (see main
text). Sign factors, antisymmetrizations, and dependence on
the time ¢ (and on the impurity quantum number () are all

implicit.

Let us suppose we can construct a state |Xa,,3(t)) which
is the “inverse of A,, (¢)|5(t))” in the following precise
sense:

(1= ) Do s(0) = = A 01300,

[Xau,5(t = 0)) = 0.

Given such a state (which we explicitly construct in the
Kondo model in Sec. IIC), the full solution is immediate:

(B (1)) = [WO(1)) + [T (1),

where [U1(t)) = |xa,.5(t)). The point of these manipu-
lations is that the state |xa,,5(t)) appears again in the
solution for larger V. For reasons that become clear once
we find explicit expressions in the Kondo model, we refer
t0 [Xa,y,8(t)) as a “crossing state.”

2. N=2

(2.16a)

(2.16b)

(2.17)

The freely-evolving  state is  |[¥O(2)) =

cl, (t)ck, (#)|8(t)), and we find:

(H _ %) O(1)) = Ay (£)l, (8)]B(1))
1 el (8)Aay (D)]B(D))

=- (CLI () A, (1) B(1)) = ¢, (1) Ao, (t)lﬁ(t)>) ;
(2.18b)

(2.18a)

where we used the third condition above [Eq. (2.13)]. To
cancel these leftover terms, we reuse the same crossing
state |xa,,5(t)) that appeared in the N = 1 case, defining:

[P1(2)) = b, (B)Xa1,6() = b, (D)Xas6().  (2.19)

The point is that, if we bring (H — i) to the right of
the cf (t) operators in |¥!(¢)), then by the condition Eq.
(2.16a) that the crossing state satisfies, we obtain exactly
what we need to cancel the leftover terms on the right-
hand side of Eq. (2.18b). Bringing (H — i) to the right
generates new commutators:

(H _ %) (1°(8)) + W' (1))) = Aas (DlXar,5(0)

= Aoy (0)|Xaz,5(1))- (2:20)

We are presented with a new “inverse problem,” namely
to find a state |xa,a.,8(t)) that satisfies:

(H _ %) Xearans () = — Ay (B)xen (1)),

|Xa1a2,6(t = O)> =0.

(2.21a)

(2.21D)

Given such a state, the full solution is |¥(¢)) = [¥O(¢)) +
|WL(t)) + |W2(t)), where:

|\Ij2(t)> = |X0t10t27,3(t)> - |X042041,B(t)>' (222)

This exhibits the pattern that continues to all N:
the states |W(¢)),...,|¥N~L(¢)) are built from crossing
states that have been encountered already (up to N —1),
while [U/(¢)) requires a new crossing state.

3. N=8

Following the same steps for |U9(2)) =

cl, ()l (t)el, (t)|B(t)), we obtain:
(B (t) = [WH(1)) + [P(t)) + |93 (1)) (2.23)

where:



(U (2)) = ek, (t)el, (1) Xar.5(t)) —

[W%(1)) = b, () (IXaraz,8(1)) —
+ b, (1) ([Xazas,s(1)) —

[Xaiazas,8(1)) £

[T()) =

where |Xa,asas,8(t)) is a new crossing state we must con-
struct, satisfying:

d
H—i— a1 t)) =
(R )

Aas (t)|XOt10t2,B(t)>7
[Xoasas,8(t = 0)) = 0.

(2.25a)
(2.25b)

4. General N

Evidently, there are many sums and permutations to
keep track of in the case of general N. For this purpose,
we have developed a compact notation (see Appendix A)
which allows us to do the calculation for general N in a
few lines (see Appendix B). Here, we give an overview of
the general N case in conventional notation.

We commute H past each ¢/ (t) operator to find:

(2.26b)

where the second equation follows from the condition
(2.13), which permits us to bring A,,, () past all of the
field operators to its right at the cost of a sign factor. We
then define a state |[W1(t)) as:

N N
=2 0 I A ® ) ans(®),
m=1 j=1,j#m
(2.27)

where the crossing state |xq.5(t)) is as in the N = 1
case. The point is that if H — i% were to act only on
the crossing state, then (H — z%)|\IJ(1)(t)> would exactly
cancel the right-hand side of Eq (2.26b). To reach the
crossing state, though, H — i< dt must commute past each

ek, (t)
|X0t20¢175(t)>) -

(5 permutations) ,

chy (O)xaz,5(8)) + b, (B)el, (D) Xas,p(1)), (2.24a)

chy (1) ([Xaras,6(1) = [Xasar,s (1))
[Xasaz,8(t))) ; (2.24b)
(2.24c)

c! (t) operator; we therefore obtain:

(H _,1) (1W0()) + W' (¢)))

- ¥

1<mi<m2<N

N
(_1)m1+m2—1 H
=

JFEM1,ma

X <Aam2 () [ Xam, .5(1)) — (m1 < m2)>. (2.28)

Note that this equation has a similar structure to Eq.
(2.26b), but with N — 2 of the ¢/, (t) operators appearing
instead of N — 1. To cancel the new leftover terms, we
use the crossing state |Xa,a,,5(t)) that appeared in the
N = 2 case, defining:

N
ey = > (ymret I @)
1<mi<ma<N Jj=1
J#mM1,ma

X <|xam1am2,3(t)) — (m1 < m2)>. (2.29)

The action of H — % on |P2(t)) then cancels the right-
hand side of Eq. (2.28), leaving an expression of a similar
form but with NV —3 field operators instead of N —2. The
new leftover terms are cancelled by |W3(t)) which is built
from permutations of the crossing state |Xa;asas.3(t)),
and so on. This process terminates when all N field op-
erators are eliminated.

In Appendix B, we prove that the full time-evolving

wavefunction can be written as:

[w(e) = [w°(e) +Z >
n=11<m;<---<m, <N
N
e
=1
JFEmMe VL
X3 (5810) Xam, . (D)), (2:30)
oc€Sym(n)

where the terms in the summation over n are exactly the
|WL(t)), |W2(t)), etc. states discussed above, and where



each crossing state satisfies the appropriate inverse prob-
lem:

(15 ) o) =

- Aan (t)|on1...o¢n,1,,8 (t)7
|X0¢1...an,ﬁ(t - O)> = O,

with |x 5(t) = |8(t)) [so that setting n = 1 in Eq. (2.31a)
reproduces Eq. (2.16a)]. We emphasize that this repre-
sentation of the many-body wavefunction is exact given
only the three conditions (2.11), (2.12), and (2.13).

We have thus transformed the original many-body
Schrodinger equation to the problem of finding crossing
states satisfying Eq. (2.31a) and Eq. (2.31b). We turn
next to the explicit solution for these crossing states in
the Kondo model.

(2.31a)
(2.31b)

B. Two lead Kondo model — reduction to the one
lead case

We return to the particular case of the two lead Kondo
Hamiltonian given in Egs. (2.1a)-(2.1c). Our task in this
section is to show that the crossing states of the two lead
model are related in a simple way to those of the one
lead model. We find the crossing states of the one lead
in model in the next section, completing the solution for
the wavefunction.

We make the usual transition from the lead 1/lead 2
basis to the odd/even (o/e) basis:

woa o i 1 -1 wla
(wea> B \/5 (1 1 ) <w2a> . (232)

Then the odd sector is non-interacting, and the even sec-
tor is a copy of the one lead model:

L/2 d
Ho =—1 wla(x)_djoa(x)’ (233&)
—L/2 dx
L/2 d
Héo) = wla(x)—wea(x) — BS*, (2.33b)
—L)2 dx
He(l) = lea(o)aaa’wea’ (0) - S, (2'33C)
Ho=HY + HY, (2.33d)
HO — Ho—l-He(O), gL — He(l). (2.33e)

In either basis, the time-dependent field operators evolve
by phases:

cjﬂw(t) = eﬂ'ktcika

(v=1,2,0, ore). (2.34)

It is then straightforward to calculate the A(t) operators
in either basis:

%Jeiiktwlb(())aba ‘S y=e
%Aeka(t) Y= 172
0 ¥ =o.
From the previous section, we know that the solution
for the many-body wavefunction follows immediately
from the construction of crossing states that satisfy Eq.
(2.31a) and Eq. (2.31b). Our primary interest is in
the time evolution of two Fermi seas — in particular, a
state with quantum numbers in the original lead 1/lead
2 basis. As the interaction is entirely in the even sector,
one way to proceed would be to write the original state
as a linear combination of states in the odd/even ba-
sis, solve the time evolution problem for states with even
quantum numbers, and then add the non-interacting odd
parts that evolve by phases only. We instead take a more
efficient route: we solve the time evolution problem for
a state with even quantum numbers, then we reuse the
same crossing states to construct the lead 1/lead 2 so-
lution directly. The essential point is that the crossing
states for the lead 1/lead 2 problem are related to the
crossing states for the even problem in a simple way.

If the quantum numbers of the initial state are all in

the even sector, then the family of inverse problems [Eq.
(2.31a) and Eq. (2.31b)] is:

Ayra(t) = (2.35)

d
<H — Za) |Xek1a1.,.eknamao(t)> =

— Ackyan (1) |Xek1a1---eknflan71,ao (t), (2.36)

where each |x.(t)) state must vanish at ¢ = 0. If instead
the quantum numbers of the initial state are in the lead
1/lead 2 basis, then the family of inverse problems is:

d
<H _ a) X bras b () =

1
- TAeknan (t)|X’Ylk1a1»»»'Yn—lknflanflqao (t)v (237)

2
where we have used the relation (2.35) between the A(t)
operators in the two bases. It follows that the crossing
states in this case are related to those in the even case
by simple numerical prefactors:

|X’71k1a1~~~7nknan7a0 (t)> = 2_n/2|Xek1a1...€knamao (t)>
(2.38)
We have therefore reduced the time evolution problem
of the two lead model to the construction of the |x.(t))
states that solve equation (2.36). For completeness, we
write the full wavefunction starting from quantum num-
bers in the lead 1/lead 2 basis (see Fig. 3):
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FIG. 3. The N-body wavefunction of the two lead Kondo
model, either at arbitrary time [Eq. (2.39)] or the NESS [Eq.
(2.61)] that is reached at long time with the system size taken
to infinity first. Lines represent the momenta and spin quan-
tum numbers of electrons in each lead. Any number of elec-
trons, from lead 1 or lead 2, can be put into a crossing state
(indicated by connecting lines), which is built from even sec-

tor operators only. For a fixed number N of electrons, the
wavefunction is a finite sum.

N N
—iHt 0 2 +Fma+1 4
e H kja; |a0 |\IJ + Z 2 " Z (_1)7”1 " H C’ijjaj (t)
Jj=1 1<mi<--<mp <N Jj=1
Jj#me VE
X Z (S81.0) [ Xekmy, amy, - -ckimg, amg, ao(t)).  (2:39)
oceSym(n)
[
To complete the solution of the wavefunction, we have to We make the following ansatz:
construct the crossing states |Xeksa,...cknan.ao(t)) of the L2
even sector. This is the core difficulty of the problem, Xk (1) / day FUbo (t — 1)
and is presented in the following section. ehiar.an( \/— L/2 kra1,a0
x O(0 < my < )Yl (z1)e™ P bo), (2.42)

C. Crossing states of the Kondo model

We present the crossing states of the Kondo model.
We find that they are built from products of the single
particle T-matrix for an electron crossing the impurity
(hence the name “crossing”). We show the calculation
in detail for the simplest case, n = 1. We then state
the result for arbitrary n > 1 and refer the reader to
Appendix C for the detailed calculation (which is similar
to the n = 1 calculation).

Taking n = 1 in Eq. (2.36), we see that the first “in-
verse problem” is to find a state |Xek,ay,a0(t)) satisfying:

d
(1= i%) Wokson o) = ~ Ao (Do), (240)
with the initial condition:

|Xek1a1,ao (t = 0)> =0. (2-41)

where F' is a smooth function that we soon determine,
OO0 <z <t)=0(21)0(t —x1),and 0 <t < L/2. Evo-
lution to later times is unnecessary, seeing as the regime
of interest is ¢t < L (so that the effect of the quench does
not explore the boundaries of the system); we may as well
restrict to ¢ < L/2 to avoid the “coordinate singularity”
at v = £L/2.

The state (2.42) vanishes at t = 0 by construction [24],
so the initial condition (2.41) is satisfied. A short com-
putation yields:

d
(=15 ) oo on (00 =

b1 b 1
Idid?) + _Jabldl : abodo)

il

X F o, (D€ P00, (0)|bo), (243)
where we have made the following replacement:
1
6($1)®(0 < < t) = 56(,@1)@@) (244)



Eq. (2.44) is equivalent to the regularization é(x)0(x) =
$6(x) that has been used in Bethe ansatz calculations in
the equilibrium case [25]; it corresponds to averaging the
limits as  — 07 of a function (discontinuous at z = 0)
that is multiplied by §(z).

From Eq. (2.35), we see:

11

X Obya, ~0'b0a01/)lb1 (0)|bo). (2.45)

Aeklal (t)|a0 (t» Je—ilﬁteiu,OBt

Thus, the differential equation (2.40) is satisfied for 0 <
t < L/2 provided that:

7b1bo 1 d1,do idoBt __
(_Zlduio + ZJo-bldl ’ UbUdU) Fk1a17ao (t)e =

- 1Je_““tei“‘)Btabla1 “Obpag-  (2.46)
To remove any concern about the differential equation
(2.40) strictly at ¢ = 0, we consider evolution to arbitrary
time ¢ (with |t| < L/2) in Appendix C, and we find that
the condition (2.46) is correct and sufficient.

Our subsequent calculations refer to the identity and

n

t
Xekson et (®) = L2058 [ oo,
0

Jj=1

In Appendix C, we show that the construction (2.51)
satisfies the appropriate inverse problem, Eq. (2.36); the
calculation reduces to the same condition (2.46). This
completes the solution.

We can use the same |x.(t)) crossing states given in
Eq. (2.51) to write the exact wavefunction for initial
quantum numbers in the even sector; this is the exact
time-evolving wavefunction for the one lead model. For
the case of zero magnetic field, this wavefunction was first
found by Roshan Tourani [27] using the Yudson contour
method [28]; our result here agrees exactly.

It is interesting to note that the integrability of the
Kondo model (i.e. the factorization of scattering ampli-
tudes via the Yang-Baxter equation) does not make any
obvious appearance in our calculation.

D. Solution in an alternate basis

Above, we have written the exact wavefunction |¥(¢))
for the Kondo model starting from field operators that
evolve by the free Hamiltonion H(©); we refer to this as
the solution in the J = 0 basis. It is interesting to note
(though not essential for obtaining the results we present
later in the paper) that |¥(¢)) can be written in a |J| —

EPS (-

spin flip tensors, defined as:

b1bg
Ialao

Pb1 bo

— sb1 gbo
_50.16 alag

bo 5b
s =006a0- (2.47)
Using the ideptity Oboao Obia; = 2P;11b‘:)° — I and some
matrix inversion, we find the following answer:

b1,bo _ 7i[k1+(bofao)B]t -1b1bg
klal,ao( ) =€ (_17:11@0) ?

(2.48)

where we have introduced the bare single particle T-
matrix:

3J

T = 1 3
1—Z§J+ EJ2

{_ <1 +¢ZJ) I+ 2P} . (2.49)

As a check, we note that the corresponding bare S-
matrix,

S=1-1T, (2.50)
agrees precisely with the bare S-matrix that appears in
the Bethe ansatz solution of the one lead model (see [26],
for example).

The generalization of the n = 1 crossing state (2.42)
to general n > 1 is:

)l (@) | O@n < - < w1)e™ P [bo).

kjaj,c]',1

(2.51)

oo basis that is more suited to the strong coupling limit.

If the Kondo coupling is sent to infinity (with either
sign), then the spin flip term in the 7-matrix (2.49) van-
ishes:

: b1bo __ ;i Tb1bo
|J1|1£I>1<>o 7:11110 - _2ZIG1¢10'

(2.52)
In this limit, we have an essentially single particle prob-
lem. The free particles are not the original electrons with
zero phase shift as they cross the impurity, but quasipar-
ticles with a 7/2 phase shift. The same phase shift is
obtained if the Kondo interaction term is replaced by a
potential scattering term of infinite strength.

With this motivation, we make an alternate definition
of the cL 1o (t) operators; instead of evolving them by the
free (J = 0) Hamiltonian, we evolve them by the free
Hamiltonian plus a potential scattering term of infinite
strength:

. —iH© iH
c:’ka(t) B \J}Tgooe ! tci’kae 7 t’ (253)
where:
HY = HO 4 774, (0)1)0(0). (2.54)



We can think of this as an alternate choice of what we
call H® and H®, or we can note that the calculations
we have done so far also work for any time-evolving ¢/, (¢)
operators that agree with ¢/, at ¢ = 0, as long as they an-
ticommute with the resulting A, (t) operators [the con-
dition (2.13)].

We then find that the odd sector operators evolve by
phases, as before (clka(t) =e Zktch ), while the even
operators include a phase shift of 7/2 for crossing the
impurity:

L/2
t / 71k t—x)
Coka “ VI
[1-20(0 <z <t)]yl,(z), (2.55)
where we have taken 0 < ¢ < L/2.
Proceeding with the method, we find:
1 ,
Acka(t) = —=2ie~ *tpl (0). 2.56
olt) = <=2 Ml 0. (250)

This in turn leads to a different requirement on the func-
tion F; Eq. (2.46) is replaced by:

b1bo 1 d1,do idoBt __
<_ZId1do + Z‘]o'bldl ’ Ub0d0> Fk1a17ao (t)e =

— 2je hitgiaoBt bibo (9 57)
which has the solution:
12711;107(10 (t) _ 7i[k1+(b0*ao)B]ti7;bllfg7 (258&)
17 3
= 2— {(1 — i—J) I+ 2P} ,  (2.58b)
1+t g+ 272 4

71Et —n/2

[W(t)) =

W (¢ +XN: >

1<my < <mp <N
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where J = —5 The difference in sign compared to Eq.
(2.48) is due to the 7/2 phase shift; it can be verified that
T as defined here leads to a unitary S-matrix (while =7
does not).

We emphasize that |¥(t)) is the same state vector as
before; we are just writing it differently. The 7-matrix in
this basis describes the scattering of a single quasiparticle
off the impurity. The electron 7T-matrix (2.49) found
earlier is linear in J for small J, while the quasiparticle
T-matrix is linear in 1/.J for large |J|; this explains why
we find (below) a series for the electric current either in
powers of J or of 1/.J. Either basis can be used for the
calculation: the J = 0 basis makes the J series more
manifest and the 1/.J series less so, while the |J| = oo
basis does the opposite. We use the J = 0 basis in the
rest of the main text.

E. The nonequilibrium steady state

In the long time limit — with the system size taken
to infinity first — the time-evolving wavefunction of the
Kondo model reaches a mnonequilibrium steady state
(NESS), as we show in this section. The NESS can also
be solved for directly using a time-independent version of
our formalism: one replaces H — z% by H — E and uses
time-independent scattering operators that are closely re-
lated to the time-dependent field operators.

We begin by writing the exact wavefunction (2.39) in a
form that makes the time dependence more clear. Substi-
tuting in the explicit construction (2.51) of the crossing
states and collecting all phase factors that depend on
time, we obtain:

N

My mg, +1 T
(=1) H Cyjkja;
j=1,57me Ve

co sbo bj,c;
> (sgn0)5a05f§/0 HF oy (U () | O < - < 2)lbo) |, (2:50)

oc€Sym(n)

where £ = —agB + Zjvzl k; is the energy of initial state.
The time dependence of the wavefunction appears only
in the phase factor e *#* and in the upper limit of z
integration.

In the language of wavefunctions, the open system
limit [29] corresponds to the pointwise limit: that is, we
take the long time limit of the wavefunction at each point
2 (or more generally, 1, ..., zy) without requiring that
the limit is reached uniformly for all . Schematically,

letting |x) stand for an N-body position state, we have:

LN B [ W(t)).  (2.60)

lim
—00,L—00
t< L

(x| ¥NEsS) =

The phase factor removes the effect of free time evolution
(formally, an “in” state in scattering theory is the long
time limit of e~i#te?H " ¢|¥)), while the factor of LV/2 is
a conversion from Kronecker delta normalization to Dirac
delta normalization. Applying this to the time-evolving



|UnEss) =

N N
H CTijjaj |a0> + Z 27"/ Z
j=1 n=1

1<my <---<mp <N
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wavefunction (2.59), we obtain:

N

n
H Crikjaz

j=1,j7#m, Ve

(_1)m1+---+mn+1

J J

Xy (Sgno)5§?,5f§2/ [ o (vl (@)de; | O, < -+ < 21)lby),  (2:61)
o \jii

oceSym(n)

where the cika operators are, in this equation only, Dirac
delta normalized [i.e. cL,m = [dx el (x)]. This is
precisely the form of the Lippmann-Schwinger equation,
with (H;v:1 cTYj kjaj) |ag) being the free scattering state
that encodes the boundary condition of N incoming plane
waves. The initial condition of |¥(¢ = 0)) = |¥) in the
time-dependent view has become a boundary condition
(see Fig. 4). The NESS given by (2.61) is a many-body

FIG. 4. Schematic of the NESS obtained by taking the steady
state limit of eitheiH(O)thI’). The initial condition at t = 0
becomes a boundary condition of two incoming Fermi seas,
with a complicated result following the scattering off the dot.

scattering state. Its structure is very similar to the full so-
lution |¥(¢)), and it has the same interpretation in terms
of free electrons and crossing states. We can solve for the
NESS directly, without following the full time evolution,
by using a time-independent version of the formalism of
Sec. ITA.

While it is not necessary for understanding our results,
we would like to mention the origin of our formalism. We
applied Yudson’s contour method [28] to calculate the
time-evolving wavefunction and NESS for two electrons
(N = 2) in the infinite-U Anderson impurity model (we
later became aware of Ref. [30], which finds the N = 2
NESS for arbitrary U); the form of the NESS was an
invaluable clue for us to develop a more general approach.

IIT. THE ELECTRIC CURRENT IN THE
KONDO MODEL

When the full Kondo Hamiltonian H is turned on at
t = 0, electrons begin to tunnel back and forth from the
leads to the dot, and an electric current I(t) develops
over time. Our task in this section is to calculate a series
expression for I(¢), then to focus in particular on the
steady state limit. This calculation provides a road map
for the evaluation of other observables.

Since the wavefunction is a sum over subsets of the
initial N quantum numbers, one would expect an ex-
pectation value such as the current to be a double sum
over subsets; we show that the double sum diagonalizes
to a single sum (over subsets). The terms in the sum
are normal ordered overlaps (normal ordering is defined
below) that can be computed using only the even sec-
tor of the model. We find that n-fold sums over mo-
menta have precisely the right 1/L™ prefactor so that
it is clear how to take the thermodynamic limit, turn-
ing sums into integrals. We arrive at a series answer
for the time-evolving current, and we show that it en-
compasses both a series in J as J — 0 and a series in
1/J as |J| — oo. We show that all orders of either
series converge in the steady state limit. We then ex-
amine the steady state current in two universal regimes
(weak antiferromagnetic and strong ferromagnetic cou-
pling) and two non-universal regimes (weak ferromag-
netic and strong antiferromagnetic), with our main focus
being on the universal regimes.

Though we have solved for the wavefunction in the
presence of an arbitrary magnetic field on the dot, we set
the magnetic field to zero in the following calculations.
A non-zero magnetic field introduces infrared difficulties
in this model, as noted in Refs. [6] and [31]. We return
to this topic in the concluding section.

In Sec. IITA, we set up the calculation of the elec-
tric current for N electrons and present the reduction
to a sum of normal ordered overlaps. The essential tool
is Wick’s Theorem. In Sec. IIIB, we take the thermo-
dynamic limit to arrive at our series answer. In Sec.
IIID, we calculate the current for small J, focusing on
the antiferromagnetic case. In Sec. IIIE, we calculate
the current for large |J|, focusing on the ferromagnetic



case. In Sec. IITF, we discuss the RG flow of the model.

A. The current for N electrons

We set up the calculation at zero temperature, then
later generalize to allow arbitrary temperatures in the
leads. We have verified that starting with arbitrary tem-
peratures from the beginning results in the same answer
for the current in the thermodynamic limit [22].

Since the total number of electrons is constant, the
average electric current from lead 1 to lead 2 is the time
derivative of the number of electrons in lead 1:

d

I(t) = (WO N1 W (1), (3.1)

where Ny = fLﬁQ dz V], () ().

that I(t) reduces to the evaluation of the expectation
value of the bilinear ¥, (z)tep(x). We write the number
operator in the odd/even basis:

Let us first show

R L/2
Ny :%N ;(/ da wga(x)wea(x)+h.c.>, (3.2)

—L/2

then use the fact that N = ]\71 + Ng is conserved to
() Yea ()| (1))

obtain:
d (L2
—/ dx
dt J 12
(3.3)

Though we have the many-body wavefunction for arbi-
trary initial quantum numbers, we are ultimately inter-
ested in taking these quantum numbers to describe two
filled Fermi seas. One might think that it would be sim-
plest to specialize to this case immediately. However, we
find it more convenient to work with arbitrary quantum
numbers because the expectation value turns out to be
a sum of matrix elements having every possible subset of
the quantum numbers of the originally given state.

The expectation value of ], (2)eq(z) is a sum of
terms of the form (schematically):

o) (TTe®) Yha@eat@) (TT @) @)

where the time-evolving operators and crossing states
have various quantum numbers (not necessarily the same
assignment on both sides). It is convenient to anticom-
mute the annihilation operators past the creation opera-
tors. To do this with Wick’s Theorem, we introduce the
normal ordering symbol : X : that moves every ¢(t) oper-
ator (in any expression X ) to the right of every c'(t) oper-
ator, with the appropriate fermionic sign factors. By def-
inition, the crossing states are unaffected; in other words,
this is normal ordering relative to the impurity state |ag)
(not relative to a filled Fermi sea), and it only affects the
time-dependent single particle operators (not the ] and
1. operators found inside the crossing states). When

I(t) = —Re (U0l

(3.4)

12

we compute the expectation value of ] (2)teq (), we
declare that these two “external” operators behave the
same way as ¢! (t) and ¢(t) do under the normal ordering
symbol.

By Wick’s Theorem, the product []ec(t)[[cf(¢) is
equal to the normal ordered sum of all contractions,
where the contraction of two operators is defined as the
product in the original order minus the normal ordered
product (and hence is either the anticommutator, or
zero). It is these contractions that diagonalize the double
sum over subsets to a single sum.

As a warm-up to the calculation for general N, we
consider the quench problem starting with one or two
electrons:

e*thcfl,mJ ag) = |0y), (3.5)

—iHt T (36)

¢ ’szzazc'ylkla1|a0> = |\I/12>,

where dependence on t is suppressed, and where the num-
bers 1 and 2 on the right-hand are not lead indices, but in-
stead stand for the quantum numbers v, k1aq and yakoas.
(After these warm-up examples, we do not use this short-
hand again.) In terms of time-evolving operators and
crossing states, these wavefunctions are given by:

1Wy) = cflao) + x1), (3.7)
[W12) = cheflao) + (bha) + haz) = (10 2)) . (3.8)

The overlap of single electron states [we include the op-
erator insertion 1}, (7)1eq(x) later] can be written as:
Uy ) = (W04 (T W) s, (3.9)

where 1’ stands for another distinct set of quantum num-
bers v/ K, a}, and where |¥9) = cl|ag). In : (T, |T) -,
we must expand the product (Uy/|¥;) to four terms us-
ing Eq. (3.7), then move every ¢ operator to the right of
every c! operator (with appropriate minus signs). In this
simple case, the normal ordering symbol guarantees that
- {aplerellag) : = 0, and this is exactly compensated by
the first term on the right-hand side of Eq. (3.9).

A less trivial example is the overlap of states with two
electrons. A straightforward calculation shows:

(W1 | W19) = (W00, [U05)+ [ {cr, o} = (Wy/|Wy)
—1+2)—-1Te2)+1+2,1+2)
+: <\I’1/2/|\I/12> 5 (310)

where |U15) = cbel|ag). This is now a large enough num-
ber of electrons to illustrate all features of a general result
which is stated and proven in the Appendix [Eq. (D5)].
The result is that the overlap of two states evolving from
any quantum numbers can be written as a sum of normal
ordered terms multiplied by contractions of the ¢ and ¢t



operators. The normal ordered terms are overlaps be-
tween time-evolving states with any possible subset of
the original quantum numbers.

A similar result is true if one inserts operators in be-
tween the two states; we have calculated it explicitly in
the case of a bilinear insertion, which suffices for the eval-
uation of the current. To state the precise result, we first
introduce the following notation for the time evolution of
an initial state with arbitrary quantum numbers:

—iHt T
Ynknan """

¢! jiaylao).  (3.11)

|qj'71k31a1~~~'7nknan7a0 (t)> =e

Inside the normal ordering symbol, it is understood that
any |U(t)) as just defined is to be written in terms of
time-evolving field operators and crossing states before
the normal ordering is applied. Then, with the quantum
numbers written as o = vyka, we have (see Appendix D
for proof):

(Yar...an,a0 (t)lwla (@)Vea(®)|Yar...an,a0(t)) =

N N
{ca, (1), vla ()}

1

n=1 My, Mp=1

X <\Ijaml...amn71,ao (t)|¢ea(x)|qjaml...amn,ao (t)> :

N
+Z{Caj(t),1/Jla($)}{1/fea(ﬂ?),62j(t)}- (3.12)
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The second term is independent of ¢ and so does not con-
tribute to the current. Notice that in the first term, there
is only a single sum over subsets (i.e. the m; variables);
the contractions in Wick’s Theorem became Kronecker
deltas that diagonalized the double sum over subsets to
a single sum.

An advantage of using normal ordered overlaps is that
they can be written in terms of the even sector only. To
see this, write the free electron operators in the odd/even
basis:

T _ —ikti _1yr—=1.71
C’yka(t) =€ \/5 [( 1) Coka
1

- e ]

Inside the normal ordering symbol, every cha(t) must
eventually contract with some . (2) operator inside
some crossing state; hence, every cL 4o (t) can be replaced

+of } (3.13a)

eka

(3.13b)

by %cika (t). The same argument holds for the annihi-
lation operators, and so we obtain:

. <\Ila1...an71-,¢10 (t)|1/)ea(0)|\1/a1...amao (t)> =
2—n+1/2 . <\I/€k1a1...eknflan71)a0(t)|wea(0)

X | Wekyay...eknan,ao(t)) + - (3.14)

Substituting this into Eq. (3.12), and noting that the x
integral in Eq. (3.3) commutes with the normal ordering
symbol, we obtain:

d & 11 al
_ _ - -n . 1) ¥Ymn—1 .
I(t) =Re |- le RN > 1( 1) Qo (3 ks - myam,)) | (3.15)
n= My My, =
where:
Qn,ao (t7 klala ey knan) - Ln : <\I/ek1a1...ekn,1an,1,ag (t)|ceknan (t)|\llek1a1...eknan,ao (t)> . (316)

(The powers of L are chosen this way so that €, 4, is
L-independent, as shown below. In the first equation,
the momenta and spins being summed are chosen from
the full list of N initial quantum numbers; the second
equation defines the function €2,, 4, on arbitrary momenta
and spins.) This is the expectation value of the current in
the time-evolving state W, k0, ..y nkyan,ao(t)), With any
initial quantum numbers in the lead 1/lead 2 basis. The
normal ordered overlap on the right-hand side involves
the even sector only; the dependence on the lead indices
appears in the sign factor (—1)?mn» 1. This reflects the
fact that the interaction term of the model is in the even
sector only.

B. The current in the thermodynamic limit

While Eq. (3.15) is valid for arbitrary quantum num-
bers of the initial state, we are particularly interested in
quantum numbers describing two Fermi seas. A Fermi
sea containing a small number of electrons is not mean-
ingful since we linearized the spectrum about the Fermi
level. We therefore take the thermodynamic limit, which
turns sums into integrals.

The nth term in the sum on the right-hand side of Eq.
(3.15) is a sum over all choices of n quantum numbers;
this includes a sum over all choices of n momenta, which
becomes an n-dimensional integral in the thermodynamic
limit. We can then allow the leads to have arbitrary
temperatures 77 and T> by generalizing these integrals



to include Fermi functions:

1
Sy (k) = f(Ty, py k) = elk—ny)/Ty 417

(3.17)
where 7 = 1,2. We have verified that starting the calcu-
lation with a density matrix with arbitrary temperatures
and chemical potentials leads to the same results as mak-
ing the natural generalization (which we describe below)
from the zero temperature case [22].

The generalization from the zero temperature case pro-
ceeds as follows. Write IC,, for the set of allowed momenta
in lead v =1,2 (i.e. ranging from —D to ., and spaced
by 27/L). Then the following example illustrates the
idea:

1 rm. limi P dky dk: k2 dk
Z 1 Z therm., | t/ dky dky dks

L _p 2w 27w J_p 2w
k1,ko€Cy ks€Co

Tl_,’¥’2 / dkl de dkg
D 27 27 2w

where the first arrow represents the thermodynamic limit
at zero temperature, and the second arrow represents the
generalization to allow the two leads to have arbitrary
temperatures. It is essential that whatever function of
ki, ko, and ks that is being summed here does not grow
with L.

The generalization of the above example is:

J1(k1) fi(ke) f2(k3), (3.18)

A |
X ~In

mi,...,mp=1 v

222

1o Yn =12 k€K, a1
1<j<n

3 / 1% 50| 3. 619)

V1gees Yn=1,2 ay...ap

where we have first written the sum over abstract quan-
tum numbers as a sum over lead indices, momenta, and
spins, and then taken the thermodynamic limit, going
directly to the generalization to arbitrary temperatures
in the leads.

The function 2, 4, being summed in Eq. (3.15) in-
volves the even sector only, so it is independent of the
lead indices being summed. We can therefore do the
sum over lead indices explicitly, finding the following in

I(Ty, pu1; T, pros t) {gz Z W) (g

/,

/ d,Tl

(27T
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the thermodynamic limit:

I(t) — Re{ Z

n—l

D [n—1
< [T G2 U300+ ]| B2 [aCha) = falh)]

-D | ;5

X Z Qnag (5 kra, .. .,knan)}. (3.20)
ay...an
Explicit evaluation of the function €, 4, (see Appendix

E) shows that it is an antisymmetrization of another

. fd
function leoao fag).

Quao(tikrar, .. knan) = Y (sgno)(sgno’)
0,0’ €Sym(n)
o' (n)=n
X Q%‘fg;dlag) (t; koragr, ... ko aor ko oy, .. ko, Gg, )s
(3.21)

where the function Q%?Z";dia@ is given by:

Qlofi-diag) (. ptor k! al

n,a0 y By kna’n) -

. "b
1] (=T )aren_,

klal,...

=’ / .
ZElay...al,_q;a1.

t n
“ / [Hdﬂ o ilke—k})(t—e)
0 Le=1

Oty < -+ < a1),

(3.22)

with the tensor = defined as:

/
[ ) /. CpCn __
Elal ... ap;a1 .. .an]0
n
scooee TT (Soe St % e 3.23
¢ Ye H al; c ajcj—1 a;.c;.71 ajcj—1 ) ( . )
Jj=1

where § = I — 47T is the bare single particle S-matrix for
an electron crossing the impurity. Note in particular that
Q&?Egdiag) grows with ¢ (at most as ") and not with L;
the same is then true of €2, 4,, justifying our calculation
of the thermodynamic limit. Substituting Eq. (3.21) into
Eq. (3.20) and using the symmetry of the integrand to
eliminate the sum over permutations o', we find one of
our main results — a series expression for the current in
the thermodynamic limit:

oo T 152 0k9) + k)] | L (k) — k)

e—i(ke—mm) Oz, <+ < xl)}, (3.24)

{=1



where we have defined J-dependent spin sums via:

We have included a sum over the initial impurity spin ag
(compensated by an additional prefactor of 1/2) purely
for notational simplicity, and it is easily verified that us-
ing a fixed ag produces the same answer.

This series answer Eq. (3.24) has the interesting prop-
erty that it yields not only a series in powers of J for
small J (which follows straightforwardly from the power
counting of the crossing states), but also a series in the
inverse parameter 1/J for large |J|. The fundamental
reason for the 1/.J series is the existence of the |J| = oo
basis discussed in Sec. IID; however, we give below a
self-contained argument using only the J = 0 basis.

We write the coefficients of the identity and spin flip
terms of the bare S-matrix as Z; and Zp:

Shibo = (I —iT)2% = Z;60 6% + Zpslosl.  (3.26)
Explicitly, these coefficients are:
_ 372
TISlI+ 2 (3.272)
—iJ
Zp=— (3.27b)

-1 3
1—Z§J+ EJ2

Note in particular that Zp is O(J) for small J and
O(1/J) for large J. In Appendix F, we prove that for

n > 2, the spin sum Wr(f)(J) has at least n + 1 powers
of Zp (where we consider Z; and Zp as equivalent for
power counting purposes). This confirms that the cur-
rent series can be expanded in either parameter.

In Table I, we list all non-vanishing spin sums up to
n = 4, leaving out the seven permutations at n = 4 that
start at order O(J®) or O(1/J%). The product structure
of the tensor (3.23) permits fairly quick evaluation of
these sums; an ordinary computer can produce Table I
from the definition (3.25) in a matter of seconds.

C. Steady state limit of the current

A basic question in quench problems is the existence
of the steady limit of observable quantities, such as the
current:

Istcady statc(Tla TQ; V) = tllg.lo I(Tlv H13 TQ, H2s t)v (328)
where we set pu1 = 0 and po = —V on the right-hand
side.

We argue that the existence of the long time limit of
our series expression Eq. (3.24) reduces to a certain spin
sum identity, which we then prove in Appendix F. This

1
(sgn U) 2n+1 [ala

15

a ]boco Tanbf)
»y YOn—1lagag Ao, CO”

(3.25)

sy n—150gq 5 - - -

TABLE I. First several non-vanishing spin sums.

o= (o1,...,00) )

(1) 1-Zr — %Zp

(2,1) HZA A

(3,1,2) 31 Zp* (—Z1 + 32p)
(2,3,1) 31Zp|* (Z1 + 3 Zp)

(3727 1) _g|ZP|4ZP

(2,3,4,1) 31zp|* [~ 2Zp +12Zp|? (Z1 + 3 Zp)]
(2,4,1,3) and (3,1,4,2) 31Zp*Zp (1 - 21Zp|?)
(3,4,1,2) $Zp"Zp (-1 +1Zp[?)
(4,1,2,3) 31 Zp" [-Zp + |Zp|? (=Z1 + 2 Zp)]
(4,3,2,1) 31zel*Zp (1 - 312p)?)

confirms the existence of the steady state current to all
orders either in J or in 1/.J. Note that Doyon and Andrei
have already shown that the Schwinger-Keldysh pertur-
bation series for the current converges in time to all or-
ders in J [7]. As discussed in more detail in [7], the leads
serve as thermal baths in the limit of infinite system size,
even though there is no explicit relaxation mechanism
(i.e. coupling to an external bath whose degrees of free-
dom appear in the Hamiltonian).

A natural question to ask at this point is, why are we
concerned with showing that the time-evolving current
converges in the long time limit if we have already shown
that the wavefunction reaches a NESS? The original def-
inition (3.1) of the current can be shown to be equiva-
lent to the expectation value of a local operator: I(t) =

(U()|T|¥(t)) with I = Re [uw{a(o)aaa, o (0)S].
The long time limit of I(¢) should be the same as the
expectation value of this local operator in the NESS:

lim I(t) = <\IJNESS|I|\I]NESS>- (3.29)
t—o0
Since we have |Ungss) explicitly, one might think that
this proves that the long time limit exists. However, this
is not so. Evaluating the right-hand side of Eq. (3.29)
with the time-independent version of our formalism, we
find that it contains many infrared divergences; intro-
ducing an infrared regulator, we find that the problem
of showing that these divergences cancel is equivalent to
the problem of showing that I(t) converges for large time.
Indeed, having a finite ¢ is itself an example of an infrared
regulator. If the limit on the left-hand side of Eq. (3.29)
does exist, then the equality holds.

There are two ways to proceed with the analysis of
the time-evolving current (3.24): we can do the n — 1



integrations over position variables analytically, leaving
n integrations over momenta still to be done; or we can
do the n integrations over momenta analytically, leaving
n — 1 integrations over position variables still to be done.
The first option leaves us with momentum integrals of the
same type that arise in loops in a Keldysh calculation.
We pursue the second option, both because it allows for
better understanding of the steady state limit and be-
cause it results in integrals that are easier to evaluate in
the large bandwidth regime.

Our approach is to use the following formula for the
Fourier transform of a Fermi function f(T,u,k) (with
temperature 7', chemical potential u, and cutoff D):

D iD
) 1 Y
-D Y

7

aTe ™y
sinh(7Ty) )
(3.30)
where error terms of order O(e~T®P%M) have been
dropped on the right-hand side. This truncation is very
accurate in the universal regime, in which the cutoff is
much larger than all other energy scales. To use this for-

I(T17M17T27M27 __Re{z

where [defining D=D+ %(,ul + ug) and V = py — pol:
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mula, we relabel some integration coordinates to obtain:

0 -
2 i (o)

/=1
X Oz, < -+ <a1)
= / di[:l .. .dl‘n_l <H e_ikfyév)>
0 (=1
X @(t—d?l — "'—.In,l), (331)

where we have defined the following linear combinations
of the x; variables:

n—1

S

m=c~1(¥)

y@ = Zf”

(3.32)

Using the Fourier transform (3.30) and the identity
Z? 1 yj(g) = 0, we then obtain:

> WD, ul;Tz,uz;w}, (3.33)

UESym(n)

1 oo
o\ (T, pa; T, s t) = Z/ dry...dvy—1 O —21 =+ —Tp-1)
0
1:[ szﬁv) ﬂ_Tlefi%Vyj(_o) ﬂ'TQei%V‘yy('g) ﬂ_TQei%Vy;v) ﬂ_Tlefi%Vy(n) (3 34)
=1 y‘ga) 2sinh(nTy yEU)) 2 sinh(ngy‘ga)) sinh (7T yfla)) smh(ﬂ'le( )) ' '

We can now address the convergence of the se-
ries in time. The key point is to show that for
any permutations o such that the corresponding spin
sum W\”(J) is non-vanishing, there is a finite limit

limy oo (p% )(Tl, p1;To, o, t).  The qualification that
the spin sum be non-vanishing is an important one,
since there are many cases in which the integral (p( 2
does not converge in time. The simplest example is
cpgl"Q)(Tl, w1; To, oy t) = DtV. This linear divergence is
of no consequence for the current because it is multiplied
by a vanishing spin sum: VV(1 2)(J) =0.

More generally, divergences for large time are to be
expected if one or more of the integration variables
T1,...,Tn—1 appears only in the Heaviside function and

nowhere else in the integrand. [E.g. for o = (1,2), we

have yi = yéa) = 0, so z1 only appears in the Heavi-

side function, and <p(1 SN t.] If instead all x; variables
appear exphcltly (not including the Heaviside function),

then the only possible sources of divergences in time are
the oscillating phase terms (since the 1/sinh terms are
very small at large ). The oscillating phase terms take
the form of multi- d1mens1onal generalizations of the one-

dimensional integral fl du <, which is finite as b — oc;
thus, we can expect that there are no time dlvergences
even from the oscillating phases. (Asymptotic evaluation
of several of these integrals confirms this expectation; see
Appendix G.)

Our task, then, is to show that for any permutation
o € Sym(n) such that one or more of the x; variables

@) o)

is absent from g, .., Yn ', the corresponding spin sum

W,ga)(J) vanishes. These permutations are exactly the
reducible ones — those for which the permutation rear-
ranges the first m entries independently of the last n—m
(for some m < n). From Eq. (3.25) and from the prod-
uct structure (3.23) of the tensor =, we see that the spin
sums for all reducible permutations vanish provided that



the following identity holds:

Z En[a’lv"'v

@0,a1,..-,an

. cc —
CLn,CLgl,.. aa’n]aoag _O

[for any n > 1,0 € Sym(n)]. (3.35)
We prove this identity in Appendix F. (The proof does
not rely on the detailed form of the coefficients Z; and
Zp, but only on the fact that they lead to a unitary S-
matrix.) Thus, we have shown convergence in time to all
orders in J and 1/J.

Having established the existence of the steady state
limit, we can write:

I(Tla T27 V) = steady statc(Tla T2; V) =
Jim I(T1, 1 = 0; T2, p2 = =V5t),  (3.36)
where both sides depend implicitly on the cutoff D
through D = D — V/2 [see Eq. (3.34) and below]. Set-
ting p1 = 0 is no real loss of generality, since working
with arbitrary p; (given fixed voltage difference V') only
means that D = D + (ju; + p2)/2, instead, and we will
see that D can be replaced by D in the large bandwidth
limit.
The steady state current, then, depends on the three
external parameters 71, Ts, and V. It is convenient to

work in spherical coordinates (M, 6, ¢) with V as the “Z-
axis”:

V = M cos®, (3.37a)
=V2Msinfcos ¢, To = V2M sinfsing, (3.37h)
M = \/ V2 T2 +T2). (3.37¢)

It is to be expected that for large bandwidth, the steady
state integrals @5{7) (Th,T>,V) include logarithmic diver-
gences in the limit D/M — oo. These logarithmic diver-

gences — together with the coupling constant dependence
contained in the spin sums W,gg)(J ) — encode the scaling
properties and the emergence of the Kondo temperature
Tk through the Callan-Symanzik equation, as we discuss
in more detail in the next two sections. Here, we present
a technical discussion of the steady state integrals and
their logarithmic divergences.

The basic integral we need to consider is the steady
state limit of (3.34), which is obtained simply by deleting
the Heaviside function:

=Vit).

(3.38)
As discussed above, any permutations o for which this
limit fails to exist are of no importance, since the corre-

<P$lg) (T17 TQ} V) = tli}?o (Pglg) (Tl, M1 = O, TQ, Mo =

sponding spin sum W,gg)(J) vanishes. From Eq. (3.24)
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we obtain:

Isteady state (T17 Tg, V)=

=1
_Re{z(m —
n=1
% Z W(o)

O (Ty, Ty, V)}. (3.39)
oc€Sym(n)

We express the steady state integral @5{7) in spherical co-

ordinates, denoting it by the same symbol. Rescaling to
dimensionless variables u; = im x; and v(g) = 1M ( )

we obtain:

=2
P\ (M, 0,¢) = Mcos@/ duy ... du,_1
0

n—1

i —cos )7 o o
[T (erepremeesor™ — 5o, g30i7)) /of”
j=1

x h(6, ¢;0\7)), (3.40)
where:
NY sin @ cos ¢ pe—i(cos)v
FO.¢0) = —— o —
sinh(23/27 sin 0 cos ¢ v)
i i i(cos )v
\/?w s1n951n.¢ Ue.  aaD)
sinh(23/27 sin 0 sin ¢ v)
and:

ho, ;v) = 1 V27 tan @ sin ¢ e?(cos9)v
y @ - Sinh(23/2ﬂ.sinesin¢v)
sy
sinh(23/27 sin 6 cos ¢ v)

Note that f(6,¢;v =0) = h(f,¢;v=0) = 1.

We have explicitly calculated the asymptotic forms of
the integral (3.40) in the large bandwidth regime for all
permutations ¢ that we need in order to find the cur-
rent up to and including the J® or 1/J° terms. We find
that the rapidly oscillating phases generate logarithmic
divergences — powers of In(2D /M) with coefficients that
depend on the ratios T1/V and T»/V through the angles
0 and ¢. In some cases, there are also linear divergences,
but they cancel in the final answer for the current at this
order.

To arrive at Eq. (3.40), we assumed V > 0; how-
ever, the special case of V' = 0 reduces to an inte-
gral of the same form with different functions f and h.
For example, the linear response conductance G(T) =
I /OV | =r,=1,v=0 involves the following integral:

0
v |y,

N, =T, Ty =T, V):/ dui ... dun—_1
0

) T

Yy

(3.43)



where f and h are given in this case by f(v) = h(v) =
v/sinhwv. The case of the thermoelectric current (V =0
with arbitrary 77 and T5) is similar. All cases thus re-
duce to the study of the large A behavior of the following
general form:

n—1 eikvﬂ('v) — f (’U§U))

/000 duy...duy,—1 h (U,(f)) H )

j=1 Yy

(3.44)
Appendix G presents our asymptotic results for the gen-
eral form given in (3.44) only using general properties of

f and h. The simplest non-trivial example is the permu-
(o) (o)
= —of

tation o = (2,1), for which we have v;”’ = = u
and the following asymptotic result:
> e — f(uy) A0
/ duy T ) A2 R(0) In A
0 u1
— h(0) (7 - 25) —l—/o du Inu T [f(w)h(—u)],
(3.45)

where v is the Euler constant [not to be confused with
the anomalous dimension 7(g) that we discuss later]. In
the steady state current in the regime of small J, the In A
divergence here will be appear multiplied by J2 — it is the
equivalent of the one loop divergence that appears in a
Keldysh calculation.

Notice that the constant (A-independent) term in
(3.45) is a more complicated functional of f and h than
the log term. This is the beginning of a pattern that
persists to higher orders. For example, in the case of
o = (2,3,1) that is explicitly written out in Appendix
G, there is a In? \ term that depends only on 2(0), a In A
term involving both h(0) and the same single variable
integral over f and h that appears in (3.45), and then a
M-independent constant that depends on the same quan-
tities already encountered in In® X and In A and also on a
double integral involving f and h. These terms then ap-
pear in the small J current multiplied by J* (two loops).
This pattern of asymptotic expansion is the mechanism
underlying the scaling that we find in the following two
sections.

D. Antiferromagnetic regime — universality

We evaluate our current series in the regime of weak
antiferromagnetic coupling. We first review what scaling
properties are expected on general grounds, then present
the results of our calculations. For easier comparison
with the literature, we refer to g = pJ = %J from now
on.

It is expected that, when all other energy scales
in the problem are much smaller than the band-
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width, the current becomes a universal function
Suniversal(T1 /Tr, To /T, V/Tk ), where the Kondo tem-
perature T = De 3t3M9 ig 5 dynamically generated
scale. The “scaling limit” consists of taking D — oo and
g — 07 with T fixed; the resulting funiversal i then the
same as that which would be obtained from taking the
low energy limit of a calculation done with a more re-
alistic Hamiltonian, e.g. with a more complicated band
structure than the wide-band limit we have considered.

Universal scaling should manifest itself in a pattern
of logarithmic divergences as D/M is sent to infinity.
In the regime of small |g| and large D/M, the pertur-
bative renormalizability of the Kondo model constrains
the steady state current to the form I(Ty,75,V) —
VZf:27m<n Anmg™ In™ %, where the coefficients @,
depend only on the ratios 71 /V and T/V. This is shown
in a very general setting by Delamotte in Ref. [32]. Our
choice of V for the dimensionful prefactor and 2D/M
for the argument of the log is one of convenience. We
have assumed that the current starts at order g2, as is
confirmed by calculation.

The current (assuming large bandwidth from now
on) should satisfy the Callan-Symanzik equation

(D5 +Bl9) % +9)| I(T1,T2,V) = 0, which is a dif-
ferential form of the statement that all UV divergences
can be absorbed by using a running coupling constant

and rescaling the current operator. The solution to the
Callan-Symanzik equation takes the form I(Ty,T,V) =
funivcrsal(Tl/TK, TQ/TK, V/TK)G_ fog ' % y and the
anomalous dimension v(g) should start at the same or-
der or higher in g as 3(g) so that the g-dependent scale
factor goes to unity in the scaling limit. (Such a scale
factor has been seen before in the Kondo problem; see
Ref. [33].)

Most of these general expectations are met by our se-
ries. Up to and including the equivalent of three loops
(which is ¢ in this case), the current at large band-
width is a scaling form that satisfies the Callan-Symanzik
equation with 8(g) and v(g) that are independent of the
ratios 71 /V and T5/V. The leading order of the beta
function (8(g) = —2¢?%), and the corresponding leading

order expression Tx = De_%, agree with the standard
answer [34]. The only surprise is that the first correc-
tion to the beta function, and hence to Tk, differs by
a constant from the expected answer; that is, we obtain
B(g) = —2¢° + Bag® with B3 = 16 instead of the expected
[34] B5 = 2.

Let us present these results in more detail. We begin
by writing the scaling form that we find for the current.
We will write the series in a triangular structure [32] in
which the nth column contains the g" ™! terms, while the
nth row contains terms of the form g"+7 In’~" 22 (j > 1).
The entries in the first row are called the “leading log-
arithms,” the second row the “sub-leading logarithms,”
and so on. For large bandwidth, we find:



Istcady state (Tla T27 V) =

4

3m 9 3, 2D 4, 22D
V{g +4g lnM +12¢" In %
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2D
2¢° In® =—
+32¢° In %

2D 2D
+C1(8,0) g> +6C1 (0,¢) g* In 7t [24C (0, ¢) — 32] g° In* ==

+ C2 (97 ¢) 94

2D
M

M
97 (b)) 95 ln

+64 + 372

where Cy and Cy are (in the spherical coordinates introduced earlier):

Cr(6,0) =1 Re{s— [ du g1 (0.0 1 0,61}

Cy (6‘, (;5) = R€{6'YCI (97 ¢) 12

U + Us 8

o 1
+ 8/ duidus — In
0 U2 uy

We omit a very lengthy explicit form of C3 (a sum of
integrals over f and h, including triple integrals).

As discussed in more detail by Delamotte [32], this
triangular structure makes clear the operation of pertur-
bative renormalizability. [Delamotte does not consider
anomalous scaling v(g), but this is a simple modifica-
tion.] One can see that the leading logs are built from
pure numbers, the sub-leading logs include pure numbers
and the constant C, and so on. We emphasize that we
do not require the answer to take this form; we find it as
the result of a detailed calculation.

Eq. (3.46) satisfies the Callan-Symanzik equation:

<Di +5lg) 5+ v(g)) [T, To V) =0,  (3.48)

aD
with:
B(g) = —29°+Bsg>+ 819" +0(g°) (B3 =16), (3.49)
and:
1(g) = 7207+ (=32 + 31— 281)g° + O(g*) (72 = —32),
(3.50)

where the constant 84 would be determined by the next
order of the current (g%, or the equivalent of four loops).
As expected on general grounds, 3(g) and v(g) are found
to depend only on the coupling constant g; the terms Cy
and Co (which contain all dependence on the angles 6
and ¢) drop out of the scaling equation entirely. In the

— 1292 —l—lw —4/ du ln2u£[f(9
0 8'&

e o 0
8 dupdug 1 1 _—
+ /0 U1duy Inuq nu28u1 Ty

duy

+C5(0,9) ¢° + 0(96)}7 (3.46)
(3.47a)
; ¢3u) h (0,65 —u)]
[f (97 o, ul) f (97 o, u2) h (97 @; —u1 — UZ)]
[F (8,6 ur 4 us) £ (6,6, —un) h (6, —um}. (3.47b)

following calculations, we leave 53 and v, unspecified in
order to see how they appear in the final answers.

The calculation now follows some standard steps, and
we omit many details. We write the current in a uni-
versal form in the scaling limit (¢ — 07 with Tk
fixed). The Kondo temperature Ty is determined by
D5 + 5(9)3%]TK =0, and is given by:

Tk =a ‘D exp[— + & In|g| + O(g)], (3.51)

2¢
where o > 0 is an arbitrary normalization constant. The
running coupling at scale M, denoted gjs, is such that
(D,g) and (M, gnr) correspond to the same Tx. In the
high energy regime (M > Tk, with M < D as always),
the running coupling is:

1 B3 Inln B3 1
= 14+—= In2+1
o 21Ml+41%% (411+““1m%
M
ﬂQ In? ln T [ ﬂg B3 In lnT—
E12]w +2 1n2—|—1 Oé—g IDQTMK
K K

1
4O ——]. (352
Q*%)

(See Ref. [7] for the case f3 = 2.) We set the nor-
malization constant @ = 1 for now. Solving the Callan-



Symanzik equation and taking the scaling limit yields:

(T, T, V) =
3T, 1
ZVQM 1+ 01(9,¢)+41n2—§72 Im
+0(g3;)- (3.53)

The leading term, which is the sum of the leading log
terms of the series, yields:

3
(T, To,V) = ——=—V+... (M>Tx), (3.54)
16 ln T
K
and so:
3m2G
G(T1,T5,V) = ——5 2 (M > Tx), (3.55)
16 In T

where we have restored physical dimensions in the dif-
ferential conductance G = 9I/0V (G = 2¢%/h = 1/7
is the unitarity limit of conductance). This is a slight
generalization of a well-known result, first found in Ref.
[5] (in the case of T} = T» = 0 with V as the variable,
or V=0 with T} = To = T as the variable); see also
Ref. [7] for the case of equal temperatures and arbitrary
voltage.

At the next approximation beyond leading log, the co-
efﬁcien‘gw (3 enters into the current as a term of the form
Bgllr;l:—TE, and so our result cannot be fully correct (note
that the coefficient of such a term cannot be adjusted
by rescaling Tk). It seems probable, based on a sim-
pler calculation we have done (see Appendix I), that our
unusual cutoff scheme has led to some extra “cutoff arti-
fact” term in the current that changes the coefficient 3s.
For the moment, we can say that since the leading logs
are correct in the small g case, the leading logs of the
large |g| regime (see next section) should also be correct.

A calculation we can do reliably, at the next order be-
yond, is the effect of temperature on the current; in par-
ticular, we consider the following quantity in the regime
14 > TKZ

AI(Tl,Tg,V) = I(Tl,TQ,V) — I(Tl = 0,T2 = O,V)
(3.56)
The idea is that this subtraction eliminates the leading
order effect of S5 (and of ~2, which is sensitive to the
same terms that affect 83). We note the following:

1 In(cosf) S5 Inln -
gM = gv + + — In(cos 0) L
g [ e T
1
+0 3—> . (3.57)
<1n Tx
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hence:

1
2 2
gM—gV—ln(cos6‘)2ln3L +

lnln%
O el K (3.58)

TK TK
and so:
3n 'V
AT, T3, V) = o5 —5— | C1(0,0) = C1(0 = 0,0)
32 1n T
lnlnTL
+4ln(cosO)| +O | ——~ |, (3.59)
hl ﬁ

where the ¢ coordinate in C; does not matter when
@ = 0. What we have calculated corresponds to the
leading temperature-dependent term in the summation
of the sub-leading logarithms [the second row of (3.46)];
the first contribution is temperature-independent and has
been cancelled, and higher contributions depend on the
coefficient fs.

Eq. (3.59) is essentially a one loop result. It agrees
with the calculations of Doyon and Andrei in Ref. [7]
(hereafter “DA”). Translating their calculation of the
current into our notation and calculating the difference
A, we find [35]:

3 V
Alpa(T,V) = 3—7;3—V 4(P(cot§) — P(c0))
In ﬁ
lnln%
+ 41In(cosf)| + O v | (3.60)
Tk

where the function P is given in an integral form in
DA. Specializing our result (3.59) to equal temperatures
sets ¢ = m/4, and we find numerically that our function
C1(0,¢ = w/4) = 4P(cot0)+ constant; thus, C1(0,¢ =
w/4) — C1(0 = 0,¢ = w/4) = 4[P(cot §) — P(c0)], so our
result agrees with DA (AT = Alpy).

We now turn to two special cases: the linear response
conductance G(T') = (0I/0V)|r =r,=1,v=0 and the zero
temperature conductance G(V) = (9I/0V)|1 —1,—o0-
Restoring the dimensionful factor Gy = 2¢%/h = 1/7
to the conductance, we find:
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2
G(T) = 3”4G0 {92 +4¢3In = 4+ 12¢*In* = +32¢°In® =
2r 4 2r 4. D 51 2
—4In 9 24111779 1DT_32<IH T +1)g In T
D
— 7.75¢* —138.90¢° In —
T
+9.01g° + O(gﬁ)}, (3.61a)
31*Go 2 3. D 47 2 5.3 D
G(V) = 1 {g +4g lnv +12¢%In v + 32¢°In v
D
—32¢°In% —
9"
7 D
— —n?g? — (644 177%)g° In
+2[r? —32+481n2 —24¢(3)] ¢° + 0(96)}, (3.61b)

where ( is the Riemann zeta function. Using the Callan-Symazik equation to take the scaling limit, we find the
following results in the high energy regime (T > Tk or V > Tk):

(1)

372G Inln -~ 481%n L ol Inln L 1
G(T) = 16’;— 2 OT 1 'ITK 1a1T 1 2 TTK 21 2 T & O 1 2T ’ (362&)
n Tr n Tr n Tr n T n Tr n Tr
323 Inln 2~ V) 481%In Y ol Inin L 1
GV) = —0 e e P = I (3.62b)
16111 T lnﬁ lnﬁ In T In T In T
[
where the ag-T), a;v) constants are: merically, we are concerned for the moment with compar-
ing to the analytical expressions they find for the first two
(T) _g(1+1n2)—21n ?W 7 (3.63a) terms (g% and g%? of G(T) and G(V') as power series in
elty the running coupling gr. Re-expressing their answers in
agV) =8(1+n2), (3.63b) terms of bare quant.ities, we potce t}}at the D-indepgndent
9 g> terms of our series [the distinctive number In —i5 for
aéT) =4(243m2)+3n——, (3.63c)  G(T) and zero for G(V)] are in exact agreement with
etT™™ ..
W) PS. This in turn means we have exact agreement for
=4(24+3n2). (3.63d) the ratio TI((T)/TI((V). Our scaling differs from theirs at
o ) W) higher order, seeing as they find the conventional expres-
Note that the individual values of o~ and o * can be  sion (83 = 2). Conventional scaling would have been

changed by rescaling Tk by an overall constant prefac-
tor. In this high energy regime, one can define TI(<T)

as the rescaling that sets agT) to zero, with a sim-
(V)

ilar definition for T} ’; then the ratio TI((T) /TI((V)
ox K (1) _ (V)) 2} _
P\ o ) /2| =

ing.

Let us compare these results with the literature. The
leading order results for G(T') and G(V') are well-known
[5], and are special cases of Eq. (3.55). For a higher order
check, we compare to the real-time renormalization group
calculation of Pletyukhov and Schoeller (PS) [10]. While
these authors calculated the full conductance curves nu-

el
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is independent of rescal-

obtained in our calculation had an additional contribu-
tion 372Gy (¢*In 2 — ¢°In* 2) been present in G(T') [or
the same term in G(V') with V replacing T'], but exten-
sive checks (see Appendix H) have not detected any such
contribution. However, we can show in the calculation
of a different observable that such a term can arise as
an “artifact” of the unusual cutoff scheme we have used;
furthermore, in that other observable we can show that
a modification of our scheme removes the artifact. See
Appendix I for details.

The first terms in the final answers Eq. (3.62a) and Eq.
Inln #—
(3.62b) that (83 affects are the double log terms -

In® L
TK



Vv
and —II]HLHTTL:
cient 8 would instead be 1. [Note that the coefficients of
the leading terms, 1/In*(T/Tk) and 1/In*(V/Tk), are
unaffected.]

We therefore conclude that our approach yields the
correct leading log answer in the high energy regime,
with the higher order corrections being affected by an
artifact of our cutoff scheme. By subtracting the zero
temperature current, we can reliably calculate the effect
of temperature at the first approximation beyond leading
logs. In the next section, we repeat the calculation in the
strong coupling regime, focusing on the quantities that
came out correctly in the antiferromagnetic case.

; with the conventional 83 = 2, the coeffi-

E. Ferromagnetic regime — universality

Our approach reveals a new universal regime of the
Kondo model: strong ferromagnetic coupling (g < 0,
lg| > 1). We note that there are several proposed
mesoscopic realizations [36-38] of the weak ferromagnetic
model; it may be possible to realize strong ferromag-
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netism by modifying these proposals to use the charge
Kondo effect [39].

We find that the strong ferromagnetic model gener-
ates a new Konz)do temperature given at leading order
by TI((F) = De’§9. A very similar discussion applies in
this case as in the antiferromagnetic regime. (Indeed,
the quantity —1/¢g, which is small and positive, plays
much the same role as a small antiferromagnetic cou-
pling, though the parallel is not exact.) The scaling limit
in this regime consists of taking D — oo and ¢ — —o0
with Tk fixed; the resulting universal functions are ex-
pected to agree with the low energy results from a more
realistic Hamiltonian.

We begin in the same way as in the antiferromagnetic
case, by examining the scaling. The same integrals ap-
pear again; the only change we need to make is to expand
the spin sums W\ (J) about J = —oo instead of .J = 0.
(We can actually expand the spin sums about |J| = oo
with the same result for either sign of J; we discuss the
case of large positive J in Sec. IIIF.) We find the follow-
ing scaling form at large bandwidth:

I(Th,T»,V) =
i b [f - dn 2 w2 N L
- Cli—Gg 1%; In % +(4—120) 561;5 In® %
(10re e ) i (V0T S

1

+ 045 (3.64)

(L))

where C1, Co, 51, and Cy depend on the ratios 71 /V and T5/V; the first two have been defined already in Eq. (3.47a)
and Eq. (3.47b), C1 is the imaginary part of the same quantity that appears in Ci:

G (6,0) =1t~ [ w17 00501 0,0

(3.65)

ol

and CY is given by a lengthy sum of integrals over f and
h, which we omit. This expansion is valid for either sign

of g, though we focus on the ferromagnetic case g < 0 for 8 3 B 1
256 56
= 1
19) = 57 g { * or2g

For Th = T3, we find that the Callan-Symanzik equa-
tion holds with a non-zero anomalous dimension 7(g):

+ 1 75 115+ 64 | 1 ) 1
4 47 9r2 T 3pt| g2 g3 )|’



where the constant o would be determined by the next
order (1/g%). The scaling invariant is the Kondo temper-
ature for this regime [40]:
T\F) = pe*Fo—inll (3.67)
Let us emphasize that the non-zero anomalous dimen-
sion y(g) for the current operator is necessary in this
case to resum even the leading logarithms. Concretely,
this means that one would not obtain the correct beta
function by compensating a change in coupling con-
stant in the 1/¢2 term by a change of bandwidth in the
(1/¢%)In 22 term; the resulting beta function would not
be consistent with the next term, ~ (1/¢g*)In* 22, One
is forced rescale the whole observable as well, which is
equivalent to introducing (g).
Notice that we can take the scaling limit D — oo,

g — —oo with TI(<F) held fixed, indicating that the strong
ferromagnetic regime is universal. Resumming the lead-
ing logs, we find that the conductance approaches the
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unitarity limit asymptotically at high voltage or temper-
ature (Fig. 5):

372

——
VIZ1V?
161n TI(;:)

G(T,V) =Gy [ 1 (3.68)

In analogy to the antiferromagnetic case, we expect that
the coefficient —2 of In|g| in Eq. (3.67) is affected by
our cutoff scheme and may not be reliable; however, this
only affects higher order corrections to Eq. (3.68). We
expect that in the first correction beyond leading logs,
the difference AG is reliable (see inset of Fig. 5), again
by analogy to the antiferromagnetic case.

Curiously, the scaling breaks down if the lead tem-
peratures are different (73 # 7). The problem term,
~ (1/¢g°)In(2D/M) is in the sub-sub-leading log part of
the series, and may possibly be affected by cutoff arti-
facts.

For the special cases G(T') and G(V'), we obtain:

4 |7 16 D 64 D 2048 . 3 D
GT)=God1— —| L - 2 = e el W e
() 0{ 972 L}Q m2g3 o +7T4g4 T 9r6gd T
16 27 1281 2w D 2048 31 2 1 12D
+ m2g3 ety migh Dl T + 9rog6 \ 7 el T L)t
1 1 D
1 1
022 +0 ()| (3.69a)
4 |7 16 D 64 oD 2048 . 3 D
GV)=Godl— —|L - 2 m= = il P et
V) 0{ 972 L}Q m2g3 Ny +7T4g4 Ty 9r6gd Ty
2048 4 D
ksl PR
9r6gd Ty
436 64 1 D
- — — (644 257%) — In =
9r2gh + o2 (64 + 2577) PS v
16
———1192(4 —61n2 + 3¢(3

— 2477 +0 (g—lﬁ)] } (3.69b)

In the high energy regime (T > Tk or V > Tk), the running coupling constant is large and negative, and we can
use the Callan-Symanzik equation to find the following universal results:

Ean ln%

&éT) Inln % o 1 570
* 3 anTl + 1n2Tl + In? L ’ (370a)
K K

16 In? In % &év) Inln £

T ~
GT) = God1— 37 |y 8hnhnry ay’
161n® = 3 I Ing
v ~(V
G(V) = Go {1 - L sz | &
2 % v
16 In % 3 Ing- In 7
where the &;T), &;V) constants are:
G 8 8y 8 2T
& =353 In 3 21n e (3.71a)
~ 8 8. 372
aV) = 53 ln%, (3.71b)

9 2V
3 ln ﬁ e
I
and:
~(T) _ % 2776 21w
ay 8(91n =12 +1 el (3.72a)
~(V) 32 2776
= —— . 3.72b
2 9 " p12 (3.72b)



Notice that the unitarity limit is reached asymptotically
at high energy (Fig. 5). This is the main novel predic-
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G(T,V) [Go] AG(TV) [Gol 0.0
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FIG. 5. The universal conductance G = 9lsteady state/0V in
the strong ferromagnetic regime at leading log approximation.
In contrast to the antiferromagnetic case in which G is known
to reach the unitarity limit Go = 2¢*/h at T =V = 0 [41],
here the unitarity limit is reached asymptotically at large volt-

age or temperature. As the external scale is lowered to T}((F)
and below, the series in 1/g breaks down and another method
is needed. Inset: the first correction beyond leading log in the
quantity AG = G(T,V) —G(T =0,V) for V> T}((F)7 with
various values of 7.

tion of our method so far. Ultimately, the unitary con-
ductance traces back to the fact that the bare S-matrix
of the model becomes a single particle phase shift of 7/2
in the limit |J| — oo (see Sec. IID).

To see the predicted rise towards unitarity experimen-
tally, one would need a hierarchy of scales TI(<F) <LV K

Fax Or TI((F) < T < FEyax, where FEi.y is the lowest
energy scale at which the Kondo model is no longer an
accurate description of the system.

Defining TI((F’T) and TI(<F’V) in the same way as in
the antiferromagnetic case [see (3.62b) and below|, we

find that the universal ratio is the same in this regime:
T(F;T)/T(va) _ et
K K =T Tom

F. RG discussion

The basic picture of scaling in the antiferromagnetic
Kondo model is that the theory is effectively strongly
coupled at low energies (T,V < Tk), even though the
coupling constant that appears in the original Hamilto-
nian is small (0 < g < 1). Loosely speaking, one says
that the coupling constant increases as one reduces the
measurement scale, reaching infinity at zero energy. It is
tempting to suggest, then, that a calculation using the
Kondo Hamiltonian with large g (expanding in powers of
1/g) would reproduce the low energy regime of the model
with small g. In this section, we show that this is not
so, both by general arguments and by examining our ex-
plicit answers in the large g regime. Starting from weak

24

coupling and flowing to strong coupling at low energy is
not the same as starting the theory at strong coupling.

Our statement does not contradict the many successes
of the effective field theory approach to the low energy
regime (of the model with small g), which refers to the
leading irrelevant operators around the strong coupling
fixed point. Instead, the conclusion is that the effec-
tive field theory approach is more sophisticated than the
simple idea of taking ¢ to be large in the original Hamil-
tonian.

To clarify the point, we must carefully set up the
field theoretic version of the renormalization group.
For definiteness, we consider a dimensionless observable
O(D, g,T) with temperature T as the only external scale.
Our analysis is not confined to equilibrium, though, and
T can be replaced by any single energy scale (such as a
bias voltage). Suppose the observable is calculated as a
power series in g, with the leading term being ¢?; then a
series expansion in g must take the form:

OD.4.T) = ¢+ 3 4" Fu(D/T), (3.73)

n=3

where F,,(D/T) are some functions. As discussed in [32],
these functions are constrained by the perturbative renor-
malizability of the model to take a logarithmic form in
the T' < D regime:

Fo(D/T) = (3.74)

zam (=

where the a,,, coefficients are pure numbers that de-
pend on the observable being evaluated. The logarithmic
terms define the “scaling form” part of the observable:

oo n—1
)=¢"+ > D anmg" "

n=3 m=0
(3.75)
The scaling form satisfies the RG scaling (or Callan-
Symanzik) equation:

8

Oscaling form (D7 9, T

+ ﬂ( )_ + 7(9):| Oscaling form = 0. (376)

Assuming (as we find for the current) that the leading
order of the anomalous dimension term ~(g) starts at
the same order or higher as the leading order of the beta
function, the solution of the Callan-Symanzik equation
then implies that the scaling form can be written as a
function of 7'/ TK only [where Tk is the scaling invariant
defined by (D45 + B(9) 2 ;)T = 0], up to corrections

that vanish as ¢ — 0T:

Oscaling form(D7 g, T) = funiversal(T/TK) [1 + (0] (g)] .
(3.77)

In the Kondo model, the leading order of the beta func-

tion has negative sign. This implies that Tk can be held

fixed while taking the limit D — oo and g — 07, which



means that the function funiversal(T/Tk) is a universal
result for the observable O. In contrast, the scaling in-
variant cannot be held fixed in the limit D — oo and
g — 07, so the function funiversal(T/Tk) in the ferro-
magnetic case only represents what would happen if the
simplified (wide-band) model itself were realized.

Let us focus on the antiferromagnetic (g > 0) case for
now. The procedure for calculating the asymptotic be-
havior of funiversal(T/Tk) for T > Tk using the first
few series coefficients a,,,, is well-known. One finds that
the solution of the Callan-Symanzik equation is char-
acterized by a running coupling (gr = m at the

leading approximation) which is found to grow as T is
reduced. As T approaches Tk from above, one finds
that infinitely many series coefficients are needed; how-
ever, non-perturbative techniques confirm that the run-
ning coupling keeps growing as 7" is reduced. If one ig-
nores momentarily the distinction between the running
coupling and the bare coupling, one can imagine that a
series in 1/g would provide information about the low
temperature behavior of funiversal(T/Tk), much in the
same way that a series in ¢ yields the high temperature
behavior.

The basic problem with this approach is that if one
repeats the same steps with the 1/g series — i.e. expand
each order of the series for large bandwidth and declare
the logarithmic part to be the “scaling form” — one arrives
at a scaling form that may not be the same as the one
found from the g series. Since the ultimate goal is to take
g — 0% with Tk fixed, the scaling form of the g series
is the correct one. But the parts of this scaling form
that describe the small T'/Tx behavior of the function
Suniversal(T/Ti) may appear to be negligible in the 1/g
series.

A simple example illustrates the point. It is known
that the universal conductance curve G(T') reaches uni-
tarity at 7 = 0 with corrections of the form T2/T%.
Thus, the scaling form for the conductance must include

a contribution of the form ég—z, seeing as this term be-

comes T2 /D? in the g — 07 scaling limit (we assume the
conventional expression Tk = De 2739 in this dis-
cussion). Since this term vanishes for large bandwidth
rather than diverging logarithmically, it is exactly the
type of term that is dropped in determining the scal-
ing form of the 1/g series. The logarithmically diverg-
ing terms, on the other hand, can easily be negligible in
the ¢ — 0T scaling limit; consider e.g. the expansion
m = % — g%ln% + ... in powers of 1/g. Thus, no
finite number of terms of the 1/g series will yield the low
temperature behavior, since there is no obvious way to
identify which contributions are important in the g — 0
scaling limit.

The scaling form of the 1/g series describes a different
physical problem: one in which the bare coupling con-
stant is large in magnitude. The sign of the beta function
then indicates that the strong ferrogmagnetic regime is
universal and the strong antiferromagnetic regime is non-
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universal. The quantity —é behaves much like g does in
the antiferromagnetic case; that is, the ¢ = —oo point be-
haves like g = 0T, and g = 0~ behaves like ¢ = co. Let
us state this more definitely. A system with large nega-
tive bare coupling ¢ has a running coupling that is also
large and negative at high energies, so an RG-improved
power series in 1 produces accurate results. At low en-
ergies, a more powerful technique is needed; neither a
series in é nor a series in the inverse parameter g gives

any information about the low energy behavior (unless
one has all terms of the series), because in this case the
correct scaling form is the one generated by the 1/g series
(which can differ from the scaling form generated by the
g series).

Our calculation yields the beginning of the RG flow in
the strong ferromagnetic regime (see Fig. 6): starting
at the unstable fixed point gr = —o0, the running cou-
pling const%nt becTomes smaller in magnitude according

togr = —3.2In = (at leading order). As T approaches
K

Ferromagnetic g < (0 Antiferromagnetic g > 0

—o0 -1 0 1 %
(bare) e R ~ e
~ ) ~ .
Depending on ~. Depending on ~o ,
energy scale b energy scale ~o . _
hES S 7 Same fixed point,
—00 ~a 0 0 S~ 00 butapproach s different
e T —_— =
9r 9r

FIG. 6. Kondo scaling picture. The two universal regimes
are weak antiferromagnetic bare coupling (0 < g < 1,
Tk = thl/(%))7 and strong ferromagnetic bare coupling
(9 <0, lg] >1, T}((F) = D€73W2‘g‘/8). The former has been
much studied, and the latter is predicted by our calculations.
In either case, the running coupling gr is close to the bare
coupling if the system is probed at a high energy scale (high
relative to Tk but always small compared to the bandwidth),
but moves away from the bare coupling as the energy scale is
reduced.

TI((F) from above, |gr| becomes too small for our calcula-
tion to be valid. We expect that gr continues to flow to
the stable fixed point gr = 0~ without any other fixed
points in between (much like the corresponding antifer-
romagnetic flow from gr = 0% to gr = o). The ground
state of the system would flow from a triplet at high en-
ergy, with entropy In 3, to a free spin at low energy, with
entropy In 2. We emphasize again that perturbation the-
ory in small, bare, ferromagnetic g provides no informa-
tion at all about the low energy behavior of a system
with strong ferromagnetic g except the extreme point.
In other words, the conductance in the universal strong
ferromagnetic regime should be zero at T'=V = 0, but
calculating the approach to zero requires another method

(such as an analysis of leading irrelevant operators, or
NRG).



IV. CONCLUSION AND OUTLOOK

We have provided an exact, explicit solution for the
time-evolving wavefunction in a many-body problem,
and found the corresponding NESS in the long time limit.
In the thermodynamic limit, we have found a series ex-
pression for the current which can be expanded either for
weak coupling or for strong coupling, and shown that ei-
ther expansion converges to all orders in the steady state
limit. Our series predicts a universal strong ferromag-
netic regime in which the conductance approaches uni-
tarity for large voltage or temperature. We expect that
the same basic picture of RG flow will be found if the
calculation can be repeated using a conventional cutoff
scheme.

There are a number of possible directions to take with
this work in the future. One is the evaluation of the S-
matrix — not the bare S-matrix that we used in our calcu-
lations, but the physical S-matrix for excitations above
a filled Fermi sea. The NESS we obtained in the Kondo
model is a many-body scattering “in” state, and it is
straightforward to obtain the corresponding “out” state
by considering evolution to large negative times. Since
the initial quantum numbers are arbitrary, we are free
to construct a state consisting of a Fermi sea with one
electron above it with momentum p and spin a; schemat-
ically, |F'S, pa)in. The S-matrix for elastic single particle
scattering is then given by out (FS, pa’|FS, pa)in. The cal-
culation of the S-matrix can proceed using some of the
same technology developed here, such as the reduction of
a general overlap to a sum of normal ordered overlaps.
If necessary, the calculation could be done by consider-
ing the finite time first and then taking the limit of large
time. More complicated scattering processes involving
particle-hole pairs could be considered by making differ-
ent choices of the initial and final quantum numbers.
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Another direction would be to adapt either the self-
consistent rate equation used in [6] or the Dyson equation
used in [31] to the many-body wavefunction approach
presented here, in order to repeat the calculation of the
electric current in the presence of a non-zero magnetic
field on the dot (particularly in the strong ferromagnetic
regime).

It would be interesting to see if our general method for
calculating local quenches can be useful in a wider class
of problems. As we have mentioned, the usual signatures
of integrability in the Kondo model, such as the Yang-
Baxter equation, do not appear in any obvious way in
our calculations.

To take full advantage of the fact that the wavefunc-
tion for a fixed number of electrons is exact, it is essential
to find a different way of taking the thermodynamic limit
of observables other than the approach we took here of
expanding in powers of J or 1/J. We hope that the tech-
nology for using the new wavefunctions to calculate ob-
servable quantities in the thermodynamic limit can even-
tually reach the advanced state of development found in
equilibrium calculations with the Bethe ansatz.
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Appendix A: Notation for calculations

We present a compact notation for manipulating the many-body wavefunction and its matrix elements. This
notation allows us to do calculations that would be excessively lengthy if all indices were written out in full. It will
be used throughout the remaining appendices.

We use boldface letters to stand for lists of indices: m = (2,5, 6), for example. We use m; and m(j) interchangeably
to refer to individual list elements, such as my = m(2) = 5. Boldface letters in subscripts indicate products in the
manner of the following examples (in which m has length n, a small circle stands for composition, and o € Sym(n)):

Cam = Cayry -+ Cmnyr Camoo = Camor) ** * Clm(on)> (Al)
(RN § T i — Af i
Com = Cam(n) T Taun (1) Comor — Cam(an) T (o) (A2)

Given any list m of increasing indices (m; < --- < m,,), we define Z;(m) to be the set of increasing lists of length j
chosen from m:

Ij(m):{ﬂz(ﬁl,...,ﬁj)Cm|€1<~--<€j}. (A3)
It is often convenient to write a sum over a single index ¢; as a sum over lists £ of length 1 [i.e. £ € Z;(m) | in order
to use the notation we define in the next paragraph.
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Given £ € Z;(m), we define m to be the permutation of m that brings all the entries of £ to the left of all the
remaining entrles of m; we define ;W%[ | similarly. For example, if m = (1,3,6,7) and £ = (1,6), then W ] maps
(1,3,6,7) — (1,6,3,7) and perml[¢] maps (1,3,6,7) — (3,7,1,6). Note that W and ;Wi[ ] depend implicitly
on the list m from Which the entries in £ are chosen. We write the sign factors for these permutations in the following
way:

$gn € = sgn permle), (Ada)
sgh £ = sgn permf]. (A4b)

The slash notation m/£ indicates the list m with the indices belonging to £ all removed; in the example given above,
m/€ = (3,7). The same slash notation also applies for removing a single entry of list: for instance, m/3 = (1,6, 7).
Using this notation, the many-body wavefunction (2.30) can be written more compactly as:

Z Y @m0 Y] (5810)Xame,s(t)- (A5)

n=0meZ,(N) oceSym(n)

Appendix B: Proof of general formalism

We demonstrate that the “inverse problem” conditions (2.31a) and (2.31b) imply that the construction (A5) satisfies
|U(t)) = e *H|W). The second condition (2.31b) immediately implies that |[¥(¢ = 0)) = |¥). The main task is to
show that the first condition (2.31a) implies that (H — i4)|¥(¢)) = 0. On any given term within [¥(¢)), we bring
H — i< to the right past all of the ¢f(t) operators to hit the [x(t)) state, at the cost of generating an A(t) operator
for each cf(t) operator that is passed. Since |y (t)) = |3(t)) is annihilated by (H — i%), Eq. (A5) yields:

(H—zi) XN: Z . (Sgnm)cl, (1) > (sgno) (H—Zd) Xormoo.5 (1)

oceSym(n)

N—
Z Ggim) > (@@l DA, () Y (5800) Xams(t)  (B1)

€Z,(N) £€Z;(N/m) oeSym(n)

Using the condition (2.31a), we find that the first term becomes:

1st term of (B1) Z Z (3gnm) ¢ aN/ (1) Z (58n0) A, 0y () Xamon) /miony B8 (E)) (B2a)
n=1meZ,(N) oc€Sym(n)
N
==X Xm0 5 @040 5 o) G2
n=1meZ, £L€Z; (m) oceSym(n—1)

where the second line follows from relabelling m,, — ¢;.
For the second term of (B1), we note the following relabelling of summations, which is valid for any function X:

S odEm) Y E@moxmeo= Y (@mm) Y (@O X(m/L), (B3)

meZ,(N) £€7,;(N/m) meZ, 1 (N) £eZ;(m)
Thus,
2nd term of (B1) Z Z (@1 m) CLN/m(t) Z (s@f) Ay (1) Z (sgn U)|Xa(m/e)og”@(t)>, (B4)
n=0 me€Z,1(N) £€Z; (m) o€Sym(n)

which is precisely what is needed to cancel the first term of (B1) (once we relabel the summation variable n — n—1).
This completes the proof that (A5) satisfies the time-dependent Schrodinger equation.
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Appendix C: Kondo crossing states in the general case

We calculate the n = 1 crossing state for |¢t| < L/2, finding that the negative time solution is related to the positive
time solution by a simple transformation. We then show that the formula (2.51) for the crossing states |Xeknan,a0(t))
solves the appropriate inverse problem for arbitrary n. We also present the solution in a more general Hamiltonian
with an anisotropic Kondo interaction and a potential scattering term.

We generalize the ansatz (2.42) for the n = 1 crossing state to:

L/2

1 )
[Xekiar,a0(t)) = \/f/ dx (Flglllﬁo,ao(t —21)0(0 <z <t)+ GZifiao(t —21)O(t <1 < O)) djlbl (I)elbOBt|b0>7
—L/2
(C1)

where F is given by Eq. (2.48) and G is another smooth function. For |t| < L/2, we obtain:

d 1 , 1 .
(H - Z@) |X€/€1al7a0 (t)> = ﬁ [ (_7’]312?) + ZJo'bldl ’ abodo) Fljllt)zlf?ao (t)e doBt@(t)
. 1 i
+ (usizz + 77O, -abodo) Gty D O(=1) [0],, (0)[bo). (C2)

Inserting a factor of 1 = O(t) + ©(—t) into Eq. (2.45) yields:

1 1 —1 1 illo
= Jpgle e Re) + 6(-t)ona  Tbgan 0ty (0)[bo). (C3)

The differential equation (H — i) [Xekia1,a0(t)) = —Ackya, (t)|ao) then separates into a ©(t) part and a ©(—t) part.
The ©(t) part has already been considered in the main text, leading to the condition (2.46) on the function F. The
O(—t) part leads to the following condition on the function G:

Aek1 ay (t) | aop (t»

kiai,ao

) 1 , 1. .,
(113132 + Zja-bldl 'O'bodo) Gdr-do (t)ezdoBt _ _5‘]6 lk1tezaoBta_b1a1  Gbya, (C4)

from which we conclude [comparing to Eq. (2.46)] that G(—t) = F*(t).
Our next task is to show that |Xek,an,a0 (t)) as given in (2.51) satisfies:

d
(# = 5) Petannn®) = ~Ack O Neky 0 0, (©5)
[Xeknan,ao(t = 0)) = 0. (C6)
The crossing state (2.51) vanishes at t = 0 by construction. To show that the differential equation (C5) holds, we
need the n-variable generalization of the delta-Heaviside regularization (2.44), namely:

1
0(2n)O0 <2y <-+- <1 <t) = 56(%)6(0 < Tpog < o<1 < 1. (C7)

By computations very similar to the n = 1 case discussed in the main text, we obtain:

. d 3 L/2 n—1 . . 1
<H - Z@) Xknan,a0(t)) = L n/Q/L/ dans 03 | [T E2e, (6 =) (—ZISZZ‘; + 17004, 'Ubodo>
—L/2 .
Jj=1

X F:n7d0 (t)@(() <Tp—1 < - <21 < t)wlb” (0)1/1217“/" (In/n>eibOBt|b0>a (CS)

n@n,Cn—1
and:
L/2 n—1 b 1
_ —n/2 C 3,Cj —iknpt1t
Ackpan (t)|Xekn/nan/mao t)=L / / dxn/n 6(1?) H ijaj,cj,l(t — ;) 5‘]6 " 0Y,a, * Obocn—1
Jj=1

L2

O0 < @poy < <y <P (owgbm (@n/n)e™ B bo).  (C)
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Comparing, we see that the differential equation (C5) holds due to the same condition (2.46) that F' was required to
satisfy in order to solve the n = 1 problem. This confirms that Eq. (2.51) is the correct n-electron crossing state for
the Kondo model. The case of negative ¢ can be done similarly.

A more general form of the Kondo Hamiltonian can be solved by essentially the same calculations, with the only
change being a modification of the 7-matrix. In particular, we can allow anisotropy and potential scattering:

L/2 d
H:‘i/ dr Y W@ @)+ Yl ZJ 02 S+ T bgar | (0) = BS*. (C10)

“Li2 4=12 P =1

Following the same steps, we find that the condition Eq. (2.46) that the function F is required to satisfy (in the
electron basis) generalizes to:

1 .
b1b dq,d doB
—iIl +3 Z Ji00 .00 a0+ I Obiay Oboao | | Fi, (t)eioBt =

kiai,ao
Jj=1

3
. . 1 . .
— g htgiao Bt 3 > Ji08 0 a0 + T ObrarObgay | - (C11)
j=1

Only the spin part has changed (not the time-dependent part). The same solution (2.48) works with a more general
T-matrix that is found by matrix inversion. Here we present the solution in the partially anisotropic case, in which
we fix m = 1,2, or 3 and declare that the remaining two Kondo couplings are equal to J, . (We allow m to be general
so that the special direction may or may not coincide with z-axis, which is the direction of the B field.) The T-matrix
is given by:

1 1
T=i| -2+ Pi(I+cm"®@c™)+ PL(I-0c"®@c™
! i sy Lol LA R s vy ey Lo G A
+ ! P.(I+cm®@c™)+ ! P (I-ocm®c™)|, (C12)
- o o (I —o a™ |,
1—id 5(2J1 — Jm—J’) 1—il (Jl+ sdm — J')
where P, = 1 (I £ P).
In the fully isotropic case (J, = J, = J, = J) with potential scattering included, we obtain :
T=2i (—I—i—;P +;P > (C13)
- 1+ilu+o)y T Tl Gr—u) )

which provides another check; a short calculation confirms that the correspoding bare S-matrix S = I — T agrees
exactly with that found in the Bethe ansatz solution of the lead model (see [26], for example, bearing in mind that
the conventions are related by J = 2Jpethe ansatz)-

We can also solve the quench problem for the Hamiltonian (C10) in the |.J| = oo basis.

Appendix D: Evaluation of bilinears

We derive Eq. (3.12), the formula for the expectation value of 9], (2)tc, (). For most of the proof, it is convenient
to work in a more general setting; hence, we consider the expectation value of the product OIOQ of two fermionic
operators, and return to the notation of ¢/, operators and impurity states |3) (see Sec. ITA). We assume that
the time-dependent operators cf (t) behave the same as ¢, operators under normal ordering and satisfy the same
anticommutation relations ({ca/(t),cl(t)} = {car,cl} = daar)-

We begin by proving a useful relation for rearranging sums:

min{N—n,N—n'}

Z Z ﬁm Z (@1 m/) Z Z (Sﬁf) Z (s@f/) X (m, m’, £, el) =

n,n'=0 meZ, (N) m’eZ, (N) p=0 £L€Z,(N/m) eZ,(N/m’)

N
> (o Z > (fgim) > (fgnm)X (m,m/,N/¢,N/¢). (DI)

p=0¢,0'cZ,(N) n,n'=0 meZ, (L) m’'eZ, ()
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where X is any function. Proof: on the left-hand side, do the p sum before the n,n’ sums and the £, £ sums before
the m,m’ sums. This yields:

S C Ll 1YY G (g0 ') X (m, ', £,) (D2)

p=02,'cT,( nn’ 0meZ, (N/£) m’'eZ,, (N/&)

Then we need only relabel p — N —p, £ — N/£, and £/ — N /€, noting that this changes each m to %

The next preparatory step is to show that the normal ordered overlap of states evolving from any initial quantum
numbers is zero (except for the trivial case of time-evolving impurity states with no creation operators):

’ is th ty list.
 (Wag, (D] Vo (1)) - ={55" o e emphy Bt (D3)

0 Otherwise.

We can show this by direct calculation in the Kondo model, but the following proof is simpler and more general. We
use Wick’s Theorem:

min{|m|,|m’|}

car ()l (8) = Z S« > (sehe)

2€Z,(m ) e/ezp(m/)

x> (sgno) H{a o (t),eh, ., (D} :ca;n//e/(t)clm/e(t):, (D4)

oeSym(p)

and the relation (D1) to obtain the following expression for the overlap of two states as a sum of normal ordered
overlaps:

N
(Wags (D Wans(0) = D (fenm)(fgnm’) Y (seno)

n=0m,m’eZ, (N) c€Sym(N—n)
N-—n
, T . Lo .
T s O iy O |+ et 0¥ @) (D
J:

where the n = 0 term on the right-hand side is (Hévzl{ca;(j) (t),c a]( )}) (B'(t)|B(t)). The left-hand side is exactly

equal to this n = 0 term; to see this, consider the left-hand side at ¢ = 0 (it is independent of time) and recall that
the cf (t) operators have the same anticommutation relations as the ¢, operators. Thus, the sum from n = 1 to N on
the right-hand side yields zero. Taking N =1, we obtain:

0= (Way  o()Way 5(0) = (D6)

which is the first non-trivial case of the identity (D3). Since the «,o’ labels are arbitrary, we see that the n = 1
contribution on the right-hand side of Eq. (D5) vanishes for any N. Taking N = 2 yields:

0=": <\I}a§\,(l)a']\,(2)~,@’(t)mjazv(l)ow(z)ﬁ(t» > (D7)

and so on up to arbitrary N > 1 by induction. This completes the proof of Eq. (D3).
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We can now consider the bilinear (91(92. Wick’s Theorem with the bilinear states:

min{|ml|,/m’[}
Car (DO O5cl, ()= > Y ehe) Y (saie)

p=0 €T, (m) €L, (m’)

x Y (sgno) H{ Cay,,, , (8) el (D) :ca/m//e/()(’)T(’)gca MOE

o€Sym(p)

+ > (s@is){oz,casm(t)};c,

OLna’/l’
s€Z;(m/2)
! ’ T N ’
+ Z (S@S ) {COZS/(I) (t)7 01} : cam//e/

s'€Z;(m’ /L")

Y GE {0, ) Y GEs) few,, 0.0 tear,  (Weh, . 0:]. D)

s€Z;(m/e) s’€Zy(m’ /L")

(£)OLeh,,0(8) :

1Ca m/e/1

D02l (1)

Using this and the relation (D1), we obtain:

N
(ag,m (1)) 002 Wa 5(t) Z Y, Gmm)@gm’) )Y (ssno)

=1m,m’eZ, (N) oc€Sym(N—n)

T 4600 O b O] | g OO O 0

+ Y GEO (00, () : (Va5 (OO Wa,,,5(0)

L7y (m)

+ ) (e {ca

€T (m')

+ Z ﬁf {027 (lg(l)( )} Z (Sﬁel) {Caz,(l)(t)vo]{} : <\Ija:n//l,,B’(t)llllozm/e,ﬁ(t»: : (DQ)

£eZ;(m) £'€Zy(m’)

(£), 01} (Va0 (D02 Vo 6(8) :

(1)

Due to the identity (D3), the last term in the brackets is zero unless n = 1. A further simplification occurs when we
set an = ofy and 8 = B: the product of anticommutators is then equal to unity if m’ = m and o is the identity
permutation, and zero otherwise. We also take advantage of the fact that the fermionic antisymmetry of the bra
and ket vectors under exchange of quantum numbers remains valid in a normal ordered inner product (even with (91{
and/or Oy inserted); this allows us to replace the sums over increasing lists of indices by unrestricted sums, at the
cost of combinatorial factors. After some relabelings of indices, we obtain:

N N
1
(Van,s ()] O1O2| W s()) = > D ok (Va,5(1)| O] 02| War,, (1)) :
n=1mi,...my,=1 ’

4 (n—ll) (0206l O+ o pOIO] Ve 0] 47 !

n— 1)!{00""(") (t)’O]lL} : <\I}0‘m/m<n>vﬂ(t)|02|‘1’am,ﬂ(t)> :

+Z{ca] ), O1HOa, ¢l (1)} (D10)

Let us specialize to the two lead Kondo model and take the inserted operators to be OI = Yl (2), O2 = teq(z).
Then, since the crossing states are built from even operators only, the ¥ () operator must be in an anticommutator
(since otherwise the normal ordering symbol makes it annihilate a crossing state); this eliminates two terms. Writing
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the lead quantum numbers as o = vka, we obtain:

N N 1
(Ta,a0 ()] Vba(@)tbea (@) Vo) =D Y ﬁ{camm)(t)ﬂ/fla(a?)}

X <‘I’am/m(n),ﬂ(t)|¢ea($)|q’am,ﬂ +Z{CO¢] () Htpea (= ) (t)} (D11)

This is Eq. (3.12) in the main text, once the compact notation is written out in full.

Appendix E: Evaluation of the normal ordered overlap

We derive the result (3.21) for the normal ordered overlap in the even sector that appears in the calculation of
the electric current. We need the following identity for rearranging the types of sums that arise in normal ordered
overlaps:

S @@m) Y (seno) / Qi XI™ (1 2m) Ottm, < - < Ty 0. ()

meZ; (n) o€Sym(j) 0

t
bn/m
X Z (Sgnw)‘/o dxn/m Yk(n//m)Owa(n/m)ow (t’xn/m) G(x(n/m)nfj <o < x(n/m)l)wz

weSym(n—j)

(xn/m) =

n/m

bn m
Z sgna Z / d'rl’l X}; OmaUOm(t’ Im)YkaO/(n/m)acro(n/m) (t7xn/m>@(ajn Ss xl)d}gn (xn)7 (El)

oc€Sym(n) meZ;(n)

where 1 < j < n, and X and Y are any functions. To prove this identity, we note that the product of two Heavside
functions can always be written as a sum over Heaviside functions, with the summation including all orderings
consistent with the two original Heaviside functions. For instance, ©(x; < 22)O(x3 < z4) = O(11 < 72 < 23 <
24) + O(x3 < 11 < 14 < w2)+ (four more terms) — that is, all the orderings of the four variables such that z1 < x4
and x3 < x4. We assume that no two of the x variables are ever equal (so that orderings are always unambiguous);
this amounts to ignoring sets of measure zero, which make no difference as the x variables are always integrated. The
generalization of this example is:

G(xmj < e < .’L‘ml)@(l‘(n/m)nﬂ <--e < :v(n/m)l Z @ TymL)(n) < < .'L'L[mﬁg](l)), (E2)
£€7Z;(n)

where the permutation ([m, €] € Sym(n) is defined via:

t[m, £] o perm[m] = perni|€). (E3)

The meaning of this permutation becomes more clear if we note that ¢[m,£] o £ = m and ¢[m, €] o (n/€) = n/m;
in other words, «[m, £] puts m at spots £ and leaves n/m in the original order. Making the change of variables
Tp = Tyime] -1 (p) A0 by — bym g)-1(p), We find that the left-hand side of Eq. (E1) is equal to:

t
Z (sgim) Z (sgno) (sgnw) / dry X,gjovahd(t, xg)
£,meZ;(n) o€Sym(j),weSym(n—j) 0

bn/l

Y ewainyon (b Tn/e)O(@n <o < 21y, (xewgn/l (Tnse).  (E4)

We rearrange the creation operators — wge(u)wznﬂ(mn/e) = (5ght) wgn(xn) — and note that (Sghim) (5giif) =
sgnt[m, £]. To complete the proof, we relabel several of the summations as a single sum over permutations o’

> > (sgne[m, £]) (sgno) (sgnw) «— Y (sgno’), (E5)
meZ;j(n) c€Sym(j), weSym(n—y) o’ €Sym(n)

where the permutation ¢’ € Sym(n) is defined via ¢’ 0 £ = mo o and ¢’ o (n/€) = (n/m) o w. The right-hand side of
Eq. (E1) is then obtained once we relabel ¢’ as o and £ as m.
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Our task is to evaluate the normal ordered inner product of:

|V kim0 (F) Z Z ﬁm ek am (t) Z (sgno) |Xek(n/m)oaa(n/m)oa,ao(t» (E6)

Jj=0meZ;(n) o€Sym(£)

and:

<‘I’k/ @ n/n>‘10( |Cek’ a/ Z Z (Sﬁ m/) Z (Sgn o) <Xek(n/m,)oa U/ en Yoo 100 (t)|cekin/a’m, (t) (E7)
=lm’'€eZ; (n) o€Sym(j’)
nem’
Note that we have changed the labelling (via m — n/m, m’ — n/m’) so that we are summing over which subsets of
the original quantum numbers are put into momentum operators (rather than into crossing states). The key point is
that normal ordering forces each cf(t) to contract with a 1 (x) operator inside a (x(t)| state, and each c(t) operator
to contract with a 1T operator inside a |x) state; c'(t) and c(¢) operators never contract with each other. We can
therefore drop the part of ¢f(¢) that is outside the forward light cone (in position space). Our strategy is to bring
each half of the inner product to a more suitable form using the identity (E1), then impose normal ordering on the
overlap by requiring that the ¢f(¢) and c(t) operators do not contract.
Performing some relabelings of indices and using the identity (E1), we obtain:

|\Ijeknan,ao =L "/? Z Z ﬁm / dzy Z (sgn 0’) ~ihmouw (t= xm)Iabmon-G(Im(j) <0< xm(l))
0

J=0 meZ;(n) oc€Sym(j)

—1 T n/m b
XYl (em) D (sgna) e Rmmertmmmm) AManim O (@ myng) < < Ty (1) 8, (Fnjm)[bo) +

oeSym(n—j)

—n —1 xT nmb
INEEDS sgnaz 3 /dxn oon(t=aa) fhn MU O (@ < e < )] ()b -

oc€Sym(n) Jj=0meZ;(n)
(E8)

where m are the indices that were assigned to cf(¢) operators (which have been truncated to include only the part
that survives inside a normal ordered product), and where we have used the notation:

Mot = soote T[T (—imws . (E9)
j=1

A similar calculation for the other half of the inner product (requiring a slight generalization of the identity (E1) to
accommodate the condition n € m’) yields:

i Oty ) =17 3 ()Y 3 / dan e I
o’€Sym(n) J'=lm'eZ, (n)
n€o’om’

M n/m’ :bo @(xn < e < xl)q/}gn (xn)|b0> +..., (Elo)

Clo(m/m’y’ 1ag

where m’ are the indices assigned to cf(t) operators. The overlap of (E8) and (E10) can then be put into normal
order by requiring that the lists m and m’ have no entries in common. The Heaviside functions force the 1 and vt
operators to contract in the simplest way, and so we obtain:

SOk o ap(Dleek (D[ Wekpanao ) s =L > (sgno)(sgno’)y_ >~ > Ly

0,0’ €Sym(n) J=03'=1 meZ;(n),m’'€Z; (n)
[mNm’|=0, n€c’om’

t
n/m’ D n/mb i

M M L / dg e FronRore) =)@ (@, < oo < ). (B1N)
o ;
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Using the unitarity of the bare S-matrix (S*P1boS¢1c = [0150) we further simplify this expression to:

cico Yaiap ailaop
— —_ b n
Wk an ey Oleers () Vernanao () : = L7 Y (sgn0)(sgn0")Z[@ro(n/nyi Gootn/m e

o,0'€Sym(n)

o' (n)=n
t
x Mgnbo / dary e Feon ko) (t=2n)Q (g, < ... < 21).  (E12)
0

Ag(n)Cn—1

Eq. (3.21) in the main text is then obtained by setting each k; = k; and a; = a;, and writing out the indices.
A very similar calculation confirms Eq. (D3), which was shown earlier by general arguments; one finds that the
requirement n € m’ is absent, and that the inner product vanishes due to the unitarity of the bare S-matrix.

Appendix F: Properties of spin sums

In this section, we prove that for n > 2, the spin sum Wéd) (J) has at least n+ 1 powers of Zp (which demonstrates

that the current series in the main text can be read as a series in J or in 1/.J). We then prove the spin sum identity
(3.35) from the main text, which confirms that all orders of either series (J or 1/.J) converge in the long time limit.
From the definition (3.23), we have the following rule for generating =,,+1 from =,,:

En-l-l[a;ma;z+1?anvan+1]g(fao = _|ZP|2En[a;1§an]an05aZii
+ 21 7% (En[a’n; an]Z";(jCﬁW — Enlay; anl, ‘Z[L)+15Zn+l) . (F1)
The base case, n = 1, can be found by a short calculation:
2 ahc ahc’
> St i, = 126l (2005~ 1) (F2)

ao

Consider n > 2. From Eq. (3.25), S = Z;I + ZpP, and the fact that the tensor =, vanishes when its upper two
indices are contracted, we obtain:

. 1 —_ Ao, An
Wrg )(J) = - ont+1 (Sgn 0) Z ZP:n[an/n; a(n/n)oo]aogo . (F?’)

@0,a1,...,an

The base case and the update rule (F1) then confirm that W,gg)(J ) has at least n + 1 powers of Zp.
We proceed to prove the identity (3.35) from the main text, repeated here for reference:

Enlan; anog]c/c =0 [n > 1, o € Sym(n)], (F4)

apao

with implied summation over any repeated spin indices. Rather than use the explicit forms of the coefficients Z; and
Zp, we only use the fact that they are constrained by the unitarity of the bare S-matrix (Sao218hbo = fbibo):

Zi? +1Zp* = 1, (F5a)
2175+ ZiZp = 0. (F5b)

The proof uses the update rule (F1) and the base case (F2). To give a sense of the pattern for =,, we present the
n = 2 case, as well:

=1 [d}, al; ar, a0)SS, = |Zp|? [|Zp|2 ( [ E ) *;1) 22175 (12212,2‘;1 - ijj,l‘jh)} . (F6)
The pattern is the following: a sum of identity tensors multiplied by some function of Z; and Zp. In each identity
tensor, we can either have 1) ¢’ contracts with ¢ and each a; contracts with a;, or 2) ¢’ contracts with some a;-,, c
contracts with some a;, and the remaining a,, and a), indices contract in some way (always pairing a primed with
an unprimed index). To be precise, we will show by induction the following general form:

=5/ - e _ anc’ E E "/J ce
“[anv al’l]aoao - Xﬂ[anc + n]]’ a(n/J)onIa a;’ (F7)

o’€Sym(n—1) j,j’'=1
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where the coefficients X,, and Y( ) , depend on Z; and Zp. The base case is of this form, with —X; = L Yl(,ll),l = |Zp|2.
For the induction step, we assume thls general form for some n > 1 and use the update rule to obtaln:

= roor de  _ 2y Andp g1 § : § : (o' ) %n /!
—n+1 [ana Ap 415 On, an+1]a0a0 - _|ZP| Ianlln+1c - Yn 3sg’ a(n/])o(,/
o’e€Sym(n—1) j,j’'=1

[—|ZP|25Q;;1;53 05+ Z1Zp (5agl+1<sg 5, —5a;+150 5 )] (F8)

QAn 41

As claimed, this expression is of the general form (F7). We can read off X,,11 = —|Zp|?X,,. While extracting Y75+1)J i

would be messy, we can see that the remaining terms all include Ig Ca] with j, 7" € {1,...,n+ 1}, with remaining a,
indices contracted with the remaining a],, indices in some order. J[Note that we have written some contractions as
Kronecker deltas for typographical clarity. Also, we can put the unprimed indices in the canonical order a,,; that
appears in (F7) simply by rearranging the corresponding unprimed indices below, which is just some choice of the
permutation ¢’ € Sym(n)].

We proceed to the prove the main result by induction. For the base case, we note that setting ¢’ = ¢ yields zero in
Eq. (F2). Next, we assume that (F4) holds for some n > 1 [and for any o € Sym(n)], and we let w € Sym(n + 1).
Then the update rule (F1) yields:

cec 2 . N
HnJrl [an; Ap+1;5 Qwon awn+1]a0a0 - _|ZP| —n [CLn, awon]aoao a:’:il
* (= Qwpy -
+ ZIZP (:n[am awon]aogo 5gn+1 [al’la awon]ioﬁﬂﬁw +1) . (FQ)

The first term on the right hand side vanishes due to the induction assumption. This is particularly clear if w,+1 = n;
but even if w,+; < n, we are free to relabel the summation indices to obtain the same form (F4) that vanishes by
assumption. To deal with the second term on the right-hand side, we use the general form (F7) to find:

coeft. of Z;Z% = X, I (50 Y O . )

Qwon An+1"Gw, g Awy,q  An+l

n
(U ) An/j’ Wn+1 ¢C c A c c
+ Z Z Yn; 7’ I Qwo(n/j)oc’ (5(1] 6(1 +15a 5 +160. /50. +1) : (Flo)
o’€Sym(n—1) j,j’'=1
In the X, term, we get zero immediately if w,, 11 = n+1; if instead wy, 11 < n, then If» = (const)da:’zfl (where the
constant is some number obtained from summing all the other spin indices), yielding zero once we sum over a1 and

G- Similarly, in each Y(J ), term, we will have to contract either (1) a,, with aj and @, ,, with a,q1, or (2) @y,

with a, 11 and a,, ,, w1th ajr, and either way, the two terms in parentheses cancel once the spln indices are summed
For instance, if w; = j" and w41 = n+ 1, then we are in case (1) immediately; if instead w; = j’ but wy,+1 < n, then
the identity tensor in front yields (corlst)éa;uﬁl+ !, and we are again in case (1); and so on [42]. Thus, we have shown

that Eq. (F4) holds for n + 1, completing the induction proof.

Appendix G: Asymptotic evaluation of integrals

We study the asymptotic behavior as A — oo of the general form (3.44), namely:

n (o)
R(“)[{f,h},)\]E/Ooodul...dun_l Hle (j;( ) h(vgﬂ), (G1)

j=1 Yy

(o)

where o € Sym(n) and the v, variables are linear combinations of the integration variables:

n—1

n—1
:Z.um— Y um (1<) <) (G2)

m=o-1(j)

These linear combinations are listed in Table II for all of the eleven permutations o that we need in order to evaluate
the current up to and including the J° or 1/J° term.
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TABLE II. Linear combinations v( )7. vff).

o= (01,...,0n) 0! v$?) {7 {7

(1) 0 - - -

(2, 1) u1 —Uu1 - -
(3,1,2) Uy Uz —U1 — U2 -
(2,3,1) U1 + Uz —u1 —Uz2 -
(3,2,1) u1 + u2 0 —U1 — U2 -
(2,3,4,1) u1 + ug + us —u1 —Us —us
(2,4,1,3) U1 + ug —u1 u3 —Uuz — U3
(3,1,4,2) U1 u2 + u3 —u1 — U2 —u3
(3,4,1,2) U1 + ug Uz + u3 —U1 — U2 —Uuz — U3
(4,1,2,3) Uy Uz u3 —U1 — U2 — U3
(4,3,2,1) u1 + uz + us U2 —U2 —u1 — U2 — U3

We use brackets to indicate that R()[{f h}, )] is a functional of f and h and a function of the real parameter .
As discussed in the main text, A is essentially either D/V or D/T, and the functions f and h take various forms
depending on which case is being considered.

We have found the asymptotic form as A — oo of R([{f, h}, \] for all eleven of the necessary permutations. By
leaving f and h unspecified, we can cover all cases discussed in the main text at once.

We will not attempt to characterize exactly what properties of f and h are necessary for our calculations below to
be valid. At the very least, we assume that f and h are both analytic with poles only along the imaginary axis (but
no pole at the origin), that f(0) = 1 (otherwise R(“)[{f, h},\] would be ill-defined due to the denominators), and
that h(v) decays like 1/v or faster as v — oo; we also assume that f/(0) = 0 and that h(0) is real, although these
conditions could easily be relaxed. All of these assumptions hold for the particular f and h functions defined in the
main text.

Before presenting the full results, we show one more example. We have already given the simplest non-trivial
example in (3.45) in the main text, which is the asymptotic expansion of RZV[{f, h},\]. An example result from
the next order (n = 3) is

ei)x(ulJruz) — f(ul =+ UQ) e~ ur — f(_ul)

RZ3D{f N = /000 duydus T — h(—us2)
Soo ¥ o d ™
s —%h(o) In® A [ — h(0) (7 + 25) +/O du lnu@ (f(u)h(—u))] In\— (72—4 + ;72 + zéwv) h(0)
+ (7 + zg) /000 du lnu% [fw)h(—u)] + % /000 du 1n? u% [f (w)h(—u)]
— [ dundun M 4 ) f(-u)h(-ua)],
0 Uz U1 U1

where ~ is the Euler constant. Notice that here and in the simpler example (3.45), the asymptotic expansion consists
of powers of In \ with coefficients that are functionals of f and h; higher powers of In A\ are multiplied by simpler
functionals, and the highest power is In" ! \.

We have shown analytically that for all of the eleven necessary permutations, the asymptotic form of R [{f, h}, ]
is a sum of logarithmic terms (including a constant term, i.e. In’ \) and a linear term:

n—1
RS YN ZF 20 LA+ Y A7, ) A, (G3)
7=0

where 27 [{f,h}] and z (o) [{f,h}] are complex numbers (functionals of f and h). Let us first discuss the coefficient

linear
zl(me arlLf> h}] of the hnear term. This coefficient vanishes for all of the eleven permutations except for (3,2,1) and
(4,3,2,1); for these two permutations, we find:

A2V, hY] = f;ifaf DIfnY] = —i / " du f(u)hw) (G4)
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In the current, these linear terms cancel at the order we are working to (J° or 1/J°), so we can ignore them.
We proceed to the logarithmic terms. It turns out that for all eleven permutations, the coefficients zj(-g) [{f,h}] can
be expressed entirely in terms of the following three functionals:

pltrm = (r+i5) o + | " du - [f(uh(—u)] (G5a)
ool )] = <72i4+ 37 +igm ) h0)+ (1413) [ du mus [fn(-u)
+%/OOO du 1n2udiu [f(u)h(—u)]—/ooo duydus u%ln ”1:1“28%[f(ul+uQ)f(—u1)h(_u2)], (G5b)
plts. )= (o —Z;W)th)-Q(v-igw) [ au mus (nc-w)
+/0°O durdus Inu muza‘9 3‘32 [f (ur) f (uz) b~y — up)] (G5c)

Table III contains our results for the coefficients z [{ f,h}] of the asymptotic expansion. These results completely

TABLE III. Leading log, sub-leading log, and sub-sub-leading log terms in R()[{f, h}, \] (see Eq. (G3))

0= (01,...,00) 2 [{fs h)] 2 [{f, h}) 2 [{f, hy)

(1) h(0)

(2,1) —h(0) p1 -

( 737 ) —%h(O) —iﬂ'h(O) + p1 P2

( 1 ) h(O) —2p1 P3

(3,2,1) 0 0 —h(0)

(2 3 4,1) —1h(0) —imh(0) -|—p1 272h(0) + 2p2
(2,4,1,3) 1h(0) irh(0) — 2p1 —imp1 — p2 + p3
(3,1,4,2) 2h(0) —ip 272h(0) + iTp1 — p2
(3,4,1,2) 0 h(0) (2 +im)h(0) — 2p1
(4,1,2,3) —h(0) 3p1 —3p3
(4,3,2,1) 0 —h(0) —(2+1im)h(0) 4+ 2p1

specify the integrals we need for n = 1,2, and 3, while for n = 4, they provide the complete expansion except for

the coefficient zég)[{ f,h}] of the smallest term (the A-independent constant); these remaining coefficients can also be
written as lengthy functionals of f and h (including triple integrals), and we list their approximate numerical values
in Table IV for the two special cases corresponding to G(T') and I(Ty = 0,72 =0, V).

TABLE IV. Constant terms zéa)[{ﬂ h}, A] for n = 4 integrals in two special cases.
zéc)[{f, h}] for f(v) = sincwv, h(v) = coswv

o= (01,...,00) 251 f, hY] for f(v) = h(v) = v/sinhv

(2,3,4,1) 2.24 + 1.06i 1.14 + 3.517
(2,4,1,3) 4.50 — 3.12¢ 1.35 — 1.76¢
(3,1,4,2) 1.48 — 7.24i 0.97 — 6.02i
(3,4,1,2) 3.51 — 3.14i 0.37 — 3.14i
(4,1,2,3) 6.76 — 3.20¢ 1.90 — 2.62:
(4,3,2,1) —3.95 —1.49

Our asymptotic results are in good agreement with Monte Carlo evaluation [43]. An example of this agreement is

shown in Fig. 7.
The calculations that produce Table III are lengthy; to illustrate the method used, we derive the asymptotic

expansion (3.45) in the main text. The integral to be studied is:

113(2.,1)[{]07 hY, A = /OOO duy Wl;ilf(ul)h(_ul),

(G6)
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FIG. 7. Sample numerical checks of our asymptotic result for R*Y42[{f h}, A]. Case 1is f(v) = h(v) = v/sinhv, which is
used in the calculation of G(T'); case 2 is f(v) = cosv and h(v) = sincv, which is used in the calculation of (71 = 0,72 = 0,V)
(and hence, G(V)). Only the real part of R®1*2[{f h}, A] appears in the answer to the order we consider (J° or 1/.J°), but
the agreement for the imaginary part is similar.

We would like to separate the A-dependent term of (G6), but cannot do so because et /u; by itself diverges too
strongly at u; = 0. We therefore integrate by parts, finding (note that h falls off sufficiently rapidly at infinity so that
the boundary contribution is zero):

REDILf N = REVUS B + RV B 7

where:
REVI{f 0N = - /OOO duy 1nU1d% [ h(=u)] (G8a)
REVUL = [ dur g [Fah(-u)]. (Gsb)

We evaluate RV [{f, h}, \] for large A using a contour argument based on a example 1 in section 6.6 of Ref [44]. The
essential idea is to turn the rapidly oscillating phase into a decaying exponential.

Recall that any poles of h are on the imaginary axis. Write C for the contour that starts at 0 and extends to
100 going slightly to the right (Re u; > 0) around each of the poles. This contour C' taken in reverse, the original
integration contour from 0 to oo, and a semicircular arc from co to ico form a closed contour that contains no poles.
Furthermore, it can be verified that the semicircular arc makes no contribution. Therefore, the original contour can
be replaced by C":

ROV R = —/Cdul 1nmdi [ h(—uy)] . (G9)

Ul

For large A, the function h can be replaced by its value at zero; the reason for this is that the difference h(—uy) — h(0)
starts at linear order, which permits integration by parts:

—/Cdul 1nu1d%l [ (h(—u1) — h(0))] = /Cdul uil(h(—ul)—h(()))eml (G10)
= /Cdul d%l [uil(h(—ul) —h(O))%ei’\ul}
—/Cdul d% Lil(h(—ul) —h(O))} %e”‘“l (G11)
=0 <§> . (G12)
We have therefore shown:
RV, 0} = - /C dur Iy [XR(0)] +0 (%) - (G13)
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Since there are no longer any poles, we can shift the contour C' to be exactly the positive imaginary axis; then the
remaining integrals are elementary after the change of variables s; = Au;:

REV[{f,h,A] = — /O " duy 1n(m1)dii1 e h(0)] + O G) (G14a)
— 1(0) (—ln)\—w—i—i%w) +0 G) (G14b)

Adding this to Eq. (G8b), we obtain the second row of Table III.

For the higher order integrals, the basic strategy is the same: use integration by parts to rewrite the integral
in a form that can be separated into a sum of simpler terms, shift integration contours to turn oscillating phases
into decaying exponentials, and replace functions by their values at zero via integration by parts. In the case of

= (4,3,2,1), this last step has to be done more carefully due to the linear divergence.

Appendix H: Additional checks

We begin this section by summarizing two alternate calculations we have done that yield the same series answer for
the current that is obtained in the main text. We then discuss some alternate ways of carrying out the integrals, again
confirming our earlier answers. Finally, we verify that we obtain the usual leading order scaling of the anisotropic
Kondo model.

Rather than use the original definition Eq. (1.2) of the time-evolving current I(¢) (as the time derivative of the
number of electrons in one reservoir), we can instead calculate the expectation value of a local operator:

T=Re [z’w{a(o)aaa,ww 0)-s]. (H1)

It can be shown by general arguments that I(¢) = (U (¢)|T|¥(t)). We now present two equivalent ways of evaluating
the right-hand side.

The first check is to evaluate the expectation value (¥(¢)|I|®(t)) using the approach of Appendix D (taking care
to include the action of the impurity operator S on impurity states). The result, for N electrons, agrees with I(t) as
calculated in the main text. The second check — which also confirms that |¥(t)) satisfies the Schrodinger equation — is
to write (U(¢)|7|¥(¢)) in an alternate form, as the derivative of an overlap between two states. This is accomplished
by means of the following simple result, which we present in a general setting. Suppose the Hamiltonian H consists
of a “reference” Hamiltonian H,er plus terms that depend on a varying real parameter ¢:

Hy = Heet + »_ f5(0)0;, (H2)
j=1

where the functions f;(¢) and operators O, are arbitrary. We wish to calculate the expectation value of an operator
(see below) in the time-dependent state e~ *H¢of| W) where |¥) is an arbitrary initial state and ¢ = ¢ corresponds to
the physical Hamiltonian of interest. Let |¥y) be a family of states such that |Uy,) = |¥). We then have:

0 0

i), (e e ), (H3)

(et Zf (60)0; | e~ o0t |w) = i

as can be seen by doing the time derivative first on the right-hand side. Thus, the time-dependent expectation value
of a certain form of observable reduces to the calculation of an overlap between two states — one evolving with the
physical value ¢ = ¢g, and the other with a varying value ¢.

In the two lead Kondo model, we calculate the current by introducing a varying parameter ¢ that is a relative
phase between the tunneling terms 1/111/12 and w;wl- To be precise, we set f1(¢) = (€!® — 1), fo(¢) = (7% —1),0; =
Ul (0)04ar b2 (0)-S, and Oy = b} (0)0 40114/ (0)-S in Eq. (H3). The time-evolving wavefunction for arbitrary phase
¢ is found exactly using our formalism (essentially the only change is that the matrix that relates the lead 1/lead 2
basis to the odd/even basis depends on the varying phase), and the current is found as the derivative of the overlap.
The result for the current for NV electrons again agrees with the main text. Note that this also provides confirmation
that we have solved the time-dependent Schrodinger equation correctly, seeing as that is what is used in deriving the
general formula Eq. (H3).
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We proceed to some checks of our evaluations of integrals. We have found the large bandwidth asymptotic form of
the basic steady state integral <p§{7) (Th = 0,75 = 0,V) in an alternate way that agrees with the results of Appendix G
and also provides the analytical formula for the bandwidth-independent ¢g° and 1/g° terms in G(V') in the main text.
We have also repeated the calculation of G(T') in an alternate cutoff scheme in which the Fermi function smoothly
drops to zero at large negative energies, rather than being sharply cut off.

The basic integral that appears in our current series is given by Eq. (3.34) in the main text. Using the notation of

Appendix G, the result obtained in the main text, in the special case of zero temperature, can be written as:

1 1 D
—_— i (U) = = : = = — N = — (U) = — e (U) _
v tliggo Pn (Tl 07/141 07T2 07M2 Vvt) - VS% (Tl 07T2 O,V) R |:{f7 h}72v 1:| 9 (H4)

where f(v) = sincv and h(v) = cosv. The asymptotic expansion of R(?) [{f,h},22 — 1] for D/V > 1 can be read

off from Table III and the third column of Table IV; our task is to calculate %@5{7) (Th = 0,7, = 0,V) in an alternate
way as a check.

An alternate approach in this special case is to do the position integrals in Eq. (3.34) before the momentum
integrals, arriving at the long time limit by means of the Laplace transform. Recall that the long time limit of a
function F'(t) is determined by the behavior of its Laplace transform near the origin:

lim F(t) = lim sF(s), where F(s) = /OO dt e S F(t). (H5)

t—00 s—0t+ 0

Taking the Laplace transform and doing the position integrals, we find:

i n—1 D n—1
s¢<o>(T1,M;T2,M;s>_<§) [ airdi S TTUats) + £a(b) (k) = falho)

n—1 .
2

. (H6

Xgkgl"l_"'—"_kdl_kl_"'_kl_'—is ( )

The point of these manipulations is that if we set T3 = T5 = 0, we obtain a form that is tractable analytically. After
some relabellings of coordinates, we obtain:

- s AN A
S(p(o) (Ty = 0,1 = 0;To =0, 0 = —V;5) = i1 (5) ( ) / dky .. .dkn—m+1
m _

m=0 D

0 n—1 .
2
dkn—r ... dkn Sk, K, _ H7
/V /Cl kn lgkgl+"'+ka’e_k1_"'_k6+ls ( )

where the symmetrized Sk, . & acts on the first n — 1 momenta of any function X via:

Rn—1

Sk n X (K1, hn) = D) S X(kopso ko k). (H8)
" o’/€Sym(n—1)

By lengthy computer evaluation, these integrals were done analytically for all of the eleven permutations; then the
limit s — 0T was taken and an expansion was done for large D/V. The final results are conveniently written in the
following form:

1 1
— o) — — - — L () — — 0T, — B v
7 en (Th =0,T, =0,V) = v Slg& s Ty =0,p1 =0;To =0, 2 = =V ) (H9)
3 n
D>>V} (o) B (o) i m B
blincar VvV + ngobn nlzo m! In % (HlO)

(o) . . (3,2,1) i1.(4,3,2,1) . -
where by .. is zero for all eleven permutations except for by '~ = —2b; """ = —in/2, and where the remaining

coefficients are listed in Table V. These results are in good agreement with Table IIT and the third column of Table
Iv.
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TABLE V. Asymptotic expansion of R\ [{f, h}, A] for f(v) = sincv, h(v) = cosv.

o= (01,...,00) b b b b

(1) - - - 1

(2,1) - — -1 in/2

(2,3,1) - —1 —im )2 —7m?/12
(3,1,2) — 2 —im —7%/3
(3,2,1) - 0 0 ~1
(2,3,4,1) -2 —im 72 /2 [¢(3) +in®/3] /2
(2,4,1,3) in/2 72 /4 —[3¢(3) +in®/3] /4
(3,1,4,2) 1 —im /2 72 /4 —[¢(3) +i2n%/3] /4
(3,4,1,2) 0 2 2 2 —7%/8 —3In2 —ir
(4,1,2,3) —6 3im 2 [3¢(3) —im®/2] /2
(4,3,2,1) 0 -2 -2 3In2 —2

Another check is provided by varying the cutoff scheme that regulates the UV divergences of the model. The cutoff
scheme we have used amounts to multiplying the Fermi function by a Heaviside function ©(k+ D) (the cutoff of large
positive energies turns out to be unimportant due to the exponential suppression of the Fermi function there). For
an alternate cutoff scheme, we replace the Heaviside function by a smoothly decaying function (which is chosen for
convenience to have the form of a Fermi function); the resulting Fourier transform for the cutoff Fermi function is:

> 1 Ciky T eiD'y _ e—iny
/,OO dk J(T, k) e~ (D+k) | 16 B iT sinh(7Ty) ’ (HLL)
again with exponentially small corrections O(e_(D )/ 7). We write the cutoff as D’ as a reminder that, while it plays
the same role, it is not identical to the sharp cutoff D except in the case T = 0. In this alternate cutoff scheme, we
repeated the calculation of the integrals R(°)[{f, h}, A\] by Monte Carlo integration at several logarithmically-spaced
values of A\. The results indicate that D’ and D yield equivalent answers in the large bandwidth regime; we have
shown this analytically for some of the integrals using the contour method described in Appendix G.

Still another check is obtained by repeating the calculation allowing anisotropy in the Kondo interaction. As shown
in Appendix C, the anisotropy changes the 7-matrix that appears in the wavefunction. The same series answer for

the current is obtained, with the only change being a modification of the spin sums W,gg)(J ). The leading log results
are:

3r2 |2 1 D 1 2 D 2 1 D
G(V) =Gl 2 2 -2 42 zl = 12 = 4 <2 2 12_ 32 (2 4 . - 2.3 13_ 9] 6
(V) 1 Col39L t 39 t4g1g:In g7 + 391+ 3919; | In” 7+ 3919: +3919: | In" o + (9°)

3

(12)

and the same for G(T') with with V replaced by T'. The Callan-Symanzik equation is satisfied with the following beta
functions at leading order:

By, (91,92) = =2919- + O(g°), (H13a)
By.(91,9:) = =297 + O(g°), (H13b)

which are standard [34].

Appendix I: Cutoff artifact in the time-dependent magnetization

In this section, we show that the unconventional cutoff scheme we have used in this paper leads to an extra log
divergence in a toy calculation (relative to the conventional scheme). We also provide a way to modify our scheme
to correct this, recovering the conventional answer. We suspect that this same phenomenon occurs in the calculation
of the current, leading to a cutoff “artifact” of the form g*In D or ¢° In® D that changes the third order coefficient of
the beta function [83 in Eq. (3.49)]. Details of the calculations of this section can be found in Ref. [22].
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We consider the time-evolving expectation value of the impurity magnetization S* evaluated with three different
cutoffs: a cutoff Dy on the Hamiltonian, a cutoff D, on the initial density matrix p, and a cutoff Dy,.; on the time-
evolving density matrix. This last cutoff is implemented by replacing e~ pe'ft — Pp_ e #HipeHipy - where
Pp,,.; is the projection operator onto the modes within [—Dyyoj, Dproj]. Conventional calculations have Dy = D, =
Dyroj; indeed, once Dy is finite, the other two cutoffs make no difference as long as neither is less than Dy. Our
calculation in the main text used Dy = Dproj = oo with D, finite, but this leads to a cutoff artifact in the impurity
magnetization (as we show below). Setting Dy = oo and D, = Dp,..; removes the artifact, recovering the conventional
answer. Presumably, repeating the calculation of the current in the main text with D, = Dy,.; (instead of D, = 00)
should yield the correct coefficient 83 in the beta function; however, this calculation appears to be considerably more
difficult than the D, = oo case.

The time-dependent magnetization up to second order, starting from an initial state with impurity spin ag and
working at zero temperature, is found to be:

(%)t =87 0 [1— 200’ X (Dt) + ..., (I1)
where X (Dt) is given in the different schemes by (for large bandwidth):

In(Dt)+1+4++v—In2 for Dy = D, = Dpoj = D (conventional scheme)
2[In (Dt) + 1+ 7] for Dy = Dproj = 00, D, = D (scheme used in main text) (12)
In(Dt)+14+~v—In2 for Dy =00, Dproj = D, = D (projection scheme)

X(Dt) =

The first two cases can be read off with a slight generalization of a calculation done in Ref. [45]; we have done the
second two cases with our wavefunction method [22] (thus the second case is done two different ways, and they agree).
Thus, we see that the cutoff scheme we use in the main text can lead to an extra In D term in an observable. Recall
from the main text that this exactly the kind of term that is missing from our calculation, that would change the
coefficient (3 of the beta function. We also note here that having Dy = co seems essential in our method at present,
in order to get derivatives and delta functions in position space that make our “inverse problems” solvable.
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