
This is the accepted manuscript made available via CHORUS. The article has been
published as:

GW band structure of monolayer math
xmlns="http://www.w3.org/1998/Math/MathML">msub>mr
ow>mi>MoS/mi>/mrow>mn>2/mn>/msub>/math> using

the SternheimerGW method and effect of dielectric
environment

Nourdine Zibouche, Martin Schlipf, and Feliciano Giustino
Phys. Rev. B 103, 125401 — Published  1 March 2021

DOI: 10.1103/PhysRevB.103.125401

https://dx.doi.org/10.1103/PhysRevB.103.125401


GW band structure of monolayer MoS2 using the

SternheimerGW method and effect of dielectric environment

Nourdine Zibouche,1, ∗ Martin Schlipf,2 and Feliciano Giustino3, 4, †

1Department of Chemistry, University of Bath, Bath BA2 7AY, United Kingdom

2VASP Software GmbH, Sensengasse 8/12, A-1090 Vienna, Austria

3Oden Institute for Computational Engineering and Sciences,

The University of Texas at Austin, Austin, Texas 78712, USA

4Department of Physics, The University of Texas at Austin, Austin, Texas 78712, USA

Monolayers of transition-metal dichalcogenides (TMD) hold great promise as fu-

ture nanoelectronic and optoelectronic devices. An essential feature for achieving

high device performance is the use of suitable supporting substrates, which can af-

fect the electronic and optical properties of these two-dimensional (2D) materials.

Here, we perform many-body GW calculations using the SternheimerGW method to

investigate the quasiparticle band structure of monolayer MoS2 subject to an effec-

tive dielectric screening model, which is meant to approximately describe substrate

polarization in real device applications. We show that, within this model, the dielec-

tric screening has a sizeable effect on the quasiparticle band gap, for example the

gap renormalization is as large as 250 meV for MoS2 with model screening corre-

sponding to SiO2. Within the G0W0 approximation, we also find that the inclusion

of the effective screening induces a direct band gap, in contrast to the unscreened

monolayer. We also find that the dielectric screening induces an enhancement of

the carrier effective masses by as much as 27% for holes, shifts plasmon satellites,

and redistributes quasiparticle weight. Our results highlight the importance of the

dielectric environment in the design of 2D TMD-based devices.

I. INTRODUCTION

Semiconducting compounds of layered transition-metal dichalcogenides (TMDs) in their

two-dimensional (2D) forms have exceptional properties. They undergo an indirect-to-direct

band gap transition in the monolayer limit,1,2 they exhibit a strong spin-orbit coupling,3 and
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tightly bound excitons4–8 and trions,9–11 which give rise to interesting spin-valley physics.12–15

They also offer the possibility of designing a variety of van der Waals heterostructures.16,17

During the past decade there have been significant advances in the synthesis and fabrication18

of TMDs, opening up many opportunities in applications for nanoelectronics and opto-

electronics, including photodetectors,19 lasers,20 light emitting diodes,21 memory devices,22

sensors,23 and field-effect transistors.24,25 2D TMDs exhibit strong Coulomb interactions

associated with the weak dielectric screening in two dimensions.26,27 Consequently, the po-

larization of the supporting substrate modifies electron-electron and electron-hole inter-

actions, thus renormalizing the quasiparticle gap and reducing the exciton binding ener-

gies. For example, the measured electronic band gap on a SiO2 substrate is 2.10 eV,28–31

whereas values of 1.9 eV32 and 2.40 eV33 have been reported on gold and graphite sub-

strates, respectively. The exciton binding energy spans a wide range, between 0.2 eV

and 0.9 eV,30–32,34–37 depending on the substrate. Several experimental and theoretical

studies reported substrate-dependent electronic and optical properties of these atomically

thin TMDs, such as variations in the carrier mobilities and transport properties,38–42 ex-

citon binding energies and lifetimes,34,35,43–46 luminescence efficiency,47–50 and band gap

renormalization.28,29,31,51–53 This sensitivity to the substrate calls for an investigation of

the role of environmental screening in the electronic properties of 2D materials.

Previous studies in this field focused on the effect of the substrate on the band gap and

the binding energies.5,6,32,45,54,55 Since calculations with explicit substrates to capture the

screening of a semi-infinite bulk insulator are currently beyond reach, all previous work

relied on simple models of substrate screening. Here we also model the substrate screening

using an effective dielectric continuum, and we expand on previous work by investigating

the effect of dielectric screening on the quasiparticle bands, carrier effective masses, spectral

density and plasmon satellites. To this aim, we perform state-of-the-art many-body GW

calculations for the archetypal TMD monolayer MoS2. Substrate polarization is accounted

for within a simple model whereby we screen the Coulomb potential entering the calculation

of the polarizability within the random phase approximation. To make the analysis directly

relevant to experiments, we choose the dielectric constants corresponding to h-BN and SiO2,

which are commonly used with TMDs. We show that the renormalization of quasiparticle

energies can be significant, for example the band gap of monolayer MoS2 decreases by as

much as 250 meV when considering a SiO2 substrate, and the hole effective mass increases
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by 27%. Furthermore, we find that the model dielectric environment changes the nature of

the gap from indirect to direct, and shifts plasmon satellites.

The manuscript is organized as follows. In Sec. II we briefly review the SternheimeGW

method used in this work, we discuss computational details, and we provide numerical con-

vergence tests. In Sec. III we report our results on the quasiparticle band structure of

monolayer MoS2 in the presence of an effective dielectric screening, we analyze the renor-

malization of band gap and effective masses, and we discuss the influence of the dielectric

environment on the spectral function and plasmon satellites. In Sec. IV we summarize our

findings and offer our conclusions.

II. METHODS

A. The Sternheimer GW method

The GW method56–59 has emerged as the most successful ab initio approach for calculating

many-body quasiparticle band structures in semiconductors. The method is based on the

calculation of the electron self-energy, which includes exchange and correlation effects via the

dynamically-screened Coulomb interaction. The screened Coulomb interaction W is most

often calculated within the random-phase approximation (RPA), starting from Kohn-Sham

wavefunctions obtained within density functional theory (DFT)60.

Standard implementations of the GW methods obtain the electron Green’s function and

the RPA polarizability by using an expansion over unoccupied Kohn-Sham states.61–63 Al-

though very successful, in this approach the convergence with respect to unoccupied states

is challenging, which results in a heavy computational load. To circumvent this bottle-

neck, several groups have been pursuing direct calculations of G and/or W using the Stern-

heimer equation or variants of this method.64–68 In this work we employ the SternheimerGW

method that we developed,69 whereby both the screened Coulomb interaction and the elec-

tron Green’s function are evaluated using solely the occupied Kohn-Sham states. Below we

briefly review this methodology. More details and the derivation of key equations can be

found in Refs. 69–71.

The Green’s function G(r, r′;ω) and the screened Coulomb interaction W (r, r′;ω) are

expressed in terms of the space coordinate r′, while r and ω are treated as parametric space
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and frequency variables. The Green’s function is calculated by solving the inhomogeneous

linear system of equations for all occupied states

(Ĥ − ~ω) G0[r,ω](r
′) = −δr−r′ . (1)

Here, Ĥ corresponds to the single-particle Kohn-Sham Hamiltonian and δ is the Dirac delta

function.

The screened Coulomb interaction W0(r, r′;ω) within the RPA72–74 can be obtained by

the procedure outlined below. When the system is subject to a perturbation ∆V[r,±ω](r
′),

the corresponding change in the charge density is given by

∆n[r,ω](r
′) = 2

∑
ν

ψ∗ν(r
′)[∆ψν[r,+ω](r

′) + ∆ψν[r,−ω](r
′)], (2)

where ∆ψν[r,±ω](r
′) are the frequency-dependent variations of the occupied single-particle

wavefunctions. These variations are obtained by solving the following Sternheimer equation

(Ĥ − εν ± ~ω)∆ψν[r,±ω](r
′) = −(1− P̂ν)∆V[r,±ω](r

′)ψν(r
′). (3)

The operator P̂v =
∑occ.

ν |ψν〉〈ψν | projects onto the occupied manifold, and εν are the cor-

responding Kohn-Sham energy eigenvalues. There are two methods of choosing the per-

turbation ∆V[r,±ω](r
′) that yield W0(r, r′;ω). In the direct (non-self-consistent) approach,

the perturbation is set to the bare Coulomb potential ∆V[r,±ω](r
′) = v(r, r′). From the

variation in the charge density, the RPA dielectric function is evaluated as

ε[r,ω](r
′) = δr−r′ −∆n[r,ω](r

′). (4)

The screened Coulomb interaction W0(r, r′;ω) is then calculated by inverting ε via

W0[r,ω](r
′) =

∫
dr′′v(r, r′′)ε−1(r′′, r′;ω). (5)

In the self-consistent method, the perturbation is set to the screened Coulomb interaction

∆V[r,±ω](r
′) = W0(r, r′;ω). This scheme initializes the perturbation ∆V[r,±ω](r

′) to the bare

Coulomb interaction v(r, r′). Then, the induced variation in the charge density ∆n[r,ω](r
′)

generates a Hartree potential that screens the bare Coulomb interaction through

∆V[r,ω](r
′) =

∫
dr′′∆n[r,ω](r

′′)v(r′′, r′). (6)
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The updated screened Coulomb interaction W0(r, r′;ω), given by

W0[r,ω](r
′) = v(r, r′) + ∆V[r,ω](r

′), (7)

is subsequently used to evaluate the next density response. This process is iterated until

convergence is reached.

The self-energy, Σ, is obtained as the product of the Green’s function G0 and the screened

Coulomb interaction W0

Σ(r, r′;ω′) =
i

2π

+∞∫
−∞

G0(r, r′;ω + ω′)W0(r, r′;ω′)e−iδω
′
dω′, (8)

and the quasiparticle energies can thus be determined as

εQPnk = εnk + Znk〈ψnk|Σ(εnk)− V xc
nk |ψnk〉, (9)

where εnk, ψnk, and V xc
nk are, respectively, the Kohn-Sham DFT eigenvalues, wavefunc-

tions, and the expectation value of the exchange-correlation potential of the nth band.

Znk = [1 − 〈ψnk|∂Σ(ε)/∂ε|ε=εnk
|ψnk〉]−1 is the quasiparticle renormalization factor that

defines the quasiparticle weight carried by the excitation. The SternheimerGW method pro-

vides the possibility of calculating the complete energy- and momentum-resolved spectral

function A(ω, k), a physical observable that can be extracted from angle-resolved photoe-

mission (ARPES) measurements. A(ω, k) is calculated as

A(ω, k) =
1

π

∑
n

| Im Σn(ω, k)|
[ω − εnk −∆ Re Σn(ω, k)]2 + [Im Σn(ω, k)]2

, (10)

in which Re Σ and Im Σ indicate the real and imaginary parts of the G0W0 self-energy, and

∆ Re Σn(ω, k) = Re Σn(ω, k)− V xc
nk .

B. Computational details

Ground-state calculations are carried out using density functional theory as implemented

in the Quantum ESPRESSO package.75,76 The Kohn-Sham wavefunctions and energies are

calculated using the PBE functional.77 A plane-wave basis is used with energy and charge-

density cutoffs of 50 Ry and 200 Ry, respectively. We approximate the core-valence in-

teractions via norm-conserving pseudopotentials, explicitly including the 4s and 4p semi-

core electrons of Mo. The Brillouin Zone (BZ) integration is sampled using a 15 × 15 × 1
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Monkhorst-Pack k-point grid.78 The atomic positions are relaxed at the experimental lat-

tice constant a = 3.16 Å. To avoid spurious interactions between periodically repeated slabs,

the size of the computational cell, including monolayer and vacuum, is set to 20 Å in the

out-of-plane direction, unless otherwise stated.

We perform G0W0 calculations starting from the PBE wavefunctions and energy eigen-

values. The dielectric matrix ε is computed within the random phase approximation

using either the Godby-Needs plasmon-pole approximation (PPA)79 with an imaginary

pole energy of 16 eV, or using full frequency integration (FF), as implemented in the

SternheimerGW code.69–71 The FF integration is performed along the imaginary axis

using 65 discrete frequencies in the interval of 0 eV to 240 eV. We obtain the FF self-energy

on the real axis using an analytic continuation following the adaptive Antoulas-Anderson

method.80

To avoid spurious Coulomb interactions between electrons belonging to periodic images

of the monolayer, we truncate the Coulomb interaction v, both in the calculation of the

dielectric function, ε, and of the screened Coulomb interaction, W = ε−1v. In particular,

we employ a 2D truncation scheme in reciprocal space, using the expression of Refs. 81 and

82: v2D(k) = 4π[1 − exp(−
√
k2
x + k2

yLz) cos(kzLz)]/|k|2. Here Lz is the cutoff distance in

the out-of-plane direction. At the DFT level, we truncate the bare Coulomb potential using

the scheme of Ref. 83, which speeds up the convergence of the GW calculations with respect

the Brillouin zone grid. We note that this truncation is important: without truncation the

GW band gap would be underestimated by about 0.26 eV.

In order to take into account the effect of substrate polarization, we renormalize the

screened Coulomb interaction by the effective background dielectric constant (εeff) through

εeff = (1 + εs) /2, (11)

where εs refers to the relative dielectric constant of the substrate.84–86 This effective dielectric

constant is obtained by evaluating the Coulomb interaction between two point charges at the

(mathematically sharp) interface between vacuum and a semi-infinite dielectric continuum,

as shown in Fig. 1.87 Using this approach we model two substrate materials, SiO2 (εs = 3.9)88

and a monolayer or a few layers of h-BN (εs = 2.6).89,90 Fig. 1 shows a qualitative schematic

of the systems that we model, however we emphasize that our calculations contain a single

layer of MoS2, without substrate atoms.
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a) b) c)

FIG. 1: (a) and (b), Schematic of a MoS2 monolayer on an h-BN and an SiO2 substrates. In the

present work the substrate is modeled using an effective dielectric environment, as shown in (c).

The Coulomb interaction between two point charges with charge e sitting at the distance d right

at the interface is e2/4πε0εeff , where ε0 is the permittivity of vacuum and εeff = (ε1 + ε2)/2. The

derivation of this result can be found, among others, in Sec. 4.4 of Ref. 87.

C. Numerical convergence tests

For accurate results GW calculations require the convergence of several numerical pa-

rameters. In this section, we discuss the dependence of the band gap and the energy of the

band extrema with respect to the energy cutoff for exchange and correlation, as well as the

sampling of the Brillouin zone using the PPA.

First, we focus on the convergence of the quasiparticle band gap (QP gap) and the valence

band maximum (VBM) and conduction band minimum (CBM) at the K point, with respect

to the exchange (Ex) and the correlation (Ec) energy cutoffs. The relative changes compared

to the converged values are shown in Fig. 2. To study the convergence of Ex we set a

correlation cutoff Ec = 15 Ry (1 Ry = 13.605 eV); conversely, to study the convergence

with respect to Ec, the exchange cutoff is set to Ex = 45 Ry. In both convergence tests,

the BZ is sampled using a 15× 15× 1 q-point mesh (27 irreducible points) for the dielectric

matrix and the screened Coulomb interaction. Fig. 2a shows that VBM and CBM are well

converged for Ex above 35 Ry, increasing by only 12 meV when we increase the cutoff all

the way to 45 Ry. Since both band extrema converge from the top at a similar rate, the QP

gap converges much faster, and is accurate to within 2 meV already for Ex = 25 Ry. Fig. 2b

shows that the convergence with respect to Ec is somewhat slower, but the changes in the

VBM, CBM, and QP gap from Ec = 15 Ry to 16 Ry are of 15 meV, 31 meV, and 16 meV
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FIG. 2: Difference (∆E) of the quasiparticle band bap (QP gap), valence band maximum (VBM)

and conduction band minimum (CBM) from the corresponding converged values, as a function of

(a) exchange (Ex) and (b) correlation (Ec) self-energy cutoff. The values are obtained at the high

symmetry K point. The difference between the last two values of the gap in (a) and (b) are 2 meV

and 16 meV, respectively.

TABLE 1: Dependence of the quasiparticle band bap (QP gap), valence band maximum (VBM)

and conduction band minimum (CBM) at the high symmetry K point on the number of q-points

used to sample the BZ. The exchange (Ex) and correlation (Ec) self-energy cutoffs are set to 45 Ry

and 15 Ry, respectively.

q mesh irred. q points VBM CBM QP gap

09× 09× 1 12 −5.864 −2.822 3.04

12× 12× 1 19 −5.729 −2.949 2.78

15× 15× 1 27 −5.726 −3.006 2.72

18× 18× 1 37 −5.753 −3.038 2.72

21× 21× 1 48 −5.785 −3.054 2.73

respectively. For Ec = 16 Ry, the QP gap is found to be 2.70 eV, which is remarkably (and

probably coincidentally) the same value as reported in experiments on suspended layers.45

Next, we focus on the number of grid points used for sampling the BZ to evaluate the

dielectric matrix and the screened Coulomb interaction within the PPA. Table 1 reports the

convergence of the QP gap, the VBM, the CBM at the high-symmetry K point at fixed energy
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cutoffs Ex = 45 Ry and Ec = 15 Ry. A q-point grid of 15× 15× 1 is necessary to converge

the self-energy with 50 meV accuracy. The resulting QP gap at the K point is in very good

agreement with previous GW calculations, yielding 2.60–2.80 eV.34,54,91,92 As in the present

work, these previous calculations employ the experimental lattice parameter. Differences

between reported band gaps arise from differences in the GW calculations, specifically the

Coulomb truncation and the vacuum size. Despite such differences, our calculations also

indicate that the G0W0 band gap of a pristine MoS2 monolayer is indirect. We do not

include spin-orbit coupling in our calculations, because the resulting energy splittings at the

K point amount to 3 meV (CBM) and 147 meV (VBM) at the DFT level, which is below

the numerical precision of our GW calculations.

III. RESULTS AND DISCUSSION

A. Quasiparticle band gap and band structures

In this section we discuss our results for the quasiparticle band gap and band structure

of monolayer MoS2 monolayer, as obtained by considering a layer in vacuum, the effective

screening from a SiO2 substrate, and the effective screening resulting from h-BN. The fol-

lowing results correspond to exchange and correlation cutoffs Ex = 45 Ry and Ec = 15 Ry,

and a 15× 15× 1 q-point grid. In Fig. 3a, we compare the DFT and the G0W0/PPA band

structure of a MoS2 monolayer in the presence of the model dielectric screening correspond-

ing to SiO2. The G0W0 correction is not uniform throughout the Brillouin zone, so that not

only the band gap but also the effective masses are modified (see Sec. III B). In Table 2, we

compare the calculated QP gap, VBM, and CBM at the high-symmetry K point of the un-

screened (‘freestanding’, FS) MoS2 monolayer, with a monolayer in the presence of screening

from an effective substrate with the dielectric constants of h-BN or SiO2. When using full

frequency integration, the band extrema shift to lower energies, and the QP gap is reduced

as compared to the PPA model. This reduction ranges from 40 meV for the unscreened

monolayer to 80 meV for the screened monolayer.

We find that the model substrate screening renormalizes the absolute quasiparticle ener-

gies of the VBM and CBM. As a consequence, the quasiparticle band gap is also reduced as

compared to the unscreened monolayer. In particular, we find a reduction of the band gap
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by 180(140) meV when using FF(PPA) frequency integration for h-BN, and of 250(210) meV

for SiO2. This reduction is consistent with the notion that the Coulomb energy required

for adding/removing an electron in monolayer MoS2 should be reduced by the dielectric

screening of the substrate.

In line with our finding, previous experimental and theoretical work indicates the sen-

sitivity of the QP gap to the dielectric screening environment, as shown in Fig. 4. In the

case of the SiO2 substrate, scanning tunneling spectroscopy (STS) measurements obtain a

QP gap of 2.1 eV.28,29,31 However, optical absorption measurements on the same sample

used for STS in Ref. 31 yield a gap of 2.44 eV. This latter value agrees with our FF QP

gap (2.43 eV) for monolayer MoS2 with model screening corresponding to SiO2. Ref. 31

argues that the tunneling gap is underestimated due to band-tail states near the conduction

band minimum. Overall, the calculated band gaps from literature, which we reproduce in

Fig. 4, are in qualitative agreement with experiments. However, the magnitude of the QP

FIG. 3: (a) G0W0 (red) and DFT (indigo) band structures of monolayer MoS2. The origin of

the energy axis is set to the VBM at the K point. The G0W0 band structures are calculate

within the PPA, using the dielectric screening model corresponding to a SiO2 substrate. (b)

Highest valence band and lowest conduction band calculated within G0W0/PPA, highlighting the

change of the band gap character from indirect to direct when moving from the unscreened case

(“freestanding”, FS, blue) to screening from an SiO2 substrate (red). The CBM at K have been

aligned for comparison.
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gap renormalization is generally underestimated. A particularly good agreement between

theory and experiments is found for the MoS2 monolayer on a h-BN substrate. The carefully

converged GW QP gap (2.36 eV) of Ref. 17 is very similar to the QP gap measured by STS

(2.35 eV) in Ref. 31. In our calculations, when we consider FF integration and εs = 5.9

corresponding to the dielectric constant of bulk h-BN, We obtain a QP gap of 2.35 eV, which

is in excellent agreement with the above theoretical and experimental values.

One interesting result of our calculations is that the screening of the substrate changes

the character of the QP gap. As mentioned above, G0W0 predicts an indirect QP gap for

the free-standing MoS2 monolayer at the experimental lattice parameter (3.16 Å). When we

employ a model dielectric screening with the dielectric constants of SiO2 or h-BN, we find a

direct QP gap. Fig. 3b illustrates this change in between the free-standing monolayer and a

monolayer in the presence of model dielectric screening corresponding to an SiO2 substrate.

In the presence of substrate screening, the CBM at the midpoint, Q, of the high-symmetry

Γ–K path (see Fig. 3) raises above the CBM at the K point as compared to the unscreened

case. Introducing the energy difference ∆ = CBMK - CBMQ, we find ∆FS = 98 meV,

∆hBN = −57 meV, and ∆SiO2 = −94 meV using the FF method. In the PPA calculations

these differences are less pronounced: ∆FS = 65 meV, ∆hBN = −15 meV, and ∆SiO2 =

−60 meV. This indicates that the screening-induced renormalization is more significant at

the K point, and especially so when using FF integration. Unlike the CBM, the maximum

of the valence band remains at the K point irrespective of substrate screening. The energy

difference ∆VBM between the VBMs at the K and Γ point are 0.23 eV, 0.19 eV and 0.17 eV for

TABLE 2: Quasiparticle band bap (QP gap, eV), valence band maximum (VBM) and conduction

band minimum (CBM) at the high-symmetry K point, for the unscreened (“free-standing, FS)

MoS2 monolayer, and for the same layer in the dielectric environment corresponding to an h-BN

or a SiO2 substrate.

at K point VBM CBM QP gap

Substrate PPA FF PPA FF PPA FF

FS −5.726 −5.905 −3.006 −3.233 2.72 2.68

h-BN −5.651 −5.794 −3.071 −3.295 2.58 2.50

SiO2 −5.713 −5.809 −3.201 −3.378 2.51 2.43



12

a

a

a

b
b

b

c

d

d

FIG. 4: Quasiparticle band gap of a MoS2 monolayer on different substrates reported in the

literature. The experimental results in blue circles are obtained with scanning tunneling mi-

croscopy/spectroscopy (STM/STS),28,29,31,33,51–53,93–98 absorbance,31 and angle-resolved (inverse)

photoemission spectroscopy (ARPES/ARIPES).32 The GW band gaps are shown with the orange

disks.17,55,99,100 The horizontal lines represent our calculated quasiparticle gaps using FF integra-

tion for the unscreened monolayer (“freestanding”, FS), and for h-BN and SiO2 screening. The

GW calculations of a) Ref. 100, b) Ref. 99, c) Ref. 17, and d) Ref. 55 reported in the figure have also

been obtained by considering models to describe the effective environmental dielectric screening.

the unscreened, the h-BN-screened, and the SiO2-screened monolayer, respectively. Again

the PPA yields smaller differences, in the range of 20–30 meV. It should be noted that for

predicting a direct band gap at the G0W0 level, a full geometry relaxation (lattice parameters

and atomic positions) is needed. Furthermore, self-consistent GW calculations also lead to

direct band gap in MoS2 monolayer34,91 as observed in photoluminescence measurements.1,45

Overall, the present results show that the dielectric environment alters qualitatively and

quantitatively the QP gap of monolayer MoS2. It is natural to expect the same behavior

for other monolayer TMDs. In addition to the effect of dielectric screening from a uniform

semi-infinite substrate, which we consider here, it is expected that several other effects will
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contribute to renormalize QP levels in these systems, for example the atomic-scale structure

of the TMD/substrate interface, and the possible presence of interface dipoles, strain, moirés,

and charge transfer. These effects should be considered by performing calculations using

explicit substrates. The advantage of the simple model adoped here is that it includes long-

range electrostatic effects that would not be captured by calculations using a substrate slab

of finite thickness.

B. Electron and hole effective-masses

The effective masses m∗ = ~2(∂2E/∂k2)−1 of electrons and holes at the K point are

calculated along the high-symmetry K–Γ and K–M lines. We evaluate the second derivatives

of the band curvatures numerically, using a step ∆k = 0.01 Å−1 around the K point. Since

in the SternheimerGW method the Green’s function and the screened Coulomb interaction

are computed separately, we can directly determine quasiparticle energies Ek for arbitrary

k-points, without using interpolation techniques. Our calculated effective masses are shown

in Table 3. The electron and hole effective masses obtained within DFT are 0.43 m0 and

0.52 m0, respectively, consistent with previously reported values3,101 (m0 indicates the free

electron mass). In the DFT calculations we do not include the substrate screening effect, so

the reported DFT mass is independent of substrate screening. The G0W0 effective masses for

the unscreened MoS2 monolayer are in a good agreement with previous GW data available in

the literature, in the range of 0.35–0.40 m0
34,36,91,102 for electrons and 0.39–0.49 m0

34,91,102 for

holes. In the presence of model substrate screening, the effective masses are heavier than for

the unscreened monolayer (see Table 3). This is consistent with Fig. 3b, where we see that

band curvatures at the K point are more pronounced when considering screening from SiO2.

We find that, for the model with the screening corresponding to a h-BN (SiO2) substrate,

the electron effective mass me is enhanced by 5% (8%) whereas the hole effective mass mh

increases by 17% (27%) with respect to the unscreened layer. As for the quasiparticle shifts,

the effective mass enhancement due to the screening is more pronounced for calculations

performed FF integration rather than the PPA.

Effective masses have been measured for a MoS2 monolayer separated from a MoS2

bulk compound by intercalating potassium using angle-resolved photoemission spectroscopy

(ARPES).103 The extracted effective masses at the K point are me = (0.67± 0.08) m0 and
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TABLE 3: Calculated electron and hole effective masses of the free-standing (FS) and substrate-

screened MoS2 monolayer at the K point.

at K point me/m0 mh/m0

Substrate PPA FF DFT PPA FF DFT

FS 0.39 0.39 0.43 0.42 0.41 0.52

h-BN 0.40 0.41 0.43 0.45 0.48 0.52

SiO2 0.40 0.42 0.43 0.46 0.52 0.52

mh = (0.60 ± 0.08) m0. These values are significantly higher than in our calculations and

previous theoretical work. The difference could originate from the heavy doping of the con-

duction band with electrons by the potassium intercalation, which would induce metallic

screening.103,104 This interpretation is consistent with the fact that the gap extracted from

ARPES is , 1.86 ± 0.02 eV, is significantly smaller than other measured optical gaps and

calculated quasiparticle gaps (see Fig. 4). We also note that our calculations do not take

into account the intercalant and electron-phonon interactions, which can both contribute to

modify the effective masses.

Additional ARPES measurements of the hole effective mass on different substrates have

been reported. Ref. 105 measured the hole effective mass for a suspended monolayer (mh =

0.43 m0) and for a monolayer on SiO2 (mh = 0.48 m0). Their findings are very close

to our calculations. Ref. 104,106 reported a hole effective mass of 0.55 ± 0.08 m0 for a

MoS2 monolayer grown on a gold substrate. Larger values of the effective masses, mh =

(0.81 ± 0.05) m0
107 and mh = (0.66 ± 0.04) m0

108, have been reported for MoS2 grown on

SiO2 by chemical vapor deposition. Also in this case, the high doping level is expected to

contribute an effective mass enhancement as compared to exfoliated monolayers.108

Our calculated reduced electron-hole effective masses, mr = memh/(me + mh), for the

unscreened monolayer and for h-BN or SiO2 screening, are 0.20 m0, 0.22 m0, and 0.23 m0,

respectively. These values should be compared with the measured exciton’s reduced mass

mr = 0.27 m0, as obtained from magneto-optical spectroscopy experiments.30 The slight dif-

ference may be due to the fact that, in the experiment, the MoS2 monolayer is encapsulated

between slabs of h-BN, therefore the screening is enhanced as compared to our calculations.
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FIG. 5: (a)-(b) Real part of the G0W0 self-energy (Σ) of monolayer MoS2 for the VBM and CBM

states. (c)-(d) Corresponding imaginary part of the self energy. (e)-(f) Corresponding spectral

functions A(ω, k). All calculations are performed at the K point for the unscreened monolayer

(“freestanding” FS; black), the case with h-BN screening (red), and the case with SiO2 screening

(blue).
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C. Self-energy and spectral function

In this section, we discuss the effect of the dielectric screening on the electron self-energy,

the spectral function, and the related incoherent plasmonic structure. For these calcula-

tions it is necessary to employ FF integration as opposed to the PPA. Figs. 5a-d show

the frequency-dependent real and imaginary parts of the self-energy of the VBM and the

CBM at the K point, both for the unscreened and screened monolayer MoS2. The real part

determines the quasiparticle shift and renormalization, the imaginary part determines the

quasiparticle broadening and lifetimes. We can see that both Re(Σ) and Im(Σ) have a pro-

nounced structure in the range of 15–25 eV, which arises from plasmon excitations. In fact,

the electron energy loss spectra of MoS2 monolayer exhibit the characteristic of low-energy

and high-energy plasmon resonances called π and π+ σ at 7.6 eV and 15.6 eV, respectively,

which arise from the collective excitation of the (Mo)d and (S)s, p states.109,110 Here, the

spectral function A(ω, k) in Figs. 5e,f clearly shows a plasmon satellite at around 22 eV,

arising from the excitation of the high-energy π + σ plasmons.109,110 On the other hand,

the low-energy π plasmons are not visible; these features possibly overlap with the broad

main quasiparticle peaks. We emphasize that the energy and intensity of these plasmonic

satellites are not captured correctly by G0W0, which are known to overestimate the binding

energy of satellites. For an accurate description of these features one would need to perform

cumulant expansion calculations.111–116 Earlier studies of plasmon satellites of TMDs within

the cumulant expansion method can be found in Ref. 115.

When introducing substrate screening within the simplified model adopted in this work,

these structures become less intense, and shift to lower binding energies. This shift can

be rationalized in terms of the Drude model, whereby the plasma frequency is given by

ωp =
√
ne2/ε0m, where n, e and m are the electron density, charge and mass, respectively.117

When substituting the permittivity of vacuum ε0 with the effective dielectric constant of the

substrate εeff , the plasma frequency ωs
p is reduced with respect to the unscreened monolayer,

ωs
p = ωFS

p /
√
εeff . The inset of Fig. 5e shows that our calculated shift of the plasma peaks is

consistent with Drude’s model. In fact, we find that the unscreened plasmon peak at 22 eV

shifts to around 16 eV and 13 eV when we consider screening corresponding to h-BN and

SiO2 substrates, respectively.

From the real part of the self-energy we can evaluate the quasiparticle renormalization
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factors, Z. For the VBM/CBM states at K we find Z = 0.75/0.77, 0.79/0.83, and 0.80/0.87

for the unscreened, h-BN- and SiO2-screened monolayers, respectively. These values indicate

a weakly correlated electron system. The larger values associated with the larger screening

are consistent with a lesser transfer of quasiparticle weight to the plasmon satellites, and

hence reduced correlations, as can be seen in the spectral function plots in Figs. 5e,f .

IV. CONCLUSIONS

In summary, we investigated the dielectric screening effect of a substrate on the quasipar-

ticle properties of monolayer MoS2 using the first-principles SternheimerGW method and a

simplified effective dielectric model to account for substrate polarization. We showed that

the additional screening by the substrate reduces the quasiparticle band gap by as much as

250 meV.

G0W0 calculations yield an indirect fundamental band gap for the free-standing MoS2

monolayer, using the experimental lattice parameters. Here, we found that in the presence

of additional screening from the model substrate, the G0W0 band gap exhibits a direct

character. This result is independent of the frequency integration scheme (FF or PPA).

The sensitivity of the direct/indirect character of the gap to substrate screening is a new

element to be taken into account when using ab initio many-body calculations to predict

the optoelectronic properties of 2D materials.

We also found that substrate screening affects the dispersion of quasiparticle bands. For

example, screening enhances the electron and hole carrier effective masses at the K point

are enhanced by as much as 8% and 27%, respectively. The resulting masses are in very

good agreement with experiments.

An analysis of the G0W0 self-energy and spectral function reveals that these results can

be rationalized in terms of the shift of the plasma resonances as a result of the changing

dielectric environment, in line with a simple Drude model of plasmon excitations.

On the methodology side, the calculations of interpolation-free quasiparticle effective

masses and of spectral functions illustrate some of the capabilities of the SternheimerGW

approach, and provide further validation of this emerging methodology.

Our present findings provide new insight into the role of the dielectric environment in

the quasiparticle band structure of the prototypical TMD monolayer MoS2. More generally,
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our work suggests that substrate engineering could offer new avenues to design future TMD-

based electronic and optoelectronic devices.
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