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The observation of metallic interface between band insulators LaAlO3 and SrTiO3 has led to massive efforts
to understand the origin of the phenomenon as well as to search for other systems hosting such two dimensional
electron gases (2-DEG). However, the understanding of the origin of the 2-DEG is very often hindered as
several possible mechanisms such as polar catastrophe, cationic intermixing and oxygen vacancy (OV) etc. can
be operative simultaneously. The presence of a heavy element makes KTaO3 (KTO) based 2-DEG a potential
platform to investigate spin orbit coupling driven novel electronic and magnetic phenomena. In this work, we
investigate the sole effect of OV in KTO, which makes KTO metallic. OK-edge X-ray absorption spectroscopy
measurements find that OV dopes electron in Ta t∗2g antibonding states. Photoluminescence measurements
reveal the existence of highly localized deep mid-gap states in oxygen deficient KTO. Our detailed ab initio
calculations demonstrate that such deep mid-gap state arises due to linear clustering of OVs around Ta. Our
present work emphasizes that we must pay attention about the possible presence of OVs in interpreting emergent
behavior of KTO based heterostructure

I. INTRODUCTION

SrTiO3-based oxide heterostructures are hosts of several
emergent phenomena such as two-dimensional electron gas
(2-DEG), ferromagnetism, superconductivity, etc1–9. The
larger carrier density (≥ 1013-1014 cm−2 vs. 1010- 1012

cm−2) and shorter confinement length (1-2 nm vs. 10 nm)
of the carriers at the interface of these SrTiO3 (STO) based 2-
DEGs, compared to traditional semiconductor 2-DEGs makes
these systems attractive for device applications3,10. However,
mobility of these STO-based heterostructures is significantly
low compared to semiconductor 2-DEGs, prompting to search
for non-STO based 2-DEG systems11. Bulk KTO is a wide
band gap insulator (Eg ∼ 3.5 eV) and has a lot of similari-
ties with STO such as cubic structure, quantum paraelectric-
ity12 etc. Similar to STO, electron doping makes KTO metal-
lic and even superconducting at very low temperature13–15.
The presence of heavy element Ta further offers possibility
of achieving new emergent phases due to strong spin orbit
coupling (SOC), leading to many experimental works about
KTO based heterostructures16–25. Comparable values of SOC
strength with other energy scales in KTO leads to significant
reconstruction of orbital symmetries at the surface26, which
can further result non-trivial spin-orbital texturing of conduc-
tion electrons27. Presence of such unconventional spin tex-
turing of conduction electrons can be further utilized for en-
gineering novel topological phenomena such as topological
Hall effect28, making KTO based 2DEG a unique platform
for topological spintronics applications29.

Similar to the controversial origin of the metallic behav-
ior in LaAlO3/SrTiO3 interface30–37, the origin of 2-DEG in
KTO based heterostructures has been linked to electronic re-
construction due to polar catastrophe19,24, as well as OV for-
mation21. While a higher carrier density has been achieved in
LaTiO3/KTO interface as predicted by the polar catastrophe
model19, the presence of OVs within KTO substrate is also
highly probable due to the use of high vacuum atmosphere

during the growth.
In order to understand the sole effect of OV without any

involvement of polar catastrophe and cationic intermixing is-
sues20, we have deliberately introduced OV in KTO single
crystal through thermal annealing in a reduced atmosphere.
In contrast to the method of electron doping by Ar+ bom-
bardment, the present method does not damage crystallinity
of the sample28 and results metallic KTO. O K-edge X-ray
absorption spectroscopy (XAS) measurements reveal electron
doping in Ta t∗2g bands. Interestingly, we detect presence of
deep mid-gap states through photoluminescence (PL) mea-
surements. Our deatiled ab initio calculations with isolated
OV finds that both the electrons, donated by each isolated OV,
are doped into the conduction band, derived from Ta t∗2g an-
tibonding states, resulting metallic behavior. We further find
that linear clustering of OVs is more favorable than the forma-
tion of isolated OVs. Most importantly, our calculations pre-
dict that such clustering would lead to the formation of deep
narrow mid-gap state between the fully filled valence band
and partially filled conduction band and explains the exper-
imentally observed deep mid-gap states in oxygen deficient
KTO.

II. METHODOLOGY

Commercially available (Princeton Scientific Corporation)
KTO (0 0 1) single crystal (5 mm × 5 mm × 0.5 mm) was
sealed with Ti metal wire in a quartz tube under a vacuum
of 10−4 bar38. This sealed tube was heated at 900◦C for 24
hrs. Temperature dependent dielectric measurement was car-
ried out using impedance analyzer from Keysight technology
instruments (Model No- E49908). Resistance was measured
with wire-bonded Al contact in a Van der Pauw geometry us-
ing a 9 Tesla Physical Property Measurement system (Quan-
tum Design). XAS measurement on O K-edge at 300 K was
carried out at 4-ID-C beamline of Advanced Photon Source,
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Argonne National Laboratory. PL spectra was collected in
Horiba LabRAM HR instrument under excitation with a 266
nm ultraviolet laser at room temperature.

The ab initio calculations were carried out using the
QUANTUM ESPRESSO package39. Perdew, Burke and
Ernzerhof generalized gradient approximation (PBE-GGA)
was used for the exchange correlation functional40. We have
also performed calculations using the hybrid functional of
Heyd, Scuseria, and Ernzerhof (HSE)41. Optimized norm con-
serving pseudopotentials42–44 were used in all the calculations.
The Brillouin zone was sampled with 8 × 8 × 8 k-points for
the unit cell and the wave functions were expanded in plane
waves with an energy up to 90 Ry. We have performed nonco-
linear density functional theory (DFT) calculations with fully
relativistic pseudopotentials for the Ta atom to capture the ef-
fect of the strong SOC. Upon including an additional onsite
Coulomb potential of 1.35 eV45 on the Ta d-orbitals, the qual-
itative conclusions remain unchanged. The structural relax-
ations were performed until the force on each atom reduced to
0.07 eV/Å.

III. RESULTS AND DISCUSSION

Stoichiometric KTO with Ta+5 ions in d0 configuration is
a band insulator. Owing to its incipient ferroelectric nature,
it is characterized by a large dielectric constant at low tem-
perature. This is evident from Fig. 1(a), where we plot tem-
perature dependent dielectric constant (ε) and dielectric loss
(tan δ) of as received pristine KTO single crystal. The val-
ues of ε and tan δ and their temperature dependencies are
very similar to earlier works46,47. KTO, annealed in pres-
ence of Ti wire becomes metal as evident from the temper-
ature dependent sheet resistance (RS) from 2 K to 300 K
(Fig. 1(b)). Upon reheating this sample in oxygen atmo-
sphere, we found that it becomes insulating, establishing that
the origin of metallic behavior is related to the presence of
OVs. The RS of oxygen deficient KTO at 300 K is about two
order of magnitude smaller compared to that of 2-DEG behav-
ior of LaTiO3/KTaO3

19, EuO/KTaO3
21, LaVO3/KTaO3

24 het-
erostructures. Similar to the cases of thin films grown on KTO
substrates19,21,24,RS becomes temperature independent at low

FIG. 1. (Color online) (a) Temperature dependence of dielectric
constant (ε) and dielectric loss (tan δ) of pristine KTO. (b) Tempera-
ture dependence of sheet resistance for oxygen deficient KTO.

FIG. 2. (Color online) O K-edge XAS spectra for pristine and
oxygen deficient KTO along with calculated O 2p PDOS for pristine
KTO.

temperature due to the dominant contribution of electron scat-
tering from defects11,48. Assuming single band transport, we
found carrier density nS ∼ 2×1015 cm−2 and electron mo-
bility µe ∼ 20 cm2/V-s at room temperature from Hall effect
measurement (not shown).

We have investigated the effect of OV on electronic struc-
ture of KTO by O K-edge XAS, where one core electron
from O 1s state is excited to O 2p states49. In an ionic pic-
ture, such O 1s → O 2p transition is not allowed as 2p or-
bitals are completely occupied for the O2− ion. However, the
strong hybridization between oxygen and other elements in
a real material gives rise to a finite spectral weight of oxy-
gen 2p character in the unoccupied density of states, which
can be approximately described by O K-edge XAS50. Nor-
malized XAS spectra, recorded in bulk sensitive total fluores-
cence yield (TFY) mode have been compared in Fig. 2. To
understand the origin of various features of these XAS spec-
tra, convoluted density of states of O 2p states, obtained from
density functional theory (discussed later in the manuscript),
has been also plotted (for details see section A of supplemen-
tal information (SI)51. The first peak around 531.3 eV is due
to transition to the states just above Fermi level and primarily
consists of Ta 5d t2g orbital, hybridized with O 2p orbitals52.
The lower intensity of this peak in oxygen deficient sample,
compared to the pristine KTO implies that some of the doped
electrons have occupied Ta t∗2g anti bonding states, which is
also concluded by our calculations shown later. The features
from 534 eV to 544 ev are related to the transitions to the Ta
5d eg , Ta 6s, K 4s states hybridized with O 2p.

In contrast to the carrier doping by elemental substitution
at A or B site in ABO3 perovskite, OV creation not only
dopes electrons to the system but can also lead to the forma-
tion of non dispersible mid-gap states53. Resultantly, some of
the electrons are trapped in such mid-gap states and are local-
ized around the vacancy in the real space. In order to check
the presence of such mid-gap state, we did PL measurement
as this technique has been found to be very successful in lo-
cating the exact position of such defect states in oxygen de-
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FIG. 3. (Color online) (a) PL spectra of pristine and oxygen defi-
cient KTO. The inset shows the zoomed in view of mid-gap states
around 1.8 eV. (b) The first panel corresponds to the near band edge
emission. The second panel shows the recombination process be-
tween the excited electrons and the self-trapped excited holes. The
third panel demonstrates the recombination process of excited holes
and electrons in a self-trapped excited state. The fourth panel high-
lights the recombination process via defect band resulting in the peak
around 1.8 eV in PL. Filled circle denotes electrons and open circle
denotes holes.

ficient STO53–57. Fig. 3(a) shows the room-temperature PL
spectra for the pristine and oxygen deficient KTO. The cor-
responding mechanism for the peaks marked by 1, 2, 3, and
4 have been shown in Fig. 3(b). The peak at 3.5 eV for the
pristine sample corresponds to the near band edge emission.
Position of this peak directly corresponds to the band gap of
KTO and matches very well with the reported band gap from
UV-visible spectroscopy58. Since, this transition occurs from
bottom of conduction band to top of valence band, this peak is
also observed for oxygen deficient KTO. KTO is an incipient
ferroelectric12 and has strong electron-phonon coupling59. In
presence of electron-phonon coupling, photo generated elec-
tron and hole pairs are quickly trapped by phonons to form
more stable self-trapped electron/hole states60–62. Recombi-
nation between these self-trapped electron and hole centres (
3rd panel of 3(b)) leads to the ‘green’ luminescence around
2.4 eV, which has been reported extensively in various per-
ovskite oxides63 including KTO59. This feature is strongly
enhanced in present case upon introduction of OV, as reported
earlier for STO64. The peak at 2.95 eV can be attributed to the
recombination of excited and conduction electrons with the
self-trapped holes (2nd panel of the Fig. 3(b)).

Apart from these broad features, two new peaks have been
observed at 1.81 eV and 1.88 eV (also see inset of Fig. 3(a))
in oxygen deficient KTO. The origin of these peaks can be

understood by considering a defect band, which would be at
1.8 eV below the minima of conduction band (4th panel of Fig.
3(b)). This mid-gap state is separated equally from the valence
and conduction band. Microscopic origin behind the existence
of such mid-gap states in our samples will be discussed later
in the paper.

To understand OVs’ role in transforming the electronic
properties of KTO, we have performed first principle elec-
tronic structure calculations. The optimized lattice parameter
of pristine cubic KTO was found to be 4.02 Å from PBE-GGA
approximated DFT calculations. This is very close to the ex-
perimentally reported value (3.989 Å 58). The band structure
of pristine KTO (for a 2 × 2 × 2 supercell) is shown in Fig.
4 (a). In this calculation, we found a band gap of 2.05 eV,
which is also in good agreement with previous PBE-GGA
approximated DFT results65–68. Upon inclusion of an onsite
Coulomb potential Ueff=1.35 eV45, band gap increases to 2.1
eV (see section C of SI51). We have also found a split of the
conduction bands at Γ(0, 0, 0) point by 400 meV, as reported
before16,17. As a remedy to the underestimated band gap, we
have further performed HSE calculations, which yields a band
gap of 3.6 eV (for details see section E of SI51), agreeing well
with the experimentally reported band gap.

To examine OV’s effect, we first considered isolated OV,
as found by scanning probe microscopy study on vacuum
annealed KTO69. For the calculations with an isolated OV
within PBE-GGA, we considered a 2 × 2 × 2 supercell of
KTO where one oxygen atom has been removed (K8Ta8O24

→ K8Ta8O23). This corresponds to an OV concentration
of 4.2%. As evident from the band structure plot shown in
Fig.4(b), the Fermi level is shifted to the conduction band,
describing the experimentally observed metallic phase of
oxygen-deficient KTO (density of states have been shown in
section B of SI51). Our calculations find that one isolated OV
donates two electrons to the conduction band. Among the 24
t2g bands (3 t2g bands for each Ta) in the conduction band
manifold, six bands are partially filled by the two electrons.
No localized defect state is found in the gap. This conclu-
sion remains unaffected upon increasing the supercell size to
3 × 3 × 3 (see section D of SI51).

Apart from the existence of isolated OV, perovskite com-
pounds like STO also show a strong tendency for OV cluster-
ing70–73. To examine such clustering, we have considered a
2 × 2 × 4 supercell containing two OVs with 4 different ar-
rangements of OV (see Fig. 5 for the relative position of two
OVs). To check the stability of such defect configurations, we
have calculated the defect formation energy Ef [Ov], defined
as74

Ef [mOv] = Etot[mOv]+
1

2
mµO2

−Etot[0Ov]+q(Epristine
vbm +εF )

(1)
where Etot[mOv] is the total energy of the system with m
number of OV, Etot[0Ov] is the total energy of the pris-
tine cell, µO2

is the chemical potential of oxygen molecule,
Epristine

vbm is the valance band maxima (VBM) for the pristine
cell, εF is the Fermi Energy and q is the charge of the system.
Formation energies for isolated OV as well as oxygen diva-
cancy in different configurations in the neutral state (q = 0)
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FIG. 4. (Color online) (a) Band structure of pristine KTO for a
2×2×2 supercell. The Fermi level is marked with a solid orange
line. (b) Band structure of oxygen-deficient KTO (KTaO2.875) for a
2×2×2 supercell with single isolated oxygen vacancy. The Fermi
level is marked with a solid orange line.

FIG. 5. (Color online) Various relative configurations for oxygen
divacancy in KTO.

are listed in the TABLE I. The oxygen defect formation en-
ergies are in the same range that have been reported for other
perovskite oxides75,76 (also see section F of SI51). Moreover,
we found that the linear oxygen divacancy around a Ta atom
(configuration B) has the lowest formation energy which sug-
gests that in a real system the formation of a linear oxygen
divacancy has a higher probability than two isolated vacan-
cies.

TABLE I. Table of formation energy (Ef ) per OV and interaction
energy (Eint) for different oxygen divacancy configurations in KTO
calculated using supercell 2×2×4 and 4×4×4 within PBE-GGA.

Configuration Ef (eV) Eint (eV)
2 × 2 × 4 4 × 4 × 4 2 × 2 × 4 4 × 4 × 4

A 6.64 6.81 0.91 1.06
B 5.95 6.08 -0.49 -0.39
C 6.41 6.38 0.44 0.21
D 6.69 6.51 0.99 0.46

single OV 6.84 – – –

Owing to the fact that the divacancies have lower forma-
tion energy compared to two isolated OVs, we also calculated
the interaction energy Eint between the vacancies, which is

defined as71

Eint = Etot[2Ov] + Etot[0Ov]− 2Etot[1Ov] (2)

The negative (positive) sign of Eint specifies whether the in-
teraction is attractive (repulsive). The interaction energies for
different divacancy configurations are listed in the TABLE I.
As can be seen, configuration B, also known as apical diva-
cancy (OV-Ta-OV), has the most attractive interaction, imply-
ing that it is the most favorable configuration among all diva-
cancy configurations. Our calculations demonstrate that the
linear vacancy clustering is favorable around Ta. It should
be noted that even though configurations B and D have the
same separation between the two vacancies, the Eint is very
different. This implies that the location of the vacancies is
important and not just the relative distance.

The left panel of Fig. 6(a) shows the band structure plot of
configuration B and projected density of states (PDOS) right
next to it with the same energy scale used in the band structure
plot. Interestingly, apart from the partially filled conduction
bands, we find a highly localized defect band (marked in red
color), which is almost equidistant from conduction and va-
lence band edges. This explains the experimentally observed
mid-gap state (which is almost equally separated from band
edges) through PL measurement. Our conclusions remian un-
affected upon inclusion of onsite coloumb potential (see sec-
tion C of SI51).

The PDOS plot shows that the Ta 5d states mainly con-
tribute to the defect band. The isosurface plot of the squared
wave function of the defect band (Fig. 6(c)) is localized
around the Ta atom in between the two OVs. Such electron
localization around the vacancy site would lead to reduction
of free carrier density. The d3z2−r2 symmetry of this occu-
pied defect band is related to the fact that the particular Ta
atom with oxygen divacancy has a square planar environment
locally, and the d3z2−r2 is the lowest orbital for square planar
crystal field77. A highly localized defect band has also been
obtained in band structure calculation for the configurations A
and C (shown in section G of SI51).

We have also performed the calculations for a bigger super-
cell of size 4 × 4 × 4 for all the divacancy configurations A,
B, C, and D. As evident from TABLE I, the formation ener-
gies do not change much upon increasing the supercell size.
The formation energy for configuration B again turns out to
be the lowest among all the configurations, similar to the case
of 2×2×4 supercell. Further, the position of defect state for
the most stable divacancy configuration B remains unaffected
upon increasing the supercell size to 4× 4× 4 (see section D
of SI51).

We have also monitored the position of defect state using
the HSE functional for divacancy configuration B. We found
the mid-gap to be localised around 1.5 eV from VBM, shown
in Fig. 6(b), close to the results we observed from PL mea-
surement.

Till now we have investigated the formation energies for
a neutral system with isolated OV and divacancies with dif-
ferent defect configurations. Since, formation energy (Ef ) is
dependent on the charge state (q) of the system and position
of the Fermi level (εF ) (Eqn. 1), we have also computed Ef
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FIG. 6. (Color online) (a) The PBE-GGA band structure of apical
divacancy (configuration B) situated along z direction for a 2×2×4
supercell is shown in the left panel. The defect band is marked with
the color red. The right panel shows the projected density of states
(PDOS) for Ta 5d orbitals in red and the total density of states in
yellow color. The Fermi level is shown in color green. (b) The band
structure calculated using HSE for a 2× 2× 4 supercell with apical
divacancy situated along z direction. The defect band (≈ 1.5eV form
VBM) is shown in red and the Fermi level is marked with a straight
line in green. (c) The isosurface of the squired wave function for the
defect band which shows Ta d3z2−r2 characteristics marked by the
green bubles, calculated using 2×2×4 supercell within PBE-GGA
having defect configuration B. The two black spots are the position
of the two oxygen vacancies.

per vacancy as a function of Fermi level position in different
charge states (q) for the most favourable divancy configuration
B.

It is well known that78–84 calculations of charged defect sys-
tem using periodic supercells can introduce some unphysical
contributions into the defect formation energy calculations.
From the calculations on the neutral divacancy system, one
can see that 2 electrons are localized in the defect band dis-
cussed above, while other 2 electrons are in the conduction
band (see Fig. 6). Considering apical oxygen divacancy with
+1 (+2) charge state in KTO, we remove 1 electron (2 elec-
trons) from the conduction band manifold, which is smeared
inside the whole cell. Thus, even though we are performing
charged defect calculations, owing to the background charge

  

  0.10       0.15        0.20        0.25

Fo
rm

at
io

n 
En

er
gy

 p
er

 v
ac

an
cy

 (e
V

)

6

5

4

3
  0.0      0.5      1.0      1.5      2.0

6

5

4

Fo
rm

at
io

n 
En

er
gy

 p
er

 v
ac

an
cy

 (e
V

)

Ω
−

1
3 ϵF

(a) (b)

5 
x 

5 
x 

10

4 
x 

4 
x 

8

3 
x 

3 
x 

6

2 x 2 x 4

VB
M

CB
M

FIG. 7. (Color online) (a) Formation energy per vacancy of an apical
divacancy system as a function of system size (Ω) in the charge state
q = +2. The considered supercell sizes are 5 × 5 × 10, 4 × 4 × 8,
3× 3× 6 and 2× 2× 4. (b) Formation energy diagram for different
charge states of an apical divacncy in a 2 × 2 × 4 supercell.

compensation in periodic supercell calculations, we expect
our calculated formation energies to behave close to the neu-
tral system and to have a small electrostatic correction. To
check the validity of the same, we have calculated the forma-
tion energies as a function of system size for the supercell of
sizes 2 × 2 × 4, 3 × 3 × 6, 4 × 4 × 8 and 5 × 5 × 10 for
the most stable divacancy configuration B (within PBE-GGA)
shown in Fig.7(a). The unrelaxed data has been fitted with
a straight line, which goes as 1

L (where L is the measure of
system length). However, once we allow the system to relax
after creating the vacancies, the computed formation energies
are invariant over system size variation, denoted by the red
stars in Fig. 7(a). Moreover, the large dielectric constant of
KTO is also responsible for the fact that the charged oxygen
defects are screened form each other, which allow us to use
comparatively small supercells in our calculations. Thus, we
conclude that 2× 2× 4 supercell is sufficient to calculate the
formation energies in this system. It shows that the correction
needed in our formation energy calculations is negligible. The
+1 charge state is metallic, and there is only one electron in
the conduction band manifold. However, the +2 charge state
is insulating in nature (see section H and section I of SI51).

Fig.7(b) shows the different charge states for the apical di-
vacancy case calculated using a 2× 2× 4 supercell. We have
found that the +2 charge state is more stable than the neutral
one when the Fermi level resides inside the gap. We have also
noticed a charge transition level at ≈ 1.9 eV (from the top of
the valance band) from +2 to +1 charge state. In the experi-
mental observations, we have found the system to be metallic.
The ab-initio calculations affirm that the Fermi level lies in-
side the conduction band. Thus, we expect the metallic states
(+1 or neutral) to be more favourable. For the isolated oxy-
gen vacancies also, it is found that the neutral state is more
favourable85. Thus we conclude that despite the type of oxy-
gen vacancies, the metallic system is more stable.
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IV. CONCLUSION

To conclude, we have successfully demonstrated the sole
effect of oxygen vacancy on the electronic structure of KTO.
Pristine insulating KTO undergoes insulator to metal transi-
tion (IMT) upon oxygen vacancy creation. DFT calculations
show that IMT can be explained by just considering isolated
oxygen vacancies. Further, our DFT calculations combined
with photoluminescence measurements reveal that linear clus-
tering of oxygen vacancies around Ta atom leads to the forma-
tion of a very localized state within the band gap, which can
result in fascinating magnetotransport phenomena in KTO86.
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