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“Magic” is the degree to which a state cannot be approximated by Clifford gates. We study mana,
a measure of magic, in the ground state of the Zs Potts model, and argue that it is a broadly useful
diagnostic for many-body physics. In particular we find that the ¢ = 3 ground state has large mana
at the model’s critical point, and that this mana resides in the system’s correlations. We explain
the form of the mana by a simple tensor-counting calculation based on a MERA representation of
the state. Because mana is present at all length scales, we conclude that the conformal field theory
describing the 3-state Potts model critical point is magical. These results control the difficulty of
preparing the Potts ground state on an error-corrected quantum computer, and constrain tensor

network models of AdS-CFT.
I. INTRODUCTION

The study of quantum entanglement has brought
about meaningful progress at the intersection of physics
and information theory, by helping to characterize topo-
logical phases of matter[I] 2], understand how isolated
systems thermalize [3H6] or fail to thermalize [7HI] and
diagnose the structure of spacetime in quantum grav-
ity [I0HI7]. Entanglement is also a crucial resource for
quantum communication and quantum computing [18-
22]. However, entanglement alone does not fully account
for the power of a universal quantum computer, nor does
it fully characterize the rich structure of quantum infor-
mation in physical systems.

Clifford operations provide an important example of
the limitations of entanglement as a diagnostic in many-
body physics. Cliffords are are a special set of non-
universal quantum operations that can be efficiently sim-
ulated on a classical computer despite being capable
of generating superpositions and maximally entangled
states [23]. These operations and the states they gen-
erate, the so-called “stabilizer states”, have played im-
portant roles in the study of topological order [24], ther-
malization [25] [26], and quantum gravity [27] but there
too they fail to capture the full richness of the physics.

Clifford operations also have a special role in quantum
computation. The Eastin-Knill theorem [28] states that
no single error-correcting code can implement universal
quantum computation transversally. Many gates may be
“easy” in a particular code, in the sense that they can
be implemented without coupling subsystems and so are
immediately fault-tolerant; but some will be subject to
error. Frequently the Clifford gates are “easy” in this
sense, and the non-Clifford gate, e.g. the T gate, is hard.
This is true for many stabilizer codes; it is also true for
Majorana-based topological quantum computation (but
see [29432]).

We propose that non-Cliffordness—or “magic”, as it
is known in the quantum information community—is
an important physical property that, like entanglement,
sheds light on a variety of problems in quantum many-

body physics and quantum simulation of field theories.
We focus on magic in the ground states of conformal field
theories. This is relevant, for instance, in the context of
state preparation and quantum gravity.

The difficulty of simulating quantum systems on classi-
cal computers has motivated work on quantum comput-
ers since their inception [33]. Jordan, Lee, and Preskill
[34] showed that a quantum computer could extract the
dynamics of a (relativistic) quantum field theory with
polynomial resources, by preparing a ground state, cre-
ating excitations on top of that ground state, and simu-
lating the dynamics of those excitations. But gate count
simpliciter is not adequate to estimate performance, be-
cause T gate applications will likely be the most resource-
intensive operations. The magic of a field theory ground
state therefore controls the difficulty of the first step—
state preparation—in quantum simulation.

At the same time, we argue that magic monotones
probe the information structure of those ground states
in a way that sheds light on the AdS-CFT correspon-
dence. The Ryu-Takayanagi formula [I0] motivates ten-
sor network toy models, which frequently consist of
“AdS/MERA” [12] [35]—a so-called “multiscale entangle-
ment renormalization ansatz” tensor network [36] in the
bulk, producing a state with logarithmic entanglement
in the boundary—or of carefully arranged quantum error
correcting codes [27), B7]; cf [38] (although other ansétze
have also seen use [39]). All of these toy models give in-
sight into the correspondence, but none is completely sat-
isfactory: MERASs are underconstrained, in that they can
reproduce a very wide variety of states with appropriate
tensor choices, while error-correcting codes are dramat-
ically over-constrained, in that they can only reproduce
stabilizer statesﬂ (even worse—typically stabilizer states
in which local expectation values are identically zero).

L It is possible to produce non-stabilizer states in [27] by tuning
the logical information, but it is insufficient to reproduce a CFT
ground state. The random tensor network model [40] is not a
stabilizer code, but it does produce a flat entanglement spectrum
which is not what we expect for CFTs.



In this work we compute a certain function “mana’”,
which measures magic, for ground states of the 3-state
Potts model. We find that it is nonlocal and peaked at
the model’s phase transition, and we give a MERA pic-
ture explaining its origin and its dependence on the pa-
rameters we vary. This MERA picture requires that non-
Clifford rotations be part of the structure of the state at
all scales. We thus address both the difficulty of prepar-
ing ground states of quantum field theories, and the con-
straints that information structure places on tensor net-
work models of the AdS-CFT correspondence. Crucially,
both our numerical results and our MERA picture in-
dicate that the non-Clifford, “magical” structure of the
theory persists into the infrared limit. Magic in a field
theory is not a lattice-scale effect, nor an artifact of the
particular theory we consider. Rather, it is a feature of
the infrared structure of the conformal field theory itself.

In Sec. [l we briefly review magic, including the magic
monotone “mana” we use to quantify it, and in Sec. [[TI] we
discuss the model and our numerical methods. In Sec.[[V]
the empirical core of the work, we discuss our numerical
results. In Sec. [Vl we show that the form of our results is
consistent with a simple MERA picture for the system’s
magic, and that our results constrain the MERA tensors.
In Sec. [V]] we discuss magic in a mean-field model of the
q > b5-state Potts model. (Taken together, these two
sections—on MERAs and mean-field transitions—show
the extent to which our results are generic.) In Sec.
we describe the implications of our results both for quan-
tum simulation of field theories and for AdS-CFT, and
give a broader perspective on other possible uses of magic
in future work.

Note: One related work was presented recently in [41];
they study magic in free-fermion systems

II. MAGIC

We plan to argue that critical ground states are dif-
ficult to prepare. To say this meaningfully, we need to
distinguish easy operations from hard operations, and
articulate an operational measure of how many hard op-
erations are required to prepare such states.

The long-term goal of quantum computation is to con-
struct and use a large-scale fault tolerant computer. Clif-
ford operations are important elements in many schemes
for doing this, in part because they can often be imple-
mented transversally—that is, without spreading single-
qubit errors. To implement universal quantum computa-
tions one only needs a simple set of Clifford gates, which
can generate any Clifford operation, and one additional
non-Clifford element that renders the whole set universal.

2 Their expanded work (v2 of the arXiv posting [41]) has substan-
tial overlap with our work. The expansion appeared after the
main results of this work had been obtained and presented; we
became aware of it during final preparation of this manuscript.

We will call the additonal non-Clifford element a magic
gate. One standard choice is a single-qubit phase gate
called a T gate. No quantum error-correction code can
implement a universal set of gates transversally [28]; the
magic gates, such as T gates, are often much harder to
implement fault-tolerantly.

One can circumvent the difficulty of applying magic
gates by implementing them using Clifford gates and
measurements applied to special input “magic” states.
But typically the available magic states are themselves
imperfect, so they must be “distilled” into nearly ideal
magic states [42]. The cost of running the computa-
tion is then often dominated by the cost of distilling
magic states, which is effectively the cost of applying
non-Clifford operations.

When non-Clifford gates indeed require much more ef-
fort to implement compared to Clifford gates, magic gates
or equivalently magic states can be usefully regarded as
an expensive resource for quantum computation. So if
one is interested in preparing non-trivial states on a fault
tolerant quantum computer, it is useful to characterize
the magic required. By contrast, generating lots of en-
tanglement may be regarded as straightforward. Then
reducing the difficulty of the preparation means reducing
the number of T gates (or more generally, magic gates)
in the circuit [43H45].

Careful circuit construction [46H52] will reduce T gate
count. But how far can such optimizing compilers go? A
good estimate will be circuit-independent and provide a
lower bound in the same way that entanglement measures
bound the number of non-LOCC gates required. “Magic
monotones” [53] (see [54H58] for more monotones), which
are nonincreasing under Clifford gates, measurement of
Pauli strings, and certain other reasonable operations, fit
the bill. They can provide a circuit-independent estimate
of the number of magic gates required to create some
target state, and hence the difficulty of preparing that
state.

I1.1. Clifford gates, T gates, and stabilizer states

We consider systems composed of tensor products of
g-level systems. Because the theory of Clifford gates and
stabilizer states is simplest when the local dimension q is
an odd prime, we restrict to this case. Starting from the
clock and shift operators,

q—1 q—1
Z = Z whn)Xn|, X = Z [n+1 mod g)n| (1)
n=0 n=0

with w = €>7%/4, generalized Pauli operators are defined
as

Taa’ —_ wiZilaa/ZaXal (2)
where 271 %1 is the multiplicative inverse of 2
mod ¢; Pauli strings are

Ta = Toyot Tayat, - Taary - (3)



The Clifford group is the group of unitaries gener-
ated by Clifford gates; it is also consists of exactly those
unitaries that map (generalized) Pauli strings to (gener-
alized) Pauli strings, up to a phase:

C={U : UT.U" = “T},}. (4)

The bulk of this paper studies the ¢ = 3 case, so for
illustrative purposes we focus on ¢ = 3 (qutrits) in the
present section. However, we emphasize that the broad
formalism generalizes to any odd prime g. The qutrit
Clifford group is generated by the phase gate, qutrit
Hadamard, and sum gate

1 11 1
K = 1 ,H=|1 w w?|, (5)
w 1 w? w

S:Z_jli;z‘eani;ﬂ. (6)

Because the Cliffords map each Pauli string to a single
other Pauli string, Clifford unitaries map computational
basis states like |0. .. 0) to any eigenstate of Pauli strings:

cTayary - (7)

These eigenstates are called stabilizer states; the sta-
bilizer states are a proper subset of all possible quantum
states. If we allow classical randomness (or, equivalently,
circuit choice conditional upon measurement outcome),
the Cliffords can additionally reach statistical mixtures
of stabilizer states—that is, the convex hull of stabilizer
states

C10...0) = {eigenstates of Ty, 4 T,

U /
17 G205 °

STAB[(C?)®V]

= Zp”s}(s\ :|s)eCl0...0),
i (8)

ijO,ijzl
J

(Since we typically work in (C?)®V, we will call this set
STAB; occasionally, when working on a different number
of qutrits, we will use STAB[n] for STAB[(C3)®"].)

This immediately implies that the Clifford gates are
not universal: if one starts from a computational basis
state, many states are unreachable by Clifford circuits.
Furthermore, the Gottesman-Knill theorem [23] indicates
that Clifford circuits can be simulated with polynomial
time with a probabilistic classical computer. To create a
universal gate set we must add a non-Clifford gate. One
suitable gate is called a T gate. For qutrits, the T gate
is defined as

é——l
T= 1 9)
3

where & = €>™/9. This is our “hard” operation.

I1.2. Magic monotones, discrete Wigner functions,
and mana

T gates (or in fact arbitrary rotations) can be im-
plemented by applying Clifford gates and measurements
to special “magic” states. Any function that is non-
increasing under Clifford gates, projective measurement
of Pauli operators, and certain other sensible operations,
can therefore provide an estimate of T gate requirements.
Such a function is called a “magic monotone” [53].

The mana of a state p is a relatively easy-to-compute
magic monotone. To define mana, first define the phase
space point operators

A, =37V, T (10)

2T

These operators provide a Hermitian and Frobenius-
orthogonal basis for C3" ®3";

Tr ApAe = 3V pe ; (11)

additionally
3NN Ap=1T. (12)
b
Now expand the density matrix p in this basis:

p=> Wy(u)Ay . (13)

The coefficients W,(u) are collectively called the dis-
crete Wigner function of p. Because p and the A, are
all Hermitian, they are real: W,(u) € R. Immediately

S Wy(w)=Trp=1; (14)

additionally, the Frobenius inner product is

Tr(plpg) = 3N Z Wpl (u)sz (U.) : (15)

The discrete Hudson’s theorem [59HEI] states that a
pure state’s Wigner function is positive if and only if
that state is a stabilizer state:

Wigyp(W) >0 <= peCl0...0) .  (16)

(For mixed states there are states with positive repre-
sentation that lie outside the convex hull STAB: see [59)
Sec. 5 for a concrete example.) For a pure or mixed state
p, the quantity

M(p) =log Y [W,(u)|, (17)

called the mana, measures the magnitude of the negative
components of the Wigner function. The mana is only
defined for odd onsite Hilbert space dimension.



The mana is a sensible measure of the number of non-
Clifford gates required to construct p, despite the margin
between the set of states with positive Wigner represen-
tation and the convex hull STAB. Mana has the additional
useful properties that

M(pa ® pg) = M(pa) + M(pg) (18)

and
1
M(p) < 5(Nlog3 = S5) (19)

where S5 is the second Rényi entropy of p. (The latter fol-
lows from Jensen’s inequality). Mana also measures the
difficulty of the sign problem in certain classical Monte
Carlo simulations [62]. In the Monte Carlo community it
is called the “average sign” (or “quenched partition func-
tion function”: in our case the physical partition function
is Y-, W,(u) = 1, so the two are equivalent).

II.3. Mana as a lower bound on number of
non-Clifford rotations

Property means that the mana of a state p lower
bounds the number of non-Clifford rotations required to
prepare p from a computational basis state. (This is es-
sentially Theorem 14 of [53]).

To see this, imagine implementing each non-Clifford
rotation via magic state injection, a la [42]. Magic state
injection gives a protocol consisting of Clifford gates and
Pauli measurements that, when applied to an input state
and some number n of “magic state” ancillae |a), will
implement the non-Clifford rotation on the input state
with success probability p. So a circuit requiring ) non-
Clifford rotations can be implemented by Clifford opera-
tions and measurements applied to an input state

10...0) © )2 ~10...0) 2 [)2"9 . (20)

The factor p~© in the exponent comes from the require-
ment that one retry on failure. But p can be made as
near 1 as one likes by taking n large: essentially, one can
keep trying each magic state injection until it succeeds,
rather than running the whole circuit, noting success or
failure, and re-running until success.

Suppose now that the circuit maps |0. .. 0) to p. Imple-
menting the circuit by magic state injection with input
state and using that mana is non-increasing under
Clifford operations and measurements, we find

M(p) = M (|0. L0)® |a>®<nQ)>
=nQM(la)) -

(21)

IIT. MODEL AND METHOD

II1.1. Model

Our chosen measure of magic (Sec. requires that
we work with odd onsite Hilbert space dimension. We
choose the ¢ = 3-state vector Potts model

H=—sin0> [Z]Zj+hc]—cosf> [XI+X;] (22)
J J

where, again, Z and X are the clock and shift operators
for ¢ = 3,

Z = Zw" [nXn|, X = Z [n4+1 mod 3)n| (23)
n=0 n=0

with w = €27/3. The model has a domain wall dual-
ity transformation 6 <> 7/2 — 6 and a continuous phase
transition at the self-dual point 6. = 7/4; the order pa-

rameter is (up to factors)
m=(Z+2Z"). (24)

In the ordered phase it has a Z3 symmetry. At the critical
point the model is described by a conformal field theory
with central charge 4/5 in the thermodynamic limit[63]
64].

The generalized Pauli operators for ¢ = 3 are

Tpw = w2 0’ za X (25)

where 27! = 2 is the multiplicative inverse of 2 mod 3;
Pauli strings are

Ta =To,0;Tasaly - Tayar, - (26)

As indicated in the introduction, we find that the mana
of this model’s ground state is maximal at the phase tran-
sition, § = w/4. In the limit where either cosf or sin@
is zero, the ground state is a stabilizer state and hence
has zero mana. Intuitively, the critical point is where the
two terms, which separately favor complementary sta-
bilizer ground states, maximally compete. Hence, it is
physically reasonable that the mana is large at the criti-
cal point.

II1.2. Method

We use DMRG to find the ground state of the model
(A). For 6 < m/4 this is straightforward. For § 2 w/4
the system has a three-fold degeneracy generated by
H;V:l X;. We first construct a ground state [{2y) that
breaks this symmetry by biasing the DMRG initial state.
We then construct the cat ground state

2 =Y [T1%]" 190) - (27)
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FIG. 1. Ground state mana density for N = 6-site sys-
tems (black) and I-site subsystems of an N = 128-site system
(orange/red). For N = 128 the mana density is peaked at the
phase transition and appears to take the form m o |0 — 6.|.
Comparison with the N = 6 mana density shows that the sub-
system mana is a good estimator of the whole-system mana
density; the peak of the N = 6 mana density is rounded and
shifted away from the true critical point due to finite-size
effects. The light-grey region shows where the correlation
length is 26 > 7, where finite-subsystem effects become im-
portant and our results substantially underestimate the mana
density.

we use this ground state for further calculations.

For 6 ~ /4 the system is near the critical point, and
it is not obvious that the ground state has a reasonable
MPS representation, nor—if it has one—that DMRG will
find that MPS. But the bipartite entanglement entropy
of the critical ground state is logarithmic in size system
size[65], and the gap will be polynomial in system size.
In App. [A] we give some details of the ground-state cal-
culation. We check that our MPS ground states have
logarithmic entanglement scaling for NV =8...128.

IV. NUMERICAL RESULTS

IV.1. Mana of simply connected subsystems

Property of the mana implies that the it is at most
extensive; property strongly suggests that states
with short-range correlations will in fact have extensive
mana. We therefore measure the mana density of {-site
subsystems

m(p) = M(p)/t. (28)

The questions, then, are—is the mana extensive or subex-
tensive at the critical point, where the system does not
have short-range correlations? And how does the mana
density vary away from the critical point?

Fig. [1| shows the mana density of ¢-site subsystems of
the ground state for £ =1...7, and the mana density of
the entire ground state of an N = 6 system. For ¢ = 1,
the mana density is my—;(6) = 0. This is because for any
one-site reduced density matrix p; of the ground state,

— 0=087/4

—— =099 7/4

— f=n/4

—— 0 =1.017/4
0=12n/4

----- 0.96 62700 — .78
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mee({i,i+1}.{4, 7 +1})

10! 102
Separation dx = j — i

FIG. 2. Two-point mana: connected component of mana
density mec(A4, B) (Eq. as a function of the distance dz
between subsystems A and B for A, B each one site (top)
or two sites (bottom). We take A at site 32 and B right of
A. The black curve is mana density at the critical § = 7 /4;
the two red lines are two different crude power-law fits. For
A, B each one site the mana density is mec(A, B) < 10714
(numerically zero) for dz > 60, because pap enters STAB as
it approaches pa ® pp. For A, B each two sites and dz > 1
we find good agreement with the predicted exponent Sz ~4/15,
though we cannot rule out other small exponents.

[p1, X] = 0 by construction (cf Sec.[[IL2). p is therefore
diagonal in an X eigenbasis, i.e. it is a statistical mixture
of X eigenstates.

For ¢ > 1 the mana density increases with £: the mana
of this state resides in correlations. It appears to con-
verge, at least for away from the critical point.

We estimate finite-subsystem effects and scaling in
6 — 0. in a MERA picture of the critical point (Secs
and below). For |6 — 0.] = 0.077/4, the system
has correlation length 2¢ < 7, (App. so the finite-
subsystem mana densities of Fig. [1| accurately reflect the
whole-system mana density. For |§#—0.| < 0.077/4, finite-
subsystem corrections become important, and the results
of Fig. |1 substantially underestimate the whole-system
mana density. We shade this region in light grey in the
plot.

The toy model of Sec.[[V.2| makes somewhat more con-
crete our notion of “resides in the correlations”.

IV.2. Two-point mana: sudden death of magic

Can the magic we saw in Sec. [[V.1] be removed by lo-
cal unitaries? If it can, it is of limited relevance to state
preparation, because we can choose to perform our quan-



tum computation in a low-magic basis; and to AdS-CF'T,
because the magic will be a lattice-scale, non-universal
effect.

To probe the degree to which the mana is nonlocal
(that is, whether it can be removed by local unitaries)
we measure the “connected component of mana density”

mee(4,B) = m(pass) — glm(pa) +mlps)]  (29)
on two widely-separated subregions A and BE| The fac-
tor of 1/2 comes about because we measure mana density,
not mana. We do this for ease of comparison between
subregion sizes, and with Sec. [[V.1]

Fig. |2| shows the connected component of mana den-
sity for the case where A, B are 1l-site subregions (top)
and for the case where A, B are subregions with 2 ad-
jacent sites (bottom) as a function of the separation dx
between the two sites ¢ and j. (In the 1l-site subregion
case m(pa) = m(pp) = 0; in the two-site subregion case,
we approximate m(pp) ~ m(pa) for convenience.)

In each case the connected component of mana density
shows a clean separation between 6 < 7/4, § = /4, and
6 > w/4. For § < /4 the mana drops rapidly to zero,
because for dx 2 £ the localization length, pap ~ pa®pp
and M(pap) ~ M(pa) + M(pg). Conversely for § >
m/4 the mana density m(p;;) plateaus, because the state
is long-range entangled.

To understand Fig. [2]in some detail, we construct a toy
model for the reduced density matrix paypg. (We write
the toy model on two sites, but extend in the natural way
to four sites for A, B are each two sites.) For § = 7/2 it
will be

Q0) =Y X"X7[00) . (30)

n

But for 6 < 7/2, the X; term will cause the Z eigenstates
to hybridize with each other, and cause the two-site sub-
system to be more mixed. Mock this up by writing

1
proy = 5 (1 —aij)pi @ pj + aij IN2KNz| - (31)
with
N2) oc Y~ X™(2]00) — [11) — [22)) . (32)
(up to normalization). The connected correlation func-
tion is

(71254 he) = 2R(Z]) (Z)] <oy, (33)

3 This is a heuristic diagnostic of “nonlocal magic’. We plan
to address the degree to which it reflects how much of the sys-
tem’s magic can be removed by local unitaries—and the degree to
which it is a physically meaningful notion of “nonlocal magic”—
in future work.

so take
b+ce I=l/E 9> /4
o] |j—i~ 0 =m/4 (34)
O

with 2A = 4/15 [66].

For A and B each two sites, this is the whole story. The
connected component of mana measures how far payp is
from pa ® pp, and we predict

Mee(A) = Croz™22 — ¢, (35)

where we allow ourselves an offset ¢ to account for our
approximation m(pg) = m(pa). This is consistent with
we see in Fig. |2 though we emphasize that we would need
much larger system sizes and much more precise DMRG
calculations to rule out other exponents.

For A and B each one site the situation is more com-
plicated. The one-site reduced density matrices have

m(A) =m(B) = 0; (36)

we take them to be in STAB. The convex hull STAB is a
polytope. As « decreases, pioy () passes through a facet
of STAB at some finite . Immediately before «y, then,
the distance to the nearest stabilizer state is

ds := min {|pyoy(@) — 0

~ (o — ap) (37)
~Chox722 = Oy .

But the mana is more complicated. Up to a Hilbert space
dimension factor, mana is the L' (taxicab) distance to
the nearest operator with positive Wigner representation,
and the set of operators with positive Wigner representa-
tion is larger than the set of states with positive Wigner
representation, which in turn is slightly larger than STAB.
For éz not too large the state is far from all of these sets,
and the distinction does not matter. But we expect the
behavior of Eq. only for dx > 1, when lattice-scale
effects are unimportant. This suggests that the details
of the geometry of the space of Wigner functions deter-
mine the value of m¢.(A, B) for A, B each one site; the
only concrete prediction we can make is that it will be
identically zero at some finite separation dx.

This is exactly what we see in Fig. 2| (top): the mana
is numerically zero for dz > 60. Empirically, our data is
consistent with

p=oo. o (39)

mee(4, B) = Crozt — Cy 20

though (again) we do not claim to have precisely deter-
mined the exponent, nor do we claim that a power-law
ansatz captures the interesting details of this quantity’s
behavior.

The disappearance of the mana for finite dz = |i — j|
in the one-site case is analogous to the “sudden death



FIG. 3. MERA representation of a critical ground state.
In this work, we read a MERA from top to bottom as a quan-
tum circuits preparing the state in question. The blue squares
are unitary “disentanglers”; the green triangles are “isome-
tries” that embed a small Hilbert space in a larger Hilbert
space. The isometries can always be re-written as unitary
gates by expanding the (smaller) input Hilbert space. This
is guaranteed by the Stinespring dilation theorem. The net-
work structure results in (1) scale invariance, (2) entangle-
ment logarithmic in subsystem size, (3) power-law correlation
functions, and (4) concrete predictions for subsystem and two-
point mana.

of entanglement” of [67], so we call it “sudden death of
magic”. In sudden death of entanglement, a stochastic
magnetic field moves two entangled qubits into the region
of zero Wootters concurrence (hence zero entanglement)
in finite time. In Sec. we will see that the two-site
reduced density matrix of the Potts ground state is the
result of repeated application of a quantum channel de-
rived from a MERA representation of that ground state;
this plays the role of the stochastic magnetic field in [67].

V. MAGIC IN MERAS

The results and toy model of Sec. [[V] appear natu-
rally in a picture of the CFT ground state as a MERA.
In this section we estimate the magic by understanding
the MERA as a quantum circuit that prepares the CFT
ground state and counting non-Clifford rotations.

Because we imagine counting non-Clifford rotations in
a circuit, these estimates are (roughly) upper bounds on
the number of non-Clifford rotations required to prepare
the state. In principle, clever recompilation could reduce
that number. But the numerical measurements of mana
in Sec. are (heuristically) lower bounds on the num-
ber of non-Clifford rotations required to prepare the state
(recall Eq. in Sec.[[L.3). So the fact that the MERA
estimates of this section broadly match those numerical
measurements of Secl[V] indicates that the MERA cir-
cuits are close to optimal, and much of the magic is best
understood as nonlocal—as residing in gates that affect
many scales, including the largest.

We show the MERA for a CFT ground state in Fig. [3|
The blue squares are “disentanglers”, while the green tri-
angles are “isometries”; the disentanglers and isometries

satisfy

We use the notation v for the trace over a leg. By that
we mean a “sandwich structure” of two copies of the ten-
sor, in which the each capped leg is contracted with its
counterpart in the other copy. So for example

A = ? (40)

We can identify a causal structure on the MERA by re-
interpreting it as a quantum circuit in either of two ways.
If we read it from bottom to top, the MERA implements
a renormalization procedure: each twofold layer, com-
prising a set of unitaries and a set of isometries, projects
out UV degrees of freedom, leaving only IR information.
If we read it from top to bottom, the MERA offers a
recursive, scale- and translation-invariant recipe for con-
structing the CFT ground state: each twofold layer dou-
bles the number of degrees of freedom (implicitly by tak-
ing the tensor product of each site with |0)), and fills in
the details in a way that is (1) consistent with the IR
information coming from the layer above, and (2) scale-
invariant. We use the latter “top-to-bottom” or “recipe”
reading.

In Sec. we use the causal structure imposed by
the “top-to-bottom” reading of the MERA as a quantum
circuit to estimate the mana of finite subsystems. The
resulting form matches the results of Sec.

In Sec. we then sketch a calculation of the mana
of reduced density matrices on widely separated re-
gions. That calculation has a straightforward struc-
ture (repeated application of a quantum channel); this
structure—together with some input from the numerics
of Sec. [[V]about simply connected subsystems— strongly
constrains the MERA prediction of the connected com-
ponent of magic. The resulting form matches the results

of Sec. [V.2

Finally, in Sec. we use quasi-MERA structures
for ground states near but not at the critical point to
estimate the mana in that regime.

We have not constructed this MERA for a particular
CFT (though we look forward to future work doing so), so
we cannot explicitly evaluate the tensor network, but we
can argue based on its structure and generic assumptions
about the properties of MERAs. We therefore expect
these observations to be applicable for all CFTs that can
be efficiently approximated by MERAs.



FIG. 4. Causal domains of an [-site subsystem of a MERA state. Left, the “past domain of dependence”: the set of gates
that influence only the subsystem in question, and no other degrees of freedom. Right, the “past causal cone”: the set of all
gates that influence the subsystem in question, whether or not they also influence other gates.
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FIG. 5. Iteratively constructing larger regions with larger past domains of dependence (cf Fig. [4] left, Sec. [V.1).
Interpret the MERA as a top-to-bottom specification for a circuit that—after each set of blue square disentanglers—produces a
valid ground state for the CFT. Start with a single blue disentangler; this is layer £ = 0, and the past domain of dependence of
two sites. Add two green isometries and then three blue disentan(glers; this is layer £ = 2, and the past domain of dependence
2k—1) _ gk+1
A

of two sites. Proceeding in this way, at layer 2k — 1 we add n — 2 green isometries, and at layer 2k we add

ngk) = 2F+1 _ 1 blue disentanglers, at which point we have constructed the past domain of dependence for ¢(2%) = 22++2 _ 9
sites.
V.1. Finite subsystems duce that state. Given a circuit that produces the state,

we can estimate the magic by counting the number of
) ) ) ) non-Clifford rotations in the circuit. The MERA Fig. [3]
In this section we estimate the mana of simply- g just such a circuit. If each disentangler or isometry in-

connected subsystems of a MERA by counting gates, and  ¢)5qyces a certain amount of mana p, the mana is roughly
compare to the mana of finite subsystems of the MPS

ground states of Sec. [[V] This is a not a stringent test M ~ p x [# of tensors] . (41)
of the MERA ansatz! We have only £ = 1...7-site sub-
systems. Many sensible finite-size scaling predictions can
be made to match for such small system sizes. Moreover
our estimate for the MERA is very heuristic. Nonethe-
less, it is important to check that the MERA is at least
consistent in this way with our numerics.

This is a deceptively simple prescription: which gates,
exactly, contribute to the mana of a finite subsystem of a
MERA state? Two options present themselves: the “past
domain of dependence” and the “past causal cone”. The
past domain of dependence is the set of gates that influ-
ence only the subsystem in question, and no others (Fig.

A state’s mana estimates the number of T gates (or, left), while the past causal cone is the set of all tensors
more generally, non-Clifford rotations) required to pro- that influence the region in question (Fig. [4| right). The



number of tensors in the past causal cone diverges (log-
arithmically) with the size of the whole system; since we
expect the mana density of a finite subsystem to be in-
dependent of system size (and indeed the mana density
is bounded by %log 3), this is unsuitable. We therefore
use the past domain of dependence. Intuitively, this is
also a sensible choice because tensors that are inside the
past causal cone but outside the past domain of depen-
dence influence many different subsystems, in addition
to the subsystem of interest. So the magic contribution
from such tensors should be “diluted” among these sys-
tems, and thus only subleading to the past domain of
dependence contribution. (Additionally, the form of the
result turns out not to be sensitive to small changes in
the domain in which we count. We discuss this further
below.)

To estimate the number of tensors in certain regions’
domains of dependence proceed inductively, as in Fig. [5}
Instead of specifying larger and larger subsystems and
finding their past domains of dependence, iteratively con-
struct larger and larger past domains of dependence and
measure the size of the regions whose domains they are.
Start with two sites whose domain of dependence con-
sists of a single blue square disentangler. This domain of
dependence has

n‘(:? ) =1 disentanglers . (42)

Add a layer (layer 1) of n(Al) = 2 isometries and a layer
(layer 2) of ng) = n(Al) + 1 = 3 disentanglers; this
domain of dependence corresponds to a region of size
() = Qng) = 6 sites. Proceeding in this way, each dis-
entangler in layer k gives rise to

n(AkH) = 2n(Dk) (43)
isometries in layer k + 1, which in turn give rise to
A R | (44)

disentanglers; the region corresponding to this domain
of dependence has ¢(F+2) = 2n8€+2) sites. Solving the

recursion relation ,, we find
n(AQk—l) _ 2k+1 _9
i) = okt g (45)
02k — 9. (2k+1 1)

If disentanglers and isometries each contribute mana
mp, ma, then the mana of an £(2%)_site subsystem should
be roughly

k
MR — mgng) + Z [mAn(zk -1 + mDTL(DQk )]
k'=1
=mg — k(mg +2ma) +4(ma + mD)(Qk -1)
(46)

=
w

Mana density m
o
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=
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+ MPS ground state

mo = 0.4, ma =0.3

0.0 -
2 4 6
Subsystem size ¢
FIG. 6. Subsystem mana density as a function of

subsystem size at § = 7/4. The black dots show MPS
measurements. The blue line shows the MERA estimate for
mpg = 0.4, ma = 0.3. We choose these by eye to produce a
reasonable approximation to the data. The simple estimate
leading to does not fully capture the physics our MERA
prediction, because once the system has enough magic, ap-
plying further gates cannot increase its magic. A precise fit
is neither possible nor desirable. The shaded region shows a
10% variation in mg, ma, to emphasize the heuristic nature
of our fit.

or (dropping the (?*) label) a mana density

m(f) = mg+ma

— 7 (mo + 2ma) [18[(¢ + 2) /4] + 1] )

We plot the resulting prediction against the § = 7/2
finite-subsystem data of Sec. [[V] in Fig. [(] We take
mpg = 0.4 and ma = 0.3, fit by eye. Because the simple
estimate leading to does not fully capture the physics
of our MERA prediction—vide infra on anomalies—a
materially more precise fit is not possible, nor would it
be meaningful. We plot a range of mg A to emphasize
the rough nature of our fit.

To understand the effect of our choice to count tensors
in the past causal cone, imagine perturbing the bound-
ary outward by an O(1) number of tensors connecting
to each leg in the domain of dependence. The resulting
“boundary effect” will increase the magic by

5mpcrturbation(£) ~ Eil Int : (48)

that is, it will renormalize the coefficient of the finite size
correction without substantially changing its form.

Two anomalies are apparent in Fig.[6] First, the MPS
measurements bend over faster than the MERA predic-
tion. Second, asymptotic value of the MERA prediction
mpg + ma = 0.7 breaks the Jensen’s inequality bound
m < %ln?; ~ (0.55. Both these anomalies result from the
fact that repeatedly applying magic gates does not always
increase the system’s mana. This is essentially the state-
ment that a circuit with many T gates can sometimes be



FIG. 7. Two-site reduced density matrix resulting from
tracing out physical degrees of freedom other than sites i, j.
in the MERA of Fig. [3] Tracing out sites in ¢ < p < j in
between ¢ and j is equivalent to tracing out the indicated
downward-facing legs, using the fact that the intervening ten-
sors are unitaries or isometries. The effect of tensors outside
the the past domain of dependence of the region [¢, j] is more
subtle. We argue that they have little effect on correlations,
and we imagine accounting for their effect on local properties
by using empirical simply-connected-region density matrices
taken from the MPS calculations of Sec.[[V] Even with the full
two-site reduced density matrix, we can replace the above sim-
plified channel with the actual descending super-operator (see
[69]), for which the same arguments below hold.

recompiled to reduce the number of T gates, but one can
see it concretely in the case of Haar-random unitaries:
applying one Haar-random unitary to a computational
basis state will likely increase the mana to near its maxi-
mal value, but applying a second Haar-random cannot in-
crease it much more—see [68] for more on mana in Haar-
random states. Consequently finite subsystems contain
more of the whole-system mana density than one might
expect from our MERA picture. We conjecture that the
mana density of the critical state is in fact maximal, and
that the extensive mana of finite subsystems falls short
of the maximum by a constant correction, in the same
way that the Haar-average mana does.

V.2. Two-point magic

We can make a somewhat more careful estimate of the
two-point magic, that is

m (Tragg [QXQ)

for widely-separated subsystems A, B, by estimating that
reduced density matrix. Fig. 7| shows the key structure.
For simplicity we will take A and B each to be single-
site “subregions” ¢ and j. To extend our argument to
multi-site subregions, group nearby sites.

The reduced density matrix on those two sites, sepa-
rated by a distance dx = |j — i|, is given by contracting
the tensors that are outside the two-site past causal cone
in the MERA. Although the two sites in the reduced
density matrix do not share a non-trivial past domain of
dependence when they are not adjacent to each other, it
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is possible to find a coarse-grained layer ~ logdx layers
above, where their nearest ancestors are adjacent. Let us
call this layer the “parent layer” and the reduced state of
the adjacent ancestors the “parent reduced state”ﬁ The
latter is shown in red in Fig.[7} From Sec. we know
the parent reduced state has non-zero amount of magic
mostly coming from the tensors in its past domain of de-
pendence. Tracing over the in-between sites i < p < j,
we can construct a circuit (Fig. [7]) that relates the magic
in the reduced density matrix p(dx) to the parent reduced
state.

To be more explicit: start with the past domain of de-
pendence of the simply-connected subsystem [i, j]—the
red region in Fig. 4] now with ¢ := |j —i|]. In Sec.
we argued that the mana of this subsystem was deter-
mined by the tensors in the past domain of dependence.
To make this more precise, imagine tensoring the “parent
reduced state” HEEEEEE onto the top disentangler, which
i and j have in common. Then trace over the “external
legs”: the remaining legs connecting the domain of de-
pendence to the rest of the MERA. The tensors we ignore
in this way will affect local properties but not—at leading
order—correlations. We further justify this construction
and how to phenomenologically modify it below, after we
discuss its consequences.

With the external legs traced over, the rest of the con-
struction is straightforward: trace out the physical sites
1 < p < j and use the fact that the tensors are unitaries
or isometries to eliminate them. The result is Fig. [7}

Examining this construction, we see that the reduced
density matrix p(dzx) := Tresy |Q2)€] is the image of the
parent reduced state W= ynder log, 0x iterations of
the quantum channel

D) = (D} @ D) s

We do not know this quantum channel explicitly, because
we do not know the MERA tensors.

But we do know that its fixed point is two copies of
the one-site reduced density matrix of the infinite-system
ground state, which is close to the MPS of Sec. [[V] Call
that one-site density matrix p;. The channel therefore
has spectrum

Dilp1 ® p1] = p1 @ p1

D[O;] = A;0; (50

4 This “parent reduced state” will in fact be like the model’s
ground state on a small system, but its nature is not important.
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P1® p1

STAB|[2]

FIG. 8. Image of density matrices under iteration of
the MERA channel D, Eq. (cf Fig. [7) in the plane
(two-dimensional affine space) defined by p®*, p®? 4 Oy, and
p®% 4+ 01 + O,. The gray region is sTAB[2]. The black dot
shows p$2, while the blue dots show D™[p]... D" T*[p]. D*[p]
asymptotically approachs p?Q (cf Eq. |53), but—because p?Q
is inside STAB[2]—D"[p] enters STAB[2] after a finite number
of steps k.

for some eigenoperators O, ’ITO;[O;C = 0, and eigen-
values

Agiog <...< A <1, (51)

(The strict inequality A; < 1 follows because the state
does not have long-range correlations.) So for separation
ox > 1,

p(6x) ~ p1 ® py + CN8 = p @ py + Coz™22 . (52)

If p1 ® p1 is non-magical and in addition has a non-
magical ball around it, the distance between p(dz) and
the nearest point in STAB[2] is

min  |p(6z) — o> ~ C?A2'8%" _ B
0 ESTAB[N]

(53)
~Adz7?» - B

(cf Fig.[8), and all of our comments in Sec.[[V.2]about the
geometry of STAB and of the set of operators with positive
Wigner function apply. But if p; ® p; has nonzero mana,
then for dz > 1 the mana is

M(p(6z)) = M(p1 ® p1) ox Coz ™2

by Taylor expansion. Again, this is just as in Sec. [[V.2]

We can now understand how operators immediately
outside the past domain of dependence of [i,j] might
modify our calculation. They will change the local prop-
erties of the two sites: that is, they will renormalize p;
above. But the leading-order contribution to the corre-
lations comes from the shortest path through the lattice
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between the two sites. This path is precisely that illus-
trated in Fig. [7] whose effect is captured by the quantum
channel D. In this light our choice to take the eigenoper-
ator p; of D to be the empirical density matrix resulting
from our matrix product state simulations takes on new
significance. p; captures all the local expectation values
of the ground state. So by taking it to be the fixed point
of D, we phenomenologically take into account the local
effect of tensors outside the past domain of [7, j].

V.3. Mana near the critical point in a quasi-MERA

Consider a length-V system near but not at the critical
point. Were the system at the critical point, it would be
described by a MERA-like structure with 2K + 1 layers,
(CK) = N. Since the system is not at the critical point
only the bottom k of those layers remain, where k is
controlled by the correlation length ¢ (cf Fig. @:

(PR ok e 10— 0.7 (54)

We can repeat the analysis of Sec. now starting the
sum k levels before the end: the mana density of the
infinite system is

K
_ (2K)1-1 (2k—1) (2K)
m(k) Klgr(l>O <[€ ] k,}ka[mAnA +mgng ])

(55)
for
m(0) ~ (ma +mp)(1—10 —0.]") + O(N~1) . (56)

As we discussed in Sec. beyond a certain point (de-
termined, roughly, by the bound —%ln?) on the mana
density) additional MERA layers do not increase the
magic. So the prediction should be modified to
something like

m(0) = max [Mmax, (ma + mg)(1 — |0 —60.]")] , (57)

with mpayx ~ % In 3; the precise value of m,.x could likely
be estimated from a typicality calculation.

Eq. [57] predicts the mana density of the whole system.
What does this picture predict for the mana density of a
finite subsystem? When the subsystem size is £ >> £ (that
is, far from the critical point), the subsystem’s domain
of dependence reaches all the way to the k-layer cutoff,
and the mana density is still given by Eq. (6] —that is,
the finite subsystem effects of Sec.[V.I]are not important.
When ¢ <« &, the subsystem’s domain of dependence does
not reach the k-layer cutoff, so finite-subsystem effects of
Sec. dominate, and changing 6 (hence &) does not
substantially change the finite-subsystem mana density.
The mana density will therefore be rounded at 6 such
that £(0) ~ ¢; in Fig. [1| we shade the region £(0) > .
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FIG. 9. Quasi-MERASs away from the critical point: |6 — .| determines a correlation length £ ~ |0 —0.|™", which in turn
determines the number of MERA layers k ~ lg& ~ —vlg |0 — .| required to approximate the state. We can therefore repeat
the tensor-counting calculation of Sec. to estimate the mana near but not at the critical point.

(This is essentially the usual story about finite-size scal-
ing, rephrased in terms of MERAs and gates.) In App.
we find that for

I1—6/6. <7x1072 (58)

the correlation length is & < %émax = 3.5 where l.x
is the size of the largest subsystem we treat, so we ex-
pect good convergence in subsystem size. This is broadly
consistent with the behavior we see in Fig. [} there we
saw good convergence in subsystem size for |1 — 0/6.| >
7 x 1072

VI. MEAN FIELD STUDY OF THE ¢
DEPENDENCE OF MANA

To complement our detailed study of mana in the g = 3
case, it is interesting to consider the ¢ dependence of
mana. The 1d Potts model has a first order phase tran-
sition for ¢ > 3. Because the transition is not associated
with a diverging length scale, mean field theory should
provide a reasonable qualitative guide to the physics. We
will consider a general regular graph when setting up the
mean field theory since the result depends only on the
number of neighbors.

Let G = (V, E) be a graph with degree k for each vertex
v € V. A many-body Hilbert space can be constructed
by assigning a ¢-dimensional Hilbert space to each vertex
and taking the tensor product of these spaces. The Potts
model on this graph is defined by the Hamiltonian

Hg = —sinf Z [Z}:Zvr + h.c.]—cos@ Z [Xv + X;f] .

(v,v")EE veV
(59)
When G is a linear chain, we recover the 1D Potts model.
The mean field ansatz is defined by a many-body state
that is a tensor product of |V copies of the local state

9) =alZ=1)+V1-a?[l), (60)
where the | L) is orthogonal to |Z = 1) and given by

_Vilx=1)-|z=1)
vi-i

L) (61)

The single variational parameter « turns out to be suffi-
cient.

The mean field energy, which is the expectation value
of Hg in the state |¢)®V], is determined by the single
site expectation values,

2
qo® — 1
Z|p) = —— 2
0l210) = 20 (62
and
20071 — a2 q—2
(@1X|g) = ——+(1—-0a®)—.  (63)
vVg—1 qg—1
The mean field energy per vertex is
H,
<|ch> = —ksinf(Z)? —2cos0(X). (64)

For each 6, we optimize over a with JuMP [70], [71]
and Ipopt [72] [73] to find the lowest energy state. The
result is either paramagnetic, with |¢) = |X = 1) and
~1/2_ or ferromagnetic, with (Z) # 0 and o >
q Numerically, for a given ¢, we find a transition

at = 0. The transition is second order for ¢ = 2
and first order for ¢ > 2. Of course, this prediction is
qualitatively incorrect when G is a chain and ¢ = 3 as
seen above, but the first order character for larger ¢ is
qualitatively correct.

As seen in Fig. the mana and magnetization are
both identically zero in the paramagnetic phase and then
jump to non-zero values just inside the ferromagnetic
phase. Deep inside the ferromagnetic phase, the magne-
tization approaches its maximal value, and consequently,
the mana approaches zero.

Additional analytic insight can be gained at large ¢q. In
this limit, numerics suggest that the mean field state is
either a paramagnet or a strongly polarized ferromagnet
with o ~ 1. The energy per vertex is ¢, = —2cosf in
the paramagnetic phase, while the energy per vertex is
€f = —ksin @ in the ferromagnetic phase provided (Z) ~
1 —0(1/q). So at infinite g, the transition is strongly

-1/2.

first order and occurs at 9&‘”) given by

cot 00 = k /2. (65)
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FIG. 10. Mana in a mean field theory of the ¢ > 3 Potts
model. Mana m(q; 6) and magnetization (Z) as a function of
for ¢ = 3,5,7,11,13,17,19, 23,29, 31, 37. The system displays
a sharp jump between the paramagnetic and ferromagnetic
phases; the peak mana occurs near the phase transition.

To leading order in 1/q, the « parameter in the ferro-
magnetic phase obeys

cot? 6
2qk?

a=1- (66)

So the system is already strongly polarized just inside the
ferromagnetic phase. Accordingly, the mana per vertex
of the mean field state is always of order one or less, much
less than the maximal value of order Ing. We show this
saturation in Fig. [I0] bottom.

VII. DISCUSSION

In this manuscript we computed the mana of the
ground states of some simple many-body systems, and
found that that magic is extensive. For the ¢ = 3 Potts
model in 1d, which has a second-order phase transition,
the mana density is an appreciable fraction of the upper
bound % In 3, and reaches its peak at the phase transition.
For g > 3, where the transition should be well-described
by a mean field theory, we find that that the magic is
still extensive, but much less than %ln q.

Measuring the mana of small, simply-connected sub-
systems does not rule out the possibility that the magic is
a local, lattice-scale effect, and hence uninteresting from
the point of view of either computation or gravity. To
check that possibility, we measured the “connected com-
ponent of mana” on subsystems consisting of two widely-
separated regions—that is, the degree to which the mana
of the subsystem exceeded the mana of the two regions.
This connected component of mana displays a power-law
decay, indicating that the system’s mana resides in large
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part in correlations and cannot be removed by local uni-
taries. When the two regions making up the subsystem
have zero mana, we additionally saw a “sudden death
of magic”. This can be explained by the geometry of
stabilizer states.

With the empirical behavior of the ground state magic
established, we gave a simple MERA picture for that be-
havior. A MERA representation of a state is, among
other things, a quantum circuit that prepares that state.
The structure of that circuit explains in some detail our
results on the connected component of mana. Addition-
ally, by counting tensors in a region’s past domain of de-
pendence we estimated the number of T-gates required
to prepare that region. This estimate heuristically ex-
plains the #-dependence and finite subsystem effects we
see in the mana. The fact that this estimate—which is
(roughly) an upper bound on the number of non-Clifford
rotations required, since it comes from a specific circuit—
largely matches the mana, which is a rough lower bound,
indicates that recompilation can only slightly reduce the
T gate count. Much of the magic is therefore best under-
stood as nonlocal—as residing in gates that affect many
scales, including the largest.

We now discuss in more detail both the generality of
our results and the motivations described in the intro-
duction. Then we comment on possible new directions
going forward and a number of outstanding questions.

VII.1. Extension to other models

How well do our conclusions about the form of the
magic generalize? The overwhelming majority of our re-
sults are for one particular one-dimensional model, the
Zs Potts model of Eq. [A] and we measure magic using
the mana (Eq. , which is only defined for odd prime
Hilbert space dimensions.

But near the critical point our results follow from
the MERA estimates of Sec. [V} for the two-point mana
(Sec. we additionally have a phenomenological pic-
ture. All of these pictures predict that the states should
be magical as measured by other, less convenient mono-
tones, and all should apply (mutatis mutandis) to other
models with continuous phase transitions. Moreover our
mean-field calculation (Sec. sheds light on models
with first-order phase transitions (e.g. the ¢ > 4 Potts
model).

We therefore believe that the broad form of the mana
of Fig. |1] generalizes to models with continuous phase
transitions.

VII.2. Implications for quantum simulation of field

theories

The results of Sec. [[V] especially Fig. [T} suggest that
magic state distillation will dominate the cost of prepar-
ing ground states of field theories. If non-Clifford gates



are much more time-consuming or otherwise expensive
than Clifford gates, then the difficulty of preparing the
ground state of a field will be controlled by the number
of T gates required; mana provides an (estimated) lower
bound on the number of T gates required.

We find that for any 6 # 0, 7 the ground state mana is
extensive, so the number of T" gates required is also exten-
sive. Since the number of gates required for state prepa-
ration is also extensive (the quasi-MERAs of Sec.
give a concrete demonstration), T gate cost will dom-
inate the total cost of the calculation for any 6 above
some Bcrossover, the value of which depends on the details
of the calculation and the difficulty of T gate application.

The MERA calculations of Sec. [V] suggest that a sub-
stantial fraction of the system’s magic could be removed
by applying appropriate two-site unitaries. If the MERA
is known, these are simply the Hermitian conjugates of
the blue square disentanglers; if it is not, they can be
found by optimizing the local basis that removes such
local magic.

We can therefore reduce the T gate cost of simulation
by working in the basis given by these unitaries, at the
cost of making the two-local Hamiltonian three-local.

VIL.3. AdS-CFT

Tensor networks [12] and quantum error correction
codes (QECC) [74] are intimately related to AdS/CFT.
They offer concrete geometric representations of the CFT
entanglement pattern and aspects of the subregion dual-
ity, such as entanglement wedge reconstruction [75]. But
holographic error correction codes typically have a flat
entanglement spectrum, which the CFT does not [76].
Because certain features of the entanglement spectrum
are believed to be connected to gravity in the holographic
theory [77] and other non-universal properties of certain
CF'Ts, it is natural to ask what additional ingredients are
necessary for our existing quantum error correction code
models [27], 40] to reproduce them.

We have attacked this question by constraining the cir-
cuits one might use to construct ground states of CFTs.
Encoding circuits for stabilizer code models of holo-
graphic QECC can be constructed using Clifford gates.
Because we need only a T gate to complete the universal
gate set, it must be the remaining necessary and sufficient
element needed to reproduce the interesting features of
the CFT entanglement spectrum. Our quantitative re-
sults indicate that the CFT ground state can be almost
as far as possible from a stabilizer state. In addition, be-
cause magic is distributed non-locally, our findings rule
out the possibility of modeling the ground state by a sta-
bilizer circuit with a layer of T gates at the lattice scale.

This distribution of T gates is consistent with our in-
tuition from holographic tensor networks. The tensor
network (which we can understand as an encoding cir-
cuit, a la Sec. should preserve the symmetries of the
bulk, so the distribution of T gates should as well. So
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at least for holographic CFTs the distribution of magic
should be multiscale—as we in fact find. Indeed, because
the MERA picture captures the leading order behaviour
of non-local magic, it is a strong indication that a multi-
scale structure like the MERA’s hyperbolic geometry is
close to the optimal form with which to distribute magic.

If we wish to reproduce the entanglement spectrum
in QECC models, the existing network structure may
not need significant reworking. Instead, magic in the
form of T-gates may be assigned locally to each tensor
element of the QECC before they are wired together in
a tensor network. For instance, one might replace the 5-
qubit encoding circuits used in the HaPPY constructions
[27] with ones that prepare approximate quantum error
correction codes, in which some T gates are added to the
original Clifford encoding circuit. These codes have been
shown to support the correct spectrum [78] and power
law correlations [40] [79].

VII.4. The broad scope of magic studies

While we only touch on a few specific aspects of magic
and many-body physics in this work, one can tackle a
far wider range of topics using magic. In particular, the
study of many-body magic is complementary to the work
on optimizing circuits for quantum computation [50H52].
That work seeks to find circuits that minimize the num-
ber of T gates used in some computation, whereas many-
body magic lower-bounds that number.

Here is one example of the broader relevance of magic
to many-body physics. Let us compare the circuits re-
quired to prepare the 3-state Potts critical ground state
in 1d and the toric code ground state in 2d. Both require
a MERA circuit to produce their ground states—no finite
depth circuit is sufficient. Hence, both systems possess
long-range entanglement. One of the main results of this
work is that the Potts ground state also requires long-
range magic, i.e. magic at all scales in the MERA net-
work. However, the toric code ground state is an exact
stabilizer state and hence is non-magical. Moreover, any
ground state in the same phase of matter has only short-
range magic. This is because, by adiabatic continuity,
any ground state in the phase is related by a short-depth
circuit to the toric code ground stateﬂ Hence, all the
magic can be removed by a short-depth circuit.

By characterizing magic in many-body systems, this
work immediately prompts many questions. For ex-
ample, how can we sharpen this notion of “nonlocal
magic”, or magic “residing in correlations”? (One can
define magic monotones for quantum channels [R80H83];
applying these measures to the MERA representation

5 More precisely, quasi-adiabatic continuity can be used to con-
struct a transformation using a Hamiltonian evolution where the
Hamiltonian is local up the tails that decay with distance faster
than any power.



of a state may be a fruitful direction.) What can we
learn from a more careful treatment of finite subsys-
tem effects? Magic is important for state preparation
in conformal field theories. Can the amount and distri-
bution of magic tell us anything about the bulk theory
in AdS/CFT? For instance, the Renyi spectrum for dis-
joint subregions is believed to capture features of holo-
graphic conformal field theories [77]. Hence, non-local
magic, like non-local entanglement, may be an impor-
tant factor for identifying holographic CFTs, or other
non-universal features. On a more aspirational note, can
it help us evaluate the algorithmic hardness in simulating
holographic CFTs both classically and quantum mechan-
ically? Can it tell us anything about the complexity of
the holographic dictionary[84]7 Is there a “magical Ryu-
Takayanagi formula” that relates magic in the CFT to
bulk theory quantities?

Many technical matters also require attention. For ex-
ample, the difficulty of computing mana scales exponen-
tially with system size. We need a more efficient way
to compute, or at least estimate mana for large systems.
This may come from a better understanding of the dis-
tribution of Wigner coefficients, reducing the computa-
tional complexity using the symmetries of the system,
and possibly a more tractable measure of magic—ideally
one where we can calculate with difficulty polynomial in
MPS bond dimension. Additionally, systems of interest
frequently have symmetries, whether it is a Z, “spin flip”
like the Potts model, a U(1) particle number symmetry,
or an SU(3) gauge symmetry. Such symmetries should
provide additional structure for how magic is distributed
in the state. For example, where does magic reside in a
highly-entangled state in a given particle-number sector?

Looking beyond these immediate technical questions,
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we are also hopeful that magic can be used as a diag-
nostic of the information structure of other many-body
quantum effects. For example, can we use magic to dis-
tinguish different orders and phases in quantum many
body problems, contrasting phases with short- and long-
range magic? Also, what can magic tell us about the
process of many-body quantum thermalization, and the
difficulty of simulating hydrodynamical behavior?
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Appendix A: Ground state search

We use DMRG to find the ground state of the 3-state
Potts model

H= —siHQZ[Z]TZjH + h.c.]— COSHZ[X; + X,].

J J

We take both an SVD truncation cutoff and DMRG en-
ergy convergence threshold 10~7. We find that the en-
tanglement entropy at the critical point is logarithmic in
system size and not too large for N = 128 , and the bond
dimension is always tractable (Fig. The clean sepa-
ration between 6 < w/4, § = w/4, and > 7/4 in the
correlations (Fig. and the two-point mana (Fig. @
empirically confirm that we are capturing some of the
critical behavior, at least for N = 128 sites. But in
Fig. we see that at the critical 8 = 7/4 the correla-
tions ultimately decay faster than a power law, indicating
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sion (bottom) at the critical point as a function of system
size, A = 0.

10(]

0=007/4
.§ 6x 107! 0 =0.99 7/4
= : 6=107r/4
N 4x10 0=1.017/4
3w 0=2.0n/4
N L—4/15
N 2x 107! oc da
=3

101
10!
dx=j—1i
FIG. 12. Correlation functions as a function of model

parameter 6 at A = 0 for the cat state |2). Our DMRG com-
putations underestimate the long-range critical correlations.

that high-precision determination of (e.g.) the large-dx
behavior of the connected component of mana would re-
quire more effort.

The system’s threefold degeneracy in the ferromagnetic
phase requires some thought. As discussed in Sec[lIL.2]
we first find a symmetry-broken ground state [Qg) by
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biasing the initial state and then construct the cat ground

state
2 =3 [T1x]" 190 -

We check that this bias is consistent with the result of
adding a small longitudinal field, for

H=—sin0Y [Z]Zj +h.c]
J

(A1)

- cosaz[xj + X =M Z+ Z1],
J

does not change our results substantially (see Fig. 13| for
entanglement entropy and order parameter).

1. Justification for the cat state
a. Finite systems

For a finite system of length N, the ground state is
not strictly threefold degenerate. the global shift [] ;X
shows up at Nth order in perturbation theory, and splits
the energies by some amount exponentially small in sys-
tem size. The true ground state, then, is the cat state

(DMRG does not see this energy difference, which
should be smaller even than machine precision; also,
“Intermediate states” reachable by [[j € JC 1...NX;
have an O(1) energy penalty.)

b. Long systems and duality

For infinite systems, we can justify the cat state by
appealing to the model’s duality mapping and to physical
intuition. In this case we understand the cat state as
reducing finite-system-size effects.

First, recall the duality mapping. For convenience re-
label the coupling constants

J =sinb, h = cosf (A2)

so the Hamiltonian is

H=-JY [21Zj1+he]—hY [XI+X;]. (A3)

Map

X; = ZJ-ZL_1 measures domain wall at bond j
(A4)

Zj = HXk

k>j

increments domain wall at bond j
(A5)

Now check that X i Z, multiply like clock and shift op-
erators:
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FIG. 13. Convergence in external field A: von Neumann
entanglement entropy (at the critical point § = /4, top, and
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symmetry-broken ground state |{20). The dashed line shows
the critical 0 = 7 /4.
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because X s Zj overlap only at site j.

2.5 <1
%20 = 22| |TTXe| = 2% (A6)
k>l
because X, Z; do not overlap.
3.0<yg
520= 21z (I1 X% = 2% (A7)
k>l

because Z]TZJ'+1XJ'X]'+1 = Xij+1Z;Zj+1.

Invert the mapping:

22l = ] X
1<k<j
Xj =217}

These are only defined for j = 2. The Z; Z]J-r construction
is easier to understand once we

With the duality mapping defined on operators, we can
map states. Take a X eigenstate

|Il> = |7’l1 .. .TLN_1> . (AS)

This has

202 = wrash<i ™k (A9)
This is sensible. Specifying Xj specifies domain walls,
but not a site-1 starting state, so it specifies only Z cor-
relations. There is an ambiguity in the state: we have to
pick something for site 1.

The natural way to resolve the ambiguity in the map-
ping is to fix

Zi|n) =0. (A10)
But we want our numerical finite-size ground state to
reflect as closely as possible the properties of the infinite-
system ground state. Consider it therefore as a subsys-
tem of a much larger system. Pin the left site of the
much larger subsystem. By the time we reach the start
of the subsystem, we will have seen many domain walls—
in fact, a superposition of different numbers of domain
wallsﬁ The left edge of the subsystem is therefore equally
likely to be in any of the three states. To model this pre-
cisely, we should take a statistical mixture of the three
states, but we take the cat state |2) for convenience.

6 In effect we consider the MPS representation of the infinite-
system ground state before duality mapping as a Markov chain.
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Appendix B: Correlation lengths

Fig. [12] shows

Cy(0) =R [(z:2])—(Z)2h)] B
for i = L/4 = 32. We define correlation lengths
£=Ciln) Gy (B2)

j>i

and plot them in Fig.
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