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We study the two-dimensional t-J model on a square lattice using infinite projected entangled
pair states (iPEPS). At small doping, multiple orders, such as antiferromagnetic order, stripe order
and superconducting order, are intertwined or compete with each other. We demonstrate the role of
spin symmetry at small doping by either imposing SU(2) spin symmetry or its U(1) subgroup in the
iPEPS ansatz, thereby excluding or allowing spontaneous spin-symmetry breaking respectively in
the thermodynamic limit. From a detailed comparison of our simulations, we provide evidence that
stripe order is pinned by long-range antiferromagnetic order. We also find SU(2) iPEPS, enforcing
a spin-singlet state, yields a uniform charge distribution and favors d-wave singlet pairing.

Introduction. The discovery of high-temperature su-
perconductivity has triggered intense research on the
properties of the one-band t-J model on a square lattice,
which has been argued to capture essential low-energy
properties of cuprate materials [1]. Despite many an-
alytical and numerical works, full consensus regarding
the competing low-energy states with different charge,
spin and superconducting orders of the t-J model has not
yet been reached. One category includes so-called stripe
states, featuring spin-density waves and charge-density
waves [2–24], where some of these states also exhibit co-
existing d-wave superconducting order. Another poten-
tial candidate for the ground state of the hole-doped t-J
model is a superconducting state with uniform hole den-
sity [25–27]. Recently, Corboz et al. [24], using infinite
projected entangle pair states (iPEPS), demonstrated the
energetically extremely close competition of the uniform
state and the stripe state, even for the largest accessi-
ble numerical simulations. Similar work on the Hubbard
model also pointed towards a striped ground state [28–
34]. Nevertheless, the underlying physical mechanism
causing these intriguing ground-state properties remains
illusive, and refined work in this direction is clearly nec-
essary.

In this Rapid Communication, we focus on the so-
called λ5 stripe state, featuring spin and charge modula-
tions with a period of λ = 5 lattice spacings, which has
been previously shown to be energetically favorable near
hole doping δ ' 0.1 at J/t = 0.4 [24, referred to as W5
stripe therein]. We use iPEPS (i) to study the evolution
of λ5 stripe order from its optimal doping δ ' 0.1 into the
spin and charge uniform phase; and (ii) to provide insight
into the the relation between stripes and long-range an-
tiferromagnetic (AF) order in the thermodynamic limit.

In particular, we show that by implementing either
U(1) or SU(2) spin symmetry in the iPEPS ansatz, the
relevance of long-range AF order can be directly ex-
amined. Our analysis complements the finite-size scal-

ing often used in density matrix renormalization group
(DMRG) and Quantum Monte-Carlo (QMC) simula-
tions, thereby addresses the question of “the fate of the
magnetic correlations in the 2D limit“ raised in Ref. 35.
Moreover, we show that the SU(2) iPEPS ansatz which,
by construction, represents a spin singlet state, possesses
d-wave singlet pairing order. Such SU(2) iPEPS can
be interpreted as a generalized resonating valence bond
(RVB) state [36–40], and in this sense our finding of d-
wave pairing for the SU(2) iPEPS is reminiscent of An-
derson’s original RVB proposal [41–43].

Model and Methods. The t-J Hamiltonian is given by

Ĥ = −t
∑
〈ij〉σ

(
c̃†iσ c̃jσ+H.c.

)
+J

∑
〈ij〉

(Ŝi · Ŝj− 1
4 n̂in̂j), (1)

with the spin operators Ŝi, projected fermionic operators
c̃iσ=ĉiσ(1−ĉ†iσ̄ ĉiσ̄), spin label σ ∈ {↑, ↓}, and 〈ij〉 index-
ing all nearest-neighbor sites on a square lattice. To con-
trol the doping, we minimize Ĥ−µN̂ for a specified choice
of chemical potential µ (see Appendix). We set t = 1 as
the unit of energy and use J/t = 0.4, throughout.

We use iPEPS to obtain an approximate ground state
for Eq. (1). The iPEPS ground state is a tensor net-
work state consisting of a unit cell of rank-5 tensors, i.e.,
tensors with 5 indices or legs, repeated periodically on
an infinite square lattice [24, 44–49]. Each rank-5 tensor
has one physical index and four virtual indices (bonds)
connecting to the four nearest-neighboring sites. The ac-
curacy of such a variational anstaz is guaranteed by the
area law, and can be systematically improved by increas-
ing the bond dimension D.

Using the QSpace tensor network library [50], we can
simply switch between exploiting either U(1) or SU(2)
spin symmetries for our iPEPS implementation [51]. This
allows us to use sufficiently large bond dimensions to ob-
tain accurate ground state wave functions. With SU(2)
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FIG. 1. U(1) and SU(2) iPEPS results for the t-J model at J/t = 0.4. (a) The energy per hole, eh, as a function of hole
doping δ for 5×2 and 2×2 unit cells. (b-d) Spin, hole and singlet pairing amplitude profiles at δ ' 0.1, 0.2 and 0.3. U(1) iPEPS
(D = 8) yields stripes on 5 × 2 clusters, charge-uniform states on 2 × 2 clusters; SU(2) iPEPS (D∗ = 6) yields spin singlets.
Symbols and line-widths are drawn to scale as indicated.

iPEPS [36–40, 51–56], we push the reduced bond di-
mension D∗ up to 8, where D∗ is the number of kept
SU(2) multiplets per virtual bond, which corresponds
to a full bond dimension of D ' 13 states. To opti-
mize the iPEPS wavefunctions via imaginary time evo-
lution, we use full-update and fast full-update methods
[24, 46, 48, 57, 58]. The contraction of the 2D infinite
lattice is evaluated approximately by the corner trans-
fer matrix (CTM) method [24, 59–62], which generates
so-called environment tensors with an environment bond
dimension χ. For SU(2) iPEPS, the environment bond
dimensions used here are χ∗ = 144 (χ ' 300) for D∗ = 6
(D ' 11) or χ∗ = 128 (χ ' 270) for D∗ = 8 (D ' 13).
For U(1) iPEPS, the environment bond dimensions are
χ = 256 for D = 8 or χ = 200 for D = 10.

Energetics. In Fig. 1(a), we show the energy per hole,
eh(δ) ≡ (es − e0)/δ, as a function of hole doping δ, ob-
tained from various iPEPS simulations (plots of es(δ) vs.
δ are shown in Ref. 63, Fig. S3). Here es is the average
ground state energy per site, and e0 = −0.467775 is the
numerically exact value for the AF phase at zero doping
taken from Ref. 64. Using U(1) iPEPS on a 5×2 unit cell,
we find a minimum at δc ' 0.1, as previously reported
[24]. If phase separation, involving a mixture of AF and
stripe order, sets in with decreasing δ, then δc provides
an upper bound for this onset (see Supplement for de-
tails). Increasing the bond dimension from D = 8 to
D = 10 improves the ground state energy consistently for
every doping δ considered here. On the other hand, us-
ing SU(2) iPEPS (D∗ = 6), we obtain a spin-singlet state
with no stripe feature on a 5× 2 unit cell. Moreover, the
ground state energy is almost independent of the shape

of unit cells (cf. 5×2 and 2×2 data). We further improve
the ground states using D∗ = 8 on the 2 × 2 unit cell.
Overall, for δ <∼ 0.2 in Fig. 1(a), we see that the U(1)
λ5 stripe state yields a substantially lower ground state
energy than the spin-singlet state, while the latter lies
below the former for δ >∼ 0.25. From a technical perspec-
tive, our calculations show that for the non-symmetry-
breaking phase favored at δ >∼ 0.25, SU(2) iPEPS benefits
from the full utilization of the spin-rotational symmetry,
even though U(1) iPEPS has a larger number of varia-
tional parameters when D > D∗.

Next, we take a close look at each individual iPEPS for
three values of doping. The stripe states obtained using
U(1) iPEPS, shown in the upper left parts of Figs. 1(b-d),
exhibit modulation of charge and spin densities along the
y direction. At δ ' 0.1, we find hole doping to be maxi-
mal along the top row, implying a site-centered stripe, in
agreement with previous work [24]. Note that the spins
in the two rows on either sides of the top row (row 2
and 5) are ordered antiferromagnetically (implying a so-
called π phase shift across the top row), thereby reducing
the energy of transverse hole hopping along the domain
wall [10, 11, 16]. At δ ' 0.2, we find hole doping to
be maximal between two rows (the 1st. and 2nd.), im-
plying a bond-centered stripe, as frequently observed in
DMRG, DMET and QMC calculations [10, 28]. Finally,
at δ ' 0.3, the hole densities are roughly equal across all
sites, with residual charge and spin modulation. Over-
all, the stripe states we find here are in consensus with
previous studies, which concluded that in the t-J model
stripe formation is predominantly driven by the competi-
tion between the kinetic energy and the exchange energy
[2, 3, 9, 15]. However, the same mechanism can also in-
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duce the pairing formation [12, 26, 27, 65]. Therefore,
it is a priori unclear that under what circumstances the
system will favor stripe order or pairing at small doping.
To clarify this issue, we now turn to our SU(2) iPEPS
results.

In contrast to the U(1) iPEPS results, switching on
spin-rotational symmetry on the 5 × 2 unit cell by us-
ing SU(2) iPEPS suppresses the AF order and, hence,
the spin modulation, as shown in the upper right parts
of Figs. 1(b-d). The resulting state no longer shows any
spin stripes and instead has the same structure as the
uniform state obtained on a 2 × 2 unit cell at similar
doping (see the lower right parts of Figs. 1(b-d)). In
addition, enforcing SU(2) symmetry also makes charge
modulations completely disappear as well. This observa-
tion suggests that in the t-J model charge density waves
(CDW) are strongly tied to spin stripes.
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FIG. 2. Averaged singlet pairing amplitude as a function
of doping using SU(2) iPEPS. The error bar shows the mean
absolute deviation of the pairing amplitudes among all bonds.
For the 5 × 2 unit cell, the error bars are smaller than the
symbols.

We have also examined d-wave superconducting or-
der by computing the singlet paring amplitude, 〈∆ij〉 =
1√
2
〈c̃i↑c̃j↓ − c̃i↓c̃j↑〉. For the U(1) iPEPS λ5 stripe states

in Fig. 1(b-d), we cannot directly identify a d-wave pair-
ing character, in contrast to Refs. [24, 28], which found
opposite signs for the amplitude of the bonds along the
x- and y-axis. However, a word of caution is necessary in
reading this result when the ground state spontaneously
breaks SU(2) spin symmetry, because even a trivial term,
such as 〈c̃i↑c̃j↓〉, could yield a non-zero contribution to
〈∆ij〉. For a more rigorous diagnosis, one should explic-
itly study the pair correlation function [35, 66–68], which
goes beyond the scope of this work. Hence, our results
do not exclude the possibility that stripes and d-wave su-
perconducting order could coexist. For example, in the
case of the U(1) results of Fig. 1(b-d) we find that local d-
wave order including the proper signs is absent at δ ' 0.1
and 0.2. However, it is present for the 2× 2 U(1) cell at
δ ' 0.3, where the local magnetization is too small to
sustain significant AF order.

On the other hand, the SU(2) iPEPS is a spin-singlet
state, by construction. It takes into account short-
range spin correlations but excludes long-range AF or-
der, which breaks spin-rotational symmetry in the ther-
modynamic limit (see Supplement for details). This rules
out the aforementioned ambiguity, and the singlet pair-
ing amplitude becomes a robust measure. As shown in
Figs. 1(b-d), a d-wave pattern appears on both 5 × 2
and 2 × 2 unit cells. Fig. 2 shows the averaged singlet
pairing amplitude, ∆ = 1

N

∑
〈ij〉 f(rij) 〈∆ij〉 as a func-

tion of doping, where N is the number of sites in the
unit cells, rij ≡ rj − ri, and f(r) is a d-wave form fac-
tor, which takes the values f(±ŷ) = −1 and f(±x̂) = 1,
respectively. The error bar indicates the mean absolute
deviation of the pairing amplitudes among all bonds. In
the 2 × 2 case, the pronounced deviation is mostly at-
tributed to the difference in pairing amplitudes along the
x and y directions. A similar phenomenon has also been
observed in a recent large-scale DMRG calculation [35],
and an almost equal mixture between d-wave and s-wave
singlet paring amplitude has been suggested. Upon in-
creasing the bond dimension D∗ from 6 to 8, the d-wave
pairing order increases. This is different from the previ-
ous analysis of charge uniform states using U(1) iPEPS,
where pairing is suppressed with increasing D [24]. Fur-
thermore, the 5 × 2 case also shows a rather uniform
d-wave pattern. The magnitude of the pairing amplitude
in Fig. 2 is small but finite, even if about an order of
magnitude smaller than reported in other U(1) iPEPS or
DMRG simulations [19, 21, 24]. This appears consistent
with Fig. 1(d) for δ' 0.3, showing d-wave order with an
amplitude slightly smaller for 2×2 SU(2) than for 2× 2
U(1) or 5×2 SU(2), which are comparable. All in all,
our SU(2) iPEPS results show that, if spin rotational
symmetry is enforced, the doped t-J model exhibits d-
wave superconductivity in the thermodynamic limit, in
agreement with an early prediction from mean-field the-
ory [42].

Influence of stripes on antiferromagnetic order. In
the previous section we have shown that stripes can be
stabilized as ground states using the U(1) iPEPS at dop-
ing 0.1 <∼ δ <∼ 0.2 on a 5 × 2 unit cell. By contrast, the
SU(2) iPEPS shows no signature of any spatial modula-
tions of spin and charge density. This suggests that the
stripes and the AF order are intimately related. While
such a viewpoint has been discussed extensively both the-
oretically and experimentally since the discovery of the
so-called 1

8 anomaly [69–72], a direct understanding of
how AF order coexists with stripes is still lacking.

To address this, we have computed the staggered spin-
spin correlation functions for the ground state,

C(i) = (−1)x+y

3
4 (1−δ)N

∑
j∈unit cell

〈
Ŝj+i · Ŝj

〉
, (2)

with i = (x, y). The prefactor normalizes the same-site
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FIG. 3. Normalized staggered spin-spin correlation func-
tions, computed on a 5×2 unit cell along the long (y) direction
(left column) and the short (x) direction (right column), using
U(1) iPEPS (top row) and SU(2) iPEPS (lower two rows), on
linear and semilogarithmic scales, respectively. [Filled sym-
bols indicate the variational state (U(1) or SU(2)) having the
lower energy for a given δ.]
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FIG. 4. Comparison of normalized staggered spin-spin corre-
lation functions for δ ' 0.2 using U(1) iPEPS at D = 8 along
the long (y) direction and the short (x) direction on L × 2
unit cells for L = 2, 3, 4, 5 in (a-d), respectively. Inset of (b)
is a λ4 stripe state obtained from different initialization.

correlator to unity, C(0) = 1, given (1 − δ)N spins per
unit cell. This facilitates the comparison of different unit
cells and doping. In the following, we analyze C(i) along
the long (y) and short (x) directions of the unit cell.

First, we study the staggered spin-spin correlations on
a 5×2 unit cell at doping δ ' 0.1, 0.2 and 0.3, using U(1)
iPEPS. In Fig. 3(a), we can clearly identify λ5 stripe
order at δ ' 0.1 and 0.2, with staggered spin-spin cor-
relations oscillating around zero, reflecting the pattern

already seen in the left panels of Figs. 1(b,c). The stag-
gered magnetic order undergoes a phase shift of π across
the length of the 5× 2 unit cell, resulting in a period of
λm = 10. At doping δ ' 0.3, the correlations decay much
more rapidly, with weak residual oscillations remaining
at large distances. Given its higher variational energy
compared to its SU(2) counterpart, this reflects the nu-
merical inefficiency of using a broken-symmetry ansatz
to simulate a spin singlet when many low-energy states
are nearly degenerate. By contrast, Fig. 3(b) shows that
the correlations along the “short” direction decrease with
doping, but remain positive at large distances, indicating
long-range AF order, i.e., C(|i| → ∞) 6= 0, yet attenu-
ated with increasing δ. Therefore, Figs. 3(a,b) suggest
that stripes along the long direction go hand in hand
with long-range AF order along the short direction.

To further elucidate this point, we turn our attention
to the SU(2) iPEPS. Again, we have computed the stag-
gered spin-spin correlations on a 5 × 2 unit cell using
SU(2) iPEPS. In Figs. 3(c,d), the correlations along the
long and short directions are nearly identical and rapidly
decay to zero, showing no sign of either stripes or the
long-range AF order. Note that for SU(2) iPEPS, the
instability of a given state towards AF order can be de-
tected by the increase of correlation length when increas-
ing χ∗. (We illustrate this for the Heisenberg model in
Ref. [63] Sec. SI). However, this tendency is not observed
at δ = 0.1 (see Figs. 3(e,f)). In short, we conclude that
stripes only emerge in the presence of long-range AF or-
der.

To strengthen our previous statement, we further con-
sider L × 2 unit cells with L = 5, 4, 3, 2 at δ ' 0.2 using
U(1) iPEPS (D = 8). Those could host spin stripes of
periods λ = L, or an AF ordered state for L = 2. A pre-
vious iPEPS study has shown a very close competition
between a λ5 stripe state and an AF state with uniform
charge distribution (L = 2) at δ ' 0.1 [24]. For a 2 × 2
unit cell [Fig. 4(a)], the spin-spin correlations along both
long and short directions quickly decay to nearly zero,
showing that AF order is weak at δ ' 0.2 if a charge-
uniform state is assumed. The same charge-uniform state
is also favored for a 4× 2 unit cell: we obtain this by ini-
tializing the 4× 2 unit cell of a full-update optimization
using two copies of the 2× 2 unit cell of panel (a), which
yields a slightly lower energy than a λ4 stripe sate [inset
of (b)] initialized from simple-update results. By con-
trast, 3×2 and 5×2 unit cells show a clear stripe feature
along the long direction, together with non-zero long-
range AF order along the short one [Figs. 4(c,d)], and
slightly lower ground state energy than those of 2 × 2
and 4× 2. However, the bond dimension D used here is
not large enough to conclusively resolve the close compe-
tition between the different states. Overall, by plotting
the correlations along both short and long directions in
the same panel, we see that the amplitude of the stripe
modulation is the same as that of attenuated long-rage
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AF correlations. This further confirms that the stripes
and the long-range AF order are indeed tied to each other
at finite doping.

Summary. We have studied the doped t-J model with
J/t = 0.4 using U(1) and SU(2) iPEPS. For doping
0.1 <∼ δ <∼ 0.2, λ5 striped charge and spin order with
U(1) symmetry is energetically favorable compared to a
spin-singlet state with SU(2) symmetry. By contrast,
for δ >∼ 0.25, the latter is favored. By studying the
spin-spin correlations, we find a close link between stripe
order and long-range AF order. At small doping, the
U(1) iPEPS shows that spin stripes emerge along one
spatial direction, while attenuated long-range AF order
persists along the other spatial direction. Upon increas-
ing doping, the strength of stripe order decreases hand in
hand with long-range AF order. By contrast, the SU(2)
iPEPS, which does not break spin rotational symmetry,
excludes long-range AF order and, hence, stripe forma-
tion, but yields d-wave superconducting order at finite
doping. Our study demonstrates the utility and impor-
tance of being able to turn on and off the SU(2) spin-
rotational symmetry at will – it gives direct insights into
the interplay between regimes with spontaneously broken
symmetries and where SU(2) invariance remains intact.
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[62] R. Orús and G. Vidal, Phys. Rev. B 80, 094403 (2009).
[63] See Supplemental Material.
[64] A. W. Sandvik, Phys. Rev. B 56, 11678 (1997).
[65] S. R. White and D. J. Scalapino, arXiv:cond-

mat/0006071 [cond-mat.supr-con] (2000).
[66] E. Dagotto, A. Moreo, F. Ortolani, D. Poilblanc, and

J. Riera, Phys. Rev. B 45, 10741 (1992).
[67] E. Dagotto, J. Riera, Y. C. Chen, A. Moreo,

A. Nazarenko, F. Alcaraz, and F. Ortolani, Phys. Rev.
B 49, 3548 (1994).

[68] C. Cheng, R. Mondaini, and M. Rigol, Phys. Rev. B 98,
121112 (2018).

[69] J. M. Tranquada, B. J. Sternlieb, J. D. Axe, Y. Naka-
mura, and S. Uchida, Nature 375, 561 (1995).

[70] S. A. Kivelson, I. P. Bindloss, E. Fradkin, V. Oganesyan,
J. M. Tranquada, A. Kapitulnik, and C. Howald, Rev.
Mod. Phys. 75, 1201 (2003).

[71] M. Vojta, Advances in Physics 58, 699 (2009).
[72] N. J. Robinson, P. D. Johnson, T. M. Rice, and A. M.

Tsvelik, Reports on Progress in Physics 82, 126501
(2019).

http://arxiv.org/abs/arXiv:cond-mat/0407066
http://dx.doi.org/10.1103/PhysRevLett.96.220601
http://dx.doi.org/ 10.1103/PhysRevLett.101.250602
http://dx.doi.org/10.1103/PhysRevA.81.052338
http://dx.doi.org/ 10.1103/PhysRevB.81.165104
http://dx.doi.org/ 10.1103/PhysRevB.81.165104
http://dx.doi.org/ 10.1103/PhysRevB.83.125106
http://dx.doi.org/ 10.1103/PhysRevB.83.125106
http://dx.doi.org/10.1016/j.aop.2012.07.009
https://arxiv.org/abs/2006.08289
http://dx.doi.org/10.1103/PhysRevB.86.195114
http://dx.doi.org/ 10.1103/PhysRevB.91.060403
http://dx.doi.org/ https://doi.org/10.1016/j.aop.2020.168232
http://dx.doi.org/ https://doi.org/10.1016/j.aop.2020.168232
http://dx.doi.org/10.21468/SciPostPhys.5.5.047
http://dx.doi.org/10.1103/PhysRevB.102.241101
http://dx.doi.org/10.1103/PhysRevB.102.241101
http://dx.doi.org/ 10.1103/PhysRevLett.103.160601
http://dx.doi.org/ 10.1103/PhysRevB.92.035142
https://doi.org/10.1007/BF01011693
https://doi.org/10.1007/BF01011693
https://doi.org/10.1016/0375-9601(96)00128-4
https://doi.org/10.1016/0375-9601(96)00128-4
https://doi.org/10.1143/JPSJ.65.891
https://doi.org/10.1143/JPSJ.65.891
http://dx.doi.org/10.1103/PhysRevB.80.094403
http://dx.doi.org/ 10.1103/PhysRevB.56.11678
https://arxiv.org/abs/cond-mat/0006071v1
https://arxiv.org/abs/cond-mat/0006071v1
https://doi.org/10.1103/PhysRevB.45.10741
http://dx.doi.org/ 10.1103/PhysRevB.49.3548
http://dx.doi.org/ 10.1103/PhysRevB.49.3548
http://dx.doi.org/10.1103/PhysRevB.98.121112
http://dx.doi.org/10.1103/PhysRevB.98.121112
https://doi.org/10.1038/375561a0
https://doi.org/10.1103/RevModPhys.75.1201
https://doi.org/10.1103/RevModPhys.75.1201
http://dx.doi.org/10.1080/00018730903122242
http://dx.doi.org/10.1088/1361-6633/ab31ed
http://dx.doi.org/10.1088/1361-6633/ab31ed

	iPEPS study of spin symmetry in the doped t-J model
	Abstract
	 References


