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Antiferroelectric perovskites form an important family of functional electric materials, which have high 

potential in energy storage and conversion applications. However, a full understanding of their crystal 

structural formation is still lacking. PbZrO3-based materials can serve as a model system for investigation, 

not only because PbZrO3 was the first discovered antiferroelectric, but also because it undergoes a typical 

phase transition sequence from a high-temperature paraelectric to the low-temperature antiferroelectric 

phase, passing through a possible intermediate phase that is poorly understood. Here we employ a 

combination of optical and scattering experiments and theoretical calculations to reveal the nature of the 

intermediate state. Evidence is found that this peculiar state consists of multiple short-range and long-range 

structural components, and their competition is crucial in stabilizing the antiferroelectric phase. External 

stimuli such as temperature change or chemical substitution can easily alter each component’s energy 

landscape and thereby change the materials' electrical properties. These findings provide new insights in 

understanding antiferroelectric-ferroelectric competition and hence in designing new antiferroelectric 

materials. 

 

I. INTRODUCTION 

Antiferroelectrics (AFE) are characterized by antiparallel 

cation displacements in their crystal structure and behavior 

of the electric-field induced AFE to ferroelectric (FE) phase 

transition [1]. As the most widely used AFE material, 

PbZrO3 (PZ) has received much attention in fundamental 

studies and applications as actuators and energy storage 

devices [2]. However, there are still many unsolved 

questions about PZ and PZ-related solid solutions (such as 

PbZr1-xTixO3, PZT, with x ≤ 0.06) to answer. Understanding 

the existence and nature of the intermediate (IM) structure 

[3–5] between the room-temperature AFE Pbam [6] and 

high-temperature paraelectric (PE) 𝑃𝑚3̅𝑚 phases is crucial 

in this sense.  

The IM phase in PZ was first observed in ceramics by 

Shirane et al. [7] and in single crystals by Scott and Burns 

[5], marked by dielectric permittivity and remnant 

polarization anomalies. Interestingly, the temperature range 

of this phase varies in different samples, and sometimes it 

only occurs on cooling but not on heating [7]. This was also 

frequently observed in several types of doped-PZ systems, 

and the choice of dopants is considered to affect the 

appearance and stabilization of the IM phase [8]. Its 

observation is sometimes related to the high-temperature 

superstructure reflection intensities, such as at M points 

{h/2 k/2 l}pc (subscript pc denotes the pseudocubic 

coordinate system throughout this paper) and at 

incommensurate points,  observed via electron diffraction 

[9–11], X-ray [12,13] and neutron scatterings [14,15], but 

not all these types of superstructure intensities appear in 

each case. High-resolution TEM studies [16–18] reported 

different modulated high-temperature structures on doped-

PZ ceramics. Their possible formations were also suggested 

by lattice dynamics studies [19–21], which show that on 

cooling through the transition temperature TC, phonon 

softening happens at various intermediate positions of the 

type (ξ, ξ, 0), in addition to the Brillouin zone centre and 

zone boundary. Theoretical calculations predict unstable 

phonon branches and energetically competing phases 

featuring structural modulations with wave vectors along 

the same direction [22–24]. Besides Pb-modulations, high-

temperature short-range ordered (SRO) oxygen octahedra 

tilts [4,11,25–27] are also observed and considered to be 

important in the stabilization of the AFE phase [19,20,23].  

Despite all these characterizations, the proposed 

structural models to describe the IM phase are still 



somewhat controversial. Furthermore, the phase change 

process is not clear, especially on how the IM structure 

leads to the stabilized AFE phase. The distinct existence of 

the IM phase provides an opportunity to observe and 

analyse the stabilization process of the AFE phase. 

However, the IM phases usually exist only in a narrow 

temperature interval in PZ [4], and therefore it is hard to 

capture them. On the other hand, with a small amount of Ti 

substitution, the temperature range of the IM phase 

becomes wider [28,29]. At the same time, the main 

structural features appearing in pure PZ are maintained, 

which makes a detailed study of the IM structures possible.  

In this work, we have investigated the IM phase of PbZr1-

xTixO3 (x ≤ 0.06) single crystals and ceramics to reveal its 

local and average structure and the process of structure 

transformation with temperature. Optical experiments, 

neutron, and X-ray scattering results show that the IM 

phase is not a pure phase but a state containing a mixture of 

several short- and long-range correlated structural 

components that compete with each other energetically in a 

complicated way. To emphasize this, we shall henceforth 

refer to it as the IM state rather than the IM phase. 

II. EXPERIMENTAL DETAILS 

1. Crystal growth  

Zr-rich PZT single crystals were grown using the flux-

growth method. Pb3O4, ZrO2, and TiO2 were weighed 

according to the stoichiometric composition of 

PbZr0.93Ti0.07O3 to form the solution. The Ti concentrations 

in the as-grown crystals, on the other hand, are less than 

7%, and with possible composition segregations in large 

areas of the crystals. The exact compositions were 

determined using optical experiments and will be described 

in detail in the Results part. The type and amount of flux 

(Pb3O4, B2O3) and the temperature profile are the same as 

in the previous lead zirconate crystal growth procedure 

[26]. The growth was carried out in an uncovered Pt 

crucible and placed in a cylindrical furnace, the axial 

temperature gradient of which was lower than 1.5 °C cm-1. 

The as-grown crystals were washed by immersing the 

solidified flux in 30% HNO3 solution. Two selected 

crystals, namely crystal 1 and 2, were polished parallel to 

the {001}pc planes with a thickness of ~ 0.08 mm for 

optical measurements and diffraction experiments. The 

dimensions were around 1.2×1.15 mm2 for crystal 1 and 

0.65×0.32 mm2 for crystal 2. 

2. Birefringence Imaging Microscopy (BIM) and 

composition determination 

The optical measurements were performed using BIM 

equipment (Metripol, Oxford Cryosystems Ltd.). 

Monochromatic light with a wavelength of 590 nm served 

as the light source. The light passes through the crystal 

sample after transmitting through a Polaroid (P1), rotating 

about the microscope axis at a frequency of ω. The light is 

then focused by an objective lens before passing through a 

quarter-wave plate and a polaroid (P2). Finally, the intensity 

measured by a charge-coupled device (CCD) camera as a 

function of ω is given by 

I = 
1

2
I0 {1 + sin[2(ωt − φ)] sin δ} 

where I0 is the intensity of the incident light, t is the time, φ 

is the angle between the horizontal direction and the 

principal axis of the optical indicatrix of the sample, and δ 

is the phase shift introduced to the light due to the 

anisotropy of sample. During the measurements, the 

intensities I at each pixel position were measured for 10 

equal polarizer P1 angles, so that |sin δ| and φ values are 

obtained [30]. For the high-temperature experiments, the 

crystals were heated from room temperature up to 250°C at 

a rate of 2°C min-1 with a Linkam (THMS600E) heating 

stage.  

3. Diffuse scattering experiment and data 

processing details 

Diffuse scattering experiments were carried out at 

Beamline X-Ray Diffraction I at the Elettra Sincrotrone 

Trieste, Italy. The X-ray energy was set to be 13 keV 

(0.9537Å), just below the “L3” absorption edge of Pb 

13.035 keV [31]. Scattering data were accumulated by 

rotation of the crystals around the ω axis with △ω = 0.25° 

steps. The exposure time was 5 seconds per frame. The 

intensity was collected by a PILATUS 2M pixel area 

detector (DECTRIS, Switzerland). The distance between 

the detector and the crystal was 105mm for crystal 1 and 

85mm for crystal 2. The measurements were carried out at 

a series of temperatures above 100°C and below 250°C 

with an interval of 5-10°C. The data were processed with 

the SNBL Toolbox [32], while reciprocal-space planes 

were reconstructed with the program CrysAlis and self-

developed MATLAB scripts.  

4. Ceramic preparation and X-ray PDF 

measurement 

Ceramics samples having nominal compositions 

PbZr0.95Ti0.05O3 and PbZr0.94Ti0.06O3 were used in this study, 

and the preparation conditions are described in Yokota et 



al. [33]. In order to verify the Ti concentration in the 

sintered ceramics samples, Rietveld refinements against 

neutron diffraction data collected in the cubic phase were 

performed. For PbZr0.95Ti0.05O3, refinement of the data at 

240°C shows Ti occupancy is 0.055(3); for PbZr0.94Ti0.06O3, 

the refined Ti occupancy at 250°C is 0.064(3) (See 

Supplemental Note for details of refinements). For 

simplicity, these samples will be referred to as their 

nominal compositions throughout this paper. X-ray total 

scattering experiments were carried out at the I15-1 

beamline at the Diamond Light Source, UK using 

synchrotron X-rays (wavelength λ=0.161669Å, 76.69keV). 

A small amount of powdered ceramic was loaded into a 

borosilicate glass capillary of 1 mm (outer) diameter. A 

hot-air blower was used to heat the capillary samples. The 

data were collected from room temperature to 300°C. Two 

detectors were placed at different distances and positions to 

obtain two datasets with a large Q range (up to 38.86Å−1) 

and decent reciprocal-space resolution. Dataset 1 was used 

to refine the lattice parameters and sample densities. 

Dataset 2 was first corrected for background, multiple 

scattering, Compton scattering, and absorption, and then 

Fourier-transformed into PDF patterns, using the program 

GudrunX [34]. Small-box modeling of the PDF data was 

performed using the software PDFFIT [35]. 

5. High-resolution neutron diffraction 

Neutron time-of-flight experiments were performed at 

HRPD, ISIS (Rutherford Appleton Laboratory, UK). Data 

collected from the backscattering detector bank were 

selected for structural refinement, with the highest 

resolution Δd∕d ≈ 6 × 10−4. Data were collected at 200 °C in 

the 10 - 110 ms time-of-flight windows covering the 0.21 - 

2.28 Å d-spacing range. 

Rietveld refinement was carried out using TOPAS 

Academic [36]. The scale factor, background parameters, 

peak-shape function parameters, and absorption correction 

coefficient were refined. 

6. Ab-initio calculations 

Theoretical structural calculations were carried out within 

the DFT–GGA (Wu-Cohen) approximation [37] as 

implemented in the SIESTA program package [38]. 

Semicore states were included as valence in the norm-

conserving Trouiller-Martins pseudopotentials. The 

conjugate-gradient method was used for all optimizations, 

with the convergence criteria being 0.01 eV Å−1 for forces 

and 0.1 GPa for stresses. An equivalent 8×8×8 k-grid mesh 

per simple perovskite unit cell was used with a mesh cutoff 

of 400 Ry. Program FINDSYM [39] was used for the 

evaluation of the symmetry of the optimized structures.  

III. RESULTS 

A. Identification of the IM state 

X-ray Diffuse Scattering (DS) experiments were first 

performed to identify the phase transition process for 

crystal 1 and crystal 2 upon heating. They were carried out 

on a selected small region on each crystal, and the region 

sizes depended on the X-ray beam sizes, being 100×100 

FIG. 1. Reciprocal space maps and domain configurations 

of a PZT single crystal (crystal 1) in AFE, IM and cubic 

phases. (a)-(c) X-ray scattering data on the (h k 1) plane at 

150°C (AFE phase), 215°C (IM state) and 240°C (cubic 

phase), respectively. The square and circle indicate a 

typical quarter and M point reflection, respectively. The 

arrow points to the incommensurate spot. Insets of (d)-(f) 

mappings of |sin δ| values from the same area of the crystal 

at 140°C (AFE phase), 232°C (IM state) and 240°C (cubic 

phase), respectively. Black lines are projections of the 

principal optic axes on the {001}pc plane, indicating 

ferroelastic domain orientations. Histograms of the 

orientations are shown in (d)-(f). 



μm2 for crystal 1, and 120×80 μm2 for crystal 2. 

Considering the fact that the measured regions are small, 

they can be regarded as of homogeneous composition. To 

determine the exact compositions of these two regions, they 

were then marked and carefully studied under BIM. In the 

entire regions of the crystals, the Curie temperatures 

observed under BIM range from 232°C to 244°C for crystal 

1 and from 232°C to 241°C for crystal 2 upon heating. In 

the regions selected for DS experiments on crystal 1, the 

IM state happens between 195°C (TIM) and 239°C (TC), 

corresponding to a Ti concentration around 3% [40]; for the 

selected region on crystal 2,  TIM is 190°C,  and TC is 

234°C,  with Ti concentration being around 1% [40].  

The crystals have an antiferroelectric Pbam structure [6] 

below TIM, marked by strong {h/4 k/4 l}pc (quarter) 

reflections in the diffraction patterns (Fig. 1(a)) and 45°/0° 

optical domains projected on the {001}pc plane (Fig. 1(d)). 

In the AFE phase, M-point reflections exist but are very 

weak (Fig. 1(a)). Furthermore, there are sharp DS lines 

passing through some quarter reflections along <110>pc, 

caused by antiphase boundaries (APBs) separating two 

domains with phase-shifted antiparallel cation 

displacements, which have also been reported at a similar 

composition [41]. In the BIM image (Fig. 1(d) inset), 

orthorhombic domains with polarizations along [110]pc and 

[011]pc coexist [42]. Fig. 1(d) shows the distribution 

histogram of the orientations obtained over all pixels in the 

displayed BIM image. Two peaks centred at 0° and 45° are 

observed. It should be noted that the 0° peak is broader than 

the 45° peak, which indicates that the polarizations are 

likely to be distributed in the <11x>pc directions (x ≠ 0) and 

are different across the whole bulk. In other words, there 

may exist short-range correlated out-of-plane polarizations, 

similar to that speculated by Teslic et al. [15].  

Under BIM, the IM state is observed at TIM when a large 

number of domains appear, leading to a rapid increase of 

domain walls and decreased birefringence. The ending of 

the IM state and the arrival of the cubic phase are marked 

by the disappearance of domain walls and zero 

birefringence (see Supplemental Movie for demonstration 

of the transition process). Both AFE-IM and IM-PE phase 

transitions are of first order, as there is thermal hysteresis 

observed for TC  (1°C) and for TIM (12°C). In the IM state, 

no domains with 0° orientation are left, as shown in Fig. 

1(e). Traditionally, the IM structure was determined in the 

space group R3m [3,43], in which the polarization is 

oriented at 45°. However, in our observation, the 

orientations of domains are distributed around a value 

slightly larger than 45°, which indicates that the IM 

structure may not be of rhombohedral symmetry. The 

diffraction pattern changes significantly on entering the IM 

state (Fig. 1(b)). Quarter reflections and APB DS lines 

become weaker, indicating the diminishing of the 

antiferroelectric Pbam structure. Between some Bragg and 

quarter reflections in the <110>pc directions, intensities at 

incommensurate (IC) points start to appear. To the best of 

our knowledge, this has never been observed by previous 

single-crystal diffraction experiments under ambient 

pressure [12]. The IC reflections are given by {h±0.16 

k±0.16 l}pc (calculated from the reflection positions plotted 

in Fig. S1(a) of the Supplemental Material). This indicates 

that the IC modulation is between 6 and 7 unit cells, 

consistent with most of the IC structures observed with 

doped-PZ ceramics by electron microscopy [17].  

Meanwhile, in the IM state, the M points become 

distinctly visible and start to split, with satellite peaks 

appearing. Intensities are found at the M points, both when 

h = k and h ≠ k, and are considerably strengthened in the IM 

state. As the oxygen octahedra tilts only give rise to h ≠ k 

M or R points [44], at least a certain amount of the M-point 

intensities in our crystals must be due to alternating single 

FIG. 2. Diffraction patterns and DS intensities during 

phase-change process of two crystals. (a)-(d) data 

containing M point (-2.5 2.5 0), quarter reflection (-

2.25 2.75 0) and IC spot (-2.16 2.84 0) collected from 

crystal 1 at 150°C, 180°C, 210°C, 230°C, respectively. 

(g)-(j) data containing M point (-1.5 0.5 0), quarter 

reflection (-1.25 0.75 0) and IC spot (-1.16 0.84 0) 

collected from crystal 2 at 136°C, 198°C, 207°C, 

224°C, respectively. The arrows point to the IC points. 

It should be noted that due to structure factor being 

additive for h+k+l = even, diffuse scattering around (-1 

1 0) is stronger than that around (-2 3 0). 3-D intensity 

was integrated over a range in l corresponding to 

around ± 0.1 reciprocal lattice unit (r.l.u.) to produce 

2-D patterns. (e) and (f), intensity developments along 

[110]pc at more temperatures. 1-D diffraction pattern 

was obtained by integrating 2-D images over a range 

along [-1 1 0]pc with ± 0.1 r.l.u. width. 

 



<110>pc rows of distinct cation displacements (mainly Pb2+) 

in directions or lengths. Here, we denote this general 

structural feature as the M-type structure. The antiparallel-

cation-displacement model was also proposed in PZ and 

PZT (x ≤ 0.06) ceramics in previous studies [9,10,15]. The 

peculiar satellites of the M points are another feature 

throughout the entire IM state. The three-dimensional 

distribution of DS intensities around each M point (Fig. 

S1(b) of the Supplemental Material) demonstrates that the 

satellites are along the <111>pc directions. This indicates a 

further modulation along <111>pc, possibly separated by 

APBs [13,45]. The vectors from the centre of the M point 

to those of the satellites were determined as <0.02 0.02 

0.02>pc in reciprocal lattice units. This corresponds to 

modulations with widths of 50 unit cells in real space, 

similar to the estimate by Andronikova et al. [13]. 

B. Phase-change process 

Detailed diffraction patterns and DS intensities at various 

temperatures during the phase-change process on heating of 

two pieces of crystals are shown in Fig. 2. At 150°C (Fig. 

2(a)), quarter reflections are strong, and M-point intensities 

are weak. Fig. 2(b) shows the beginning of the transition at 

which the IC emerges. This demonstrates the interruption 

of the long-range ordered Pbam structure and the beginning 

of disordering. Upon further heating, strengthening and 

splitting of the M points occur (Fig. 2(c)). Simultaneously, 

the IC and quarter reflections weaken and finally disappear 

on approaching TC (Fig. 2(d)). The M-point intensities also 

tend to weaken at this temperature. Fig. 2(e) depicts the 

change of superstructure reflection intensities over smaller 

temperature intervals. IC points start appearing at 180°C, 

while M-point intensities start strengthening and splitting at 

200°C. Quarter reflections do not disappear entirely until 

225°C, indicating that the M-type, AFE, and IC 

superstructures coexist in a broad temperature range. Fig. 

2(f)-(j) show a slightly different scenario in crystal 2. Under 

the same experimental conditions as crystal 1, IC points 

appear at a higher temperature than the strengthening of the 

M-point intensities, opposite to the process in crystal 1. The 

IC structure exists in an interval of 20°C just below TC, and 

the strong M-point intensities with satellites cover the 

whole IM state.  

Combining the diffraction and DS intensity changes of 

these two crystals, one may conclude that in bulk material, 

FIG. 3. Integrated DS intensities of superstructure 

reflections evolving with temperature. 1-D intensities 

of reflections in the same area on main planes, as in 

Fig. 2(d), 2(e) and on half plane (h k 0.5), were 

integrated along [110]pc. (a) M point (-2.5 2.5 0), 

quarter reflection (averaged over -2.25 2.75 0 and -

1.75 3.25 0), IC point (averaged over -2.16 2.84 0 and 

-1.84 3.16 0), and R point (-1.5 2.5 0.5) on crystal 1. 

(b) M point (-1.5 0.5 0), quarter reflection (-1.25 0.75 

0), and R point (-1.5 -1.5 0.5) on crystal 2. The 

intensity of weak IC point (-1.16 0.84 0) in (b) was 

multiplied by 50 to make it visible. The dashed lines 

are guide lines to eyes. 

 

FIG. 4. The diffuse scattering intensity with crystal 2 of a 

selected region on (h k 0.5) plane evolving with 

temperature. 3-D intensity was integrated over a range in 

l corresponding to ± 0.1 r.l.u. to produce 2-D patterns. 



different volumes with individual local superstructural 

features are in competition. Integrated intensities (Fig. 3) 

show that the increase of some reflections is at the expense 

of others. The intensity exchange among quarter, M and IC 

points indicates an active exchange of volumes over the 

entire IM state. The formation of IC regions may be at 

lower or higher temperatures compared to the M-type 

structure, but the AFE and the incommensurate modulated 

regions tend to transform into the M-type structure 

eventually. This makes the strengthening of M-point 

intensities and their satellites the most significant features 

of the IM state and shows that before the crystals change 

into the cubic phase, this M-type structure is the most stable 

among all three types of superstructures. 

In the context of the much-discussed role of the tilted 

oxygen octahedra in the AFE phase transition mechanism, 

it is also important to pay some attention to the tilt 

signatures in the scattering signal that we observe. Previous 

works [26,27,46] show that rather significant SRO of tilts 

exists in the cubic phase of both PZ and Zr-rich PZT. This 

SRO manifests itself in the form of diffuse scattering lines 

connecting M {h/2 k/2 l}pc and R {h/2 k/2 l/2}pc points in 

reciprocal space. Images of a half-plane section containing 

both M and R points at several temperatures are shown in 

Fig. 4. A weak but clear DS line is found in the cubic phase 

(Fig. 4(c)(d)) and disappears altogether in the IM state (Fig. 

4(a)(b)). This means that high-temperature SRO tilted 

octahedra become ordered over substantially larger scales, 

and the scattered intensity must have transferred to either M 

(plus tilts) or R points (minus tilts) [44]. It is observed in 

Fig. 3 that the intensity gains at the R point are visible only 

at lower temperatures, which strongly resemble those of the 

quarter reflections and thus can be safely associated with 

the AFE structure and its a-a-c0 tilts (Glazer’s notation, 

meaning that the oxygen octahedra tilt by the same angle 

about [100]pc and [010]pc, with successive octahedra along 

each direction tilted in antiphase, while there is no tilt about 

[001]pc [44]). Therefore, one may deduce that in the IM 

state, most of the tilts turn into longer-range in-phase tilts 

and contribute to the increased intensities of M points along 

with antiparallel Pb2+ displacements. These in-phase tilts 

may play an important role in stabilizing some of the IM 

structures, and appear as a natural intermediate step 

between the cubic phase with SRO tilts and the long-range 

a-a-c0 tilts of the AFE structure. The latter configuration 

with strong rotation-related correlations propagating in all 

directions might be more easily disrupted by Ti4+ ions, 

which would explain why the M-type structure is 

commonly observed even for minimal Ti content but not in 

pure PZ. 

 

 

FIG. 5. Powder diffraction and modeled local structure 

in the IM state. (a) X-ray total scattering intensity (λ = 

0.161669 Å) in the 2θ range between {222}pc and 

{321}pc with PbZr0.95Ti0.05O3 ceramic powder at 210°C -

250°C. Inset of (a) zoomed-in plot of an M-point 

reflection, the position of which corresponds to {7/2 1/2 

0}pc, {5/2 5/2 0}pc and {3/2 5/2 2}pc. (b) experimental 

PDF pattern generated from total scattering data at 

210°C and the best-fitted PDF. Dashed lines indicate the 

fitted PDF components of Phase 1 and Phase 2. (c) 

experimental (red) and refined (black) HRPD data with 

PbZr0.94Ti0.06O3 ceramic powder at 200°C with arrows 

indicating M-points positions. Blue and orange lines 

indicate the calculated patterns from Rietveld-refined 

Phase 1(Pc) and Phase 2(Cm) structures, respectively. 

Logarithmic values of intensities are used to 

demonstrate the low-intensity M-points. Full-range data 

are shown in Supplementary Fig. 5. (d) and (e) 

schematic drawings of modeled Phase 1 and 2 

structures, respectively. The arrows represent 

displacement vectors of Pb cations. The orange arrows 

(Pb1 and Pb4) and planes belong to chain I while the 

blue ones (Pb2 and Pb3) belong to chain II. 

 

 



C. Refinements of IM structures 

To obtain systematic information about the short- and 

long-range M-type structural models in the IM state, we 

carried out powder X-ray total scattering and high-

resolution neutron diffraction experiments on PZT powder 

samples with high-Zr compositions. The diffraction data 

show that they possess virtually the same phase change 

procedure as in our single-crystal samples, marked by a 

similar development of M-point intensities and quarter 

reflections (Fig. S2 of the Supplemental Material). As 

shown in Fig. 5(a), M-point intensities are observed and are 

maintained almost unchanged from 210°C to 240°C, 

indicating that the IM structure is stabilized with little 

remnant AFE structure in this temperature range. 

Small-box modeling was first performed against the pair 

distribution function (PDF) data of PZT (x = 0.05) collected 

at 210°C with r-range between 3Å and 12.9Å. Models with 

different lattices, sizes of configuration, and symmetry 

restrictions were tried. The best fit (Fig. 5(b)) was obtained 

using a model with the coexistence of two phases (denoted 

as Phase 1 and Phase 2), each being a 2×2×1 pseudocubic 

unit cell. The lattice parameters were set as 𝑎 = 𝑏 ≠ 𝑐, 𝛼 =
𝛽 = 90°, 𝛾 ≠ 90° , and the cations were allowed to be 

displaced along the [11x]pc direction. The refined IM 

structural parameters of these two coexisting phases are 

shown in Table I. The calculated and experimental PDF 

patterns, and the PDFs calculated from each phase are 

shown in Fig. 5(b). As we have noticed, both in the refined 

lattice parameters and fitted pattern, the two phases have 

different lattice parameters and volumes, with the unit cell 

in Phase 1 larger than that in Phase 2. The slightly different 

bond lengths originating from this unit-cell size difference 

enable an almost perfect fitting of the strongly 

asymmetrical peaks around 3.6 Å, 7 Å, and 9.1 Å. With 

only one phase, it is impossible to satisfy these peak 

intensities, thus further establishing the validity of such a 

phase coexistence at the local scale.  

In addition to the lattice parameters, the in-plane ((001)pc 

plane) displacements of Pb2+ are also aligned differently in 

these two phases. Structural models of Phase 1 and Phase 2 

are shown in Fig. 5(d) and (e), respectively. In both phases, 

we assigned the in-plane displacements of four Pb2+ to be 

independent of each other during fitting. The result shows 

that, in Phase 1, two alternating chains along <110>pc are 

spontaneously formed, and Pb2+ cations in the neighbouring 

chains always have opposite in-plane displacement 

directions (Fig. 5(d)). On the other hand, in Phase 2, all 

four Pb2+ cations possess the same in-plane displacement 

directions, even if they are in different chains (Fig. 5(e)). 

As shown in Table I, the scale factors for these two phases 

are close, indicating that their proportions in the bulk 

material should be similar at 210°C. From small-box 

modeling at higher temperatures up to 240°C, the 

percentage of Phase 1 stays around 50% below TC, 

consistent with the single-crystal DS results in which the 

M-point intensities remain almost unchanged after the M-

type structure is stabilized (Fig. 2(e)/ Fig. 2(f)). 

Long-range structural models with the same in-plane 

arrangements as the PDF-fitted Phase 1 (space group Pc) 

and Phase 2 (space group Cm) were constructed and 

Rietveld-refined [47] with high-resolution neutron powder 

diffraction HRPD data at 200°C for PbZr0.94Ti0.06O3. Note 

that from total scattering data (Fig. S3 of the Supplemental 

Material), both the local and average structures of 

PbZr0.95Ti0.05O3 and PbZr0.94Ti0.06O3 in the IM state are 

similar. The fitted structural models and the conversion 

relationship from the monoclinic to pseudocubic unit cells 

are shown in Table II. The result of the fitting is shown in 

Fig. 5(c) and Fig. S4 of the Supplemental Material, in 

which the Bragg and the M-point intensities were 

successfully reproduced. In Phase 1, both the in-plane 

antiparallel Pb2+ displacements and oxygen tilts introduced 

X-ray PDF refinement of PbZr0.95Ti0.05O3 at 210°C, Reduced χ2: 6.34% 

Phase 1    Phase 2 

Unit-cell volume (Å3): 293.0(8) Unit-cell volume (Å3): 283.7(6) 

a (Å) c (Å) γ(o) scale (%) a (Å) c (Å) γ(o) scale (%) 

8.291(9) 4.262(8) 89.5(5) 50(2) 8.257(7)  4.162(6)  89.0(2) 50(2) 

Atoms x y z Atoms x y z 

Pb1 0.235(5) 0.235(5) 0.6(1) Pb5 0.247(5)  0.247(5) 0.60(1) 

Pb2 0.272(5) 0.772(5) 0.6(2) Pb6 0.236(6) 0.736(6) 0.56(3) 

Pb3 0.772(5) 0.272(5) 0.6(2) Pb7 0.736(5) 0.236(5) 0.56(3) 

Pb4 0.735(5) 0.735(5) 0.6(1) Pb8 0.735(4) 0.735(4) 0.54(2) 

 

Table I. Short-range structural parameters obtained from X-ray PDF refinement (3–12.9Å) of PbZr0.95Ti0.05O3 ceramic 

powder. 



by the c-glide plane (along the ymonoclinic direction) were 

refined. The refinement results show that O2/O3 fractional 

displacements resulting from in-phase tilts are 0.007(2), 

smaller than the antiparallel Pb2+ displacement value 

0.0136(9). This suggests that the significant contribution to 

M-point intensities is the Pb2+ displacements, with some in-

phase tilts present. In our refinement, Pb2+ displacements 

along zmonoclinic are almost zero, indicating that the Pb2+ 

cations are indeed antiparallel on {110}pc plane in the 

average structure. Some HR-TEM results on other PZ-

based doping systems [16] show that in specific local 

regions, Pb2+ cations deviate from the {110}pc plane with 

non-zero zmonoclinic displacements, which is also allowed in 

space group Pc. The refined scale ratio of Pc and Cm 

phases is around 1:1, similar to the PDF analysis results. 

Since it is difficult to observe other superstructure 

reflections from powder diffraction data (such as IC 

points), we deduce that the real structure in the IM state 

consists of the long-range correlated Phase 1 and Phase 2 

with about the same proportion, and several short-range 

correlated superstructure components.   

In the PDF and Rietveld refinement results, the out-of-

plane components (along zpc) of the displacements are 

rather large. This indicates that both length and correlation 

of the out-of-plane displacements increase from zero when 

the structure changes from AFE to IM during heating. This 

is similar to that suggested by Teslic et al. [15]. At the same 

time, the correlated out-of-plane displacements give rise to 

a net polarization, which determines the ferroelectric nature 

of the IM state, even though in Phase 1 the in-plane 

displacements are antiparallel. Also, the fact that the cation 

displacements have different in-plane and out-of-plane 

projections further confirms the existence of monoclinic 

instead of rhombohedral symmetry in the IM state.  

In our average structural refinement, both phases are 

close to being metrically rhombohedral as the apc, bpc, and 

cpc values are closely similar (Table II). However, the 

polarization directions are not along <111>pc but may rotate 

on (or near) the {110}pc plane. With multiple local 

components, similar lattice parameters conveniently allow 

domains to coexist at multiple length scales. In the IM state, 

the optical orientation from the BIM experiments is only 

slightly away from 45° on the {001}pc plane. This reflects 

the pseudo-rhombohedral nature of the crystal, and the 

determinations of an intermediate rhombohedral symmetry 

in the past probably relied on measurements of the lattice 

parameters [3] rather than on the crystal structure. 

However, our short- and long-range structural refinements 

show no three-fold symmetry axis as far as atom 

displacements are concerned. The existence of low-

symmetry monoclinic phases potentially leads to high 

piezoelectric properties at high temperatures for the 

compositions near pure PZ, similar to what is known in the 

MPB region [48,49]. 

D. DFT calculations 

To gain further support for the proposed structures of IM 

phases 1 and 2, we have performed quantum mechanical 

structural optimizations for pure PZ using density 

functional theory (DFT). As the first step, the Pb-shift 

configuration characteristic for the IM Phase 1 (Fig. 5(d)) 

was relaxed with the conjugate-gradient method, effectively 

treating only atoms that were moved from their cubic 

symmetry positions. This has resulted in a Pma2 structure 

(Table III) with energy 99 meV/formula unit (meV/fu) 

above the Pbam ground state compared with 305 meV/fu in 

the cubic state. All atoms were then set to relax freely, 

ending with an atomic configuration of Pc symmetry (Table 

III) with distinct in-phase octahedral tilts and energy 61 

Table II. Long-range structural parameters from Rietveld refinement of high-resolution neutron diffraction data with 

PbZr0.94Ti0.06O3 ceramic powder at 200°C. The atom positions are in the monoclinic settings. 

Rietveld refinement of PbZr0.94Ti0.06O3 at 200°C, rwp: 2.83%, rp: 2.89% 

Phase 1(Pc)   scale: 48(1)%   rBragg: 0.84% Phase 2(Cm)   scale: 52(1)%   rBragg: 0.75% 

Lattice vectors:  

�⃑�m = 𝑐pc, �⃑⃑�m =�⃑�pc - �⃑⃑�pc, 𝑐m = �⃑�pc + �⃑⃑�pc 

Lattice vectors:  

�⃑�m= �⃑�pc + �⃑⃑�pc,�⃑⃑�m =�⃑⃑�pc - �⃑�pc,𝑐m = 𝑐pc 

am (Å) bm (Å) cm (Å) β(o) am (Å) bm (Å) cm (Å) β(o) 

4.15578(6) 5.8631(1) 5.8817(1) 89.779(1) 5.8811(1) 5.8627(2) 4.1521(2) 89.788(2) 

apc(bpc)(Å) cpc (Å) α (β) (o) γ(o) apc(bpc)(Å) cpc (Å) α (β) (o) γ(o) 

4.15240(6) 4.15578(6) 89.8433(8) 89.818(2) 4.15208(6) 4.1521(2) 89.850(1) 89.821(2) 

Atoms x y z Atoms x y z 

Pb 0.014(7) 0.7636(9) 0.005(7) Pb -0.002(1) 0 0.064(4) 

Zr(Ti) 0.513(8) 0.2509(6) 0.005(4) Zr(Ti) 0.483(2) 0 0.564(3) 

O1 0.029(8) 0.25 0.027(4) O1 0.4240 (7) 0 -0.018(2) 

O2 0.477(6) 0.507(2) 0.243(2) O2 0.228(3) 0.246 (2) 0.547(9) 

O3 0.5 0.007(2) 0.257(2)     

 



meV/fu. This energy is lower than any of the non-tilted 

phases (lowest in our calculation – in agreement with 

Íñiguez et al. [23] – is the R3m phase with 77meV/fu). 

Multiple trials with small random oxygen atom shifts as 

initial conditions did not reveal any lower-energy tilt 

pattern compatible with the pre-optimized Pb2+ 

displacements. We also went on to optimize the IM Phase 

2, starting from the Pc structure modified by aligning all 

Pb2+ displacements (as in Fig. 5(e)). With fixed-strain 

relaxation, the Pb2+ shifts remain roughly aligned in a 

structure with small residual forces (0.02 eV Å-1) and 

energy only 3 meV/fu above Pc, but then the optimization 

process drives it back to the Pc structure. Its stability may 

depend on external factors such as Ti4+ substitution or other 

dopants.  

IV. CONCLUSIONS 

The IM state contains several local-structural 

components, including IM Phase 1, IM Phase 2, an AFE 

residue, and incommensurate structures. As exemplified 

above, these components are expected to be very close in 

energy. Their proportions in a specific composition can be 

roughly estimated by calculating the ratios among AFE, IC, 

and IM Phase 1 based on the quarter, IC, and M-point X-

ray scattering intensities. The relative proportions of IM 

Phase 1 and IM Phase 2 for compositions near x = 0.06 is 

around 1:1. This ratio may vary by further changing with 

the Ti-concentration, depending on the energy change of 

these two phases. The competition between IM Phase 1 and 

IM Phase 2 may heavily influence whether it is the AFE (x 

≤ 0.06) or FE (x> 0.06) structure that is stabilized at room 

temperature. A schematic plot of the proportions of local-

structural components as a function of temperature is 

shown in Fig. 6. It should be noted that this diagram 

corresponds mainly to the volume change of local-

structural components, and so for a large temperature range 

below TIM, several IM phases already appear in the form of 

possible local disorders. This makes the “phase boundary” 

between AFE phase and IM state indistinct at the local 

scale and different from the established PZT phase 

diagrams [28,40,43]. The estimated proportion in the figure 

is approximate because only one arbitrary superstructure 

reflection of each type was considered, and the difference 

in structure factors of different {h k l} are not taken into 

account. However, for one type of reflection, the change of 

its intensity with temperature is positively correlated to the 

volume change of its representing structure. The schematic 

plot is suitable for one particular AFE composition. With a 

small composition change, virtually the same structural 

Table III. Structural parameters from quantum 

mechanical structural optimizations for PbZrO3. 

Pma2  

Lattice vectors: 

�⃑�o = �⃑�pc - �⃑⃑�pc, �⃑⃑�o = �⃑�pc + �⃑⃑�pc, 𝑐o = 𝑐pc 

 ao (Å) bo (Å) co (Å) 

 5.87399 5.91678 4.20514 

Atoms x y z 

Pb 0.25 0.7943 0.0877 

Zr 0.25 0.2628 0.5281 

O1 0.25 0.2157 0.0032 

O2 0 0 0.4665 

O3 0 0.5 0.4672 

Pc 

Lattice vectors: 

�⃑�m = 𝑐pc, �⃑⃑�m =�⃑�pc - �⃑⃑�pc, 𝑐m = �⃑�pc + �⃑⃑�pc 

am (Å) bm (Å) cm (Å) β(o) 

4.20904 5.86585 5.86120 89.521 

Atoms x y z 

Pb 0.0668 0.7824 0.0411 

Zr 0.5238 0.2598 0.0073 

O1 0.0052 0.2376 -0.0224 

O2 0.4875 0.5484 0.1999 

O3 0.4690 0.0257 0.2692 

 

FIG. 6. Competition among local-structural 

components. Schematic diagram showing the 

proportions of local-structural components as a 

function of temperature in a typical AFE PZT 

crystal. Proportions of components at a certain 

temperature equal to the intersection of this 

diagram and a vertical line at this temperature. The 

dashed lines correspond to the cases discussed in 

Fig. 2 (b), (c) and (d), respectively.  



components should appear in the IM state, but their relative 

proportions and transition temperatures will be somewhat 

different.  

There is a particular mixture of structural components 

that can transform into one another at any specific 

temperature. Before the IM state is stabilized, we observe a 

period of intense domain wall movements (Supplemental 

Movie) optically. This may be the result of volume 

exchange among all the structural components. Small 

external stimuli or chemical modifications can induce the 

change of the metastable states for one or more 

components. This may explain the discrepancy in the 

observed behavior of the IM state among different samples, 

especially with different types of dopants or substitutions 

[8].  

In this study, we have demonstrated the existence and 

competition of several superstructure components in the 

intermediate state connecting the low-temperature AFE and 

high-temperature cubic structures. This provides 

experimental evidence for multiple-point phonon softening, 

which had been theoretically predicted [22–24] and is 

related to the room-temperature stabilization of the AFE 

mode. The monoclinic IM Phase 1 and Phase 2 are 

particularly important, as they may serve as the basis for 

several possible variants before turning into AFE or FE 

phases on cooling. Their subtle balance may be related to 

the critical Ti substitution (~ 6%), that is right on the border 

between the room-temperature AFE and FE phases and is 

also the location of a high-temperature tricritical point [40]. 

Our work demonstrates the highly complex nature of the 

crystal structures occurring near this composition. 
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