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The transition between the Néel antiferromagnet and the valence-bond solid state in two di-
mensions has become a paradigmatic example of deconfined quantum criticality, a non-Landau
transition characterized by fractionalized excitations (spinons). We consider an extension of this
scenario whereby the deconfined spinons are subject to a magnetic field. The primary purpose is to
identify the exotic scenario of a Bose-Einstein condensate of spinons. We employ quantum Monte
Carlo simulations of the J-Q model with a magnetic field and perform a quantum field theoretic
analysis of the magnetic field and temperature dependence of thermodynamic quantities. The com-
bined analysis provides evidence for Bose-Einstein condensation of spinons and also demonstrates
an extended temperature regime in which the system is best described as gas of spinons interacting
with an emergent gauge field.

I. INTRODUCTION

Symmetry-breaking phase transitions are normally de-
scribed by the Landau-Ginzburg paradigm in which the
critical point is governed by the order parameter of the
ordered phase. A notable conclusion of Landau theory is
that phase transitions between states breaking unrelated
symmetries should be first order. In the past two decades
large-scale quantum Monte Carlo (QMC) results [1–8]
have uncovered evidence of a new type of critical point
that violates this rule: the apparently continuous transi-
tion between the O(3) Néel antiferromagnet (AFM) and
the Z4 valence-bond solid (VBS) in 2D quantum mag-
nets [1]. This transition is believed to be an example
of deconfined quantum criticality (DQC), a type of non-
Landau transition where the critical point is described
not by the order parameter of either ordered phase, but
by emergent fractionalized excitations that appear only
near the DQC point (in this case spinons, S = 1

2 bosons)
[9, 10]. The critical system can be described as a U(1)
spin liquid [11].

In this paper, we extend the study of deconfined
spinons to include an external magnetic field. The field
extends the critical point to a line separating the VBS
and a field-induced Bose-Einstein condensate (BEC) [12].
As we will show, the field forces a finite density of mag-
netic excitations into the ground state and drives them
to form a BEC, which changes to an interacting gas
at higher temperatures. The low-temperature behavior
of spinons is different from magnons (the conventional
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S = 1 excitation of an AFM [13, 14]). We predict how
they will differ using a quantum field theory analysis of
spinons, including crucial dynamical gauge field that was
neglected in previous work [12]. We then compare the
theory to large-scale QMC simulations, demonstrating
an excellent match to the spinon theory and the failure
of the magnon theory. In particular, the effects of the
emergent gauge field remain large at temperatures well
above the BEC transition temperature.

Outline: The background and context for this work
are discussed along with our methods in Sec. II. Section
III contains our estimation of the BEC phase boundary.
We then describe our field theoretical approach and our
evidence for a spinon BEC and spinon gas in Sec. IV.
We have provided more detailed derivations in the ap-
pendices: in App. A we extract the parameters for our
field theory; in App. B we derive the perturbative loop
corrections to the Green’s functions and partition func-
tion; in App. C we calculate the energy predictions from
the spinon theory; In App. D we describe the symmetry
breaking and obtain dispersions of all modes; finally, in
App. E we describe the magnon theory.

II. BACKGROUND

The VBS is a nonmagnetic phase characterized by a
long-range ordered arrangement of local singlets break-
ing Z4 lattice symmetry [15–20]. VBS physics is tra-
ditionally studied in frustrated systems [21, 22], but
these suffer from QMC sign problems. Fortunately,
many aspects of frustrated systems can be mimicked
with other types of competing interactions. Here we use
the 2D square-lattice J-Q model [1], a sign-problem-free
Hamiltonian formed by augmenting a Heisenberg term
of strength J with a four-spin interaction of the form
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−QPi,jPk,l, where Pi,j is a singlet projection operator
Pij ≡ 1

4 − Si · Sj with S = 1
2 :

H = −J
∑
〈i,j〉

Pi,j −Q
∑
〈i,j,k,l〉

Pi,jPk,l + h
∑
i

Szi . (1)

Here 〈i, j〉 represents nearest neighbors and 〈i, j, k, l〉 cor-
respond to 2 × 2 plaquettes with indices arranged both
as k l

i j and j l
i k

(preserving all lattice symmetries). We
fix Q = 1 and refer to the dimensionless coupling ratio
j ≡ J/Q. For zero field, the Q term drives a transition
from Néel AFM to VBS at jc ≈ 0.045 [8, 23].

There is still some debate as to whether this transition
is truly continuous or merely weakly first order (perhaps
connecting to an inaccessible non-unitary critical point
[24]). It is nonetheless clear that the spinons are de-
confined up to a very large length scale, such that many
unconventional aspects of the DQC theory appear. Their
hallmarks can be seen in the thermodynamics at zero field
[25] as well as in the dynamical properties [11]; therefore,
deconfined spinons (as opposed to magnons) are the ap-
propriate degrees of freedom to describe this transition.
Our approach using an external field has several advan-
tages: the field allows for direct control of the density of
magnetic excitations and thus allows for the formation of
a BEC. Furthermore, the field alters the dispersion of the
low-lying modes, thereby producing much clearer signa-
tures of deconfinement in the leading-order temperature
dependence than in the zero-field case [25].

Methods—Our numerical results were generated using
the stochastic series expansion QMC method [26] with
directed loop updates [27] and β-doubling [28] based on
a method used in our previous work [29–31]. These tech-
niques are described in a detailed manner for the specific
model considered here in Ref. 32.

III. BEC PHASE BOUNDARY

The magnetic field forces a nonzero density of magnetic
excitations into the ground state. At low temperature,
these excitations form a BEC. Strictly, no long-range
order is formed at T > 0 as this is prohibited by the
Mermin-Wagner theorem, so this state may not meet the
most stringent definition of a BEC. However, the quasi-
BEC state is still a ‘stiff’ state as demonstrated in Fig. 1.
Above TBEC(h), defined as per Fig. 2, the excitations
have the character of a gas. An important aspect of our
work is also to understand the nature of this interacting
gas.

In terms of the spin lattice model [Eq. (1)] the tran-
sition between quasi-BEC and gas is analogous to the
Berezinkii-Kosterlitz-Thouless (BKT) transition in the
2D classical XY model [33], since the external field ex-
plicitly breaks the full SU(2) rotational symmetry of the
spins to in-plane ‘XY’ symmetry [32, 34–38]. The J-Q
model under applied field is related to the anisotropic
J-Q model; hosting the same rotational symmetries, but
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FIG. 1. Finite size scaling of the stiffness ρs(T, h) from QMC
simulations with j = jc = 0.045 for (a) h = 0, (b) h = 0.3, (c)
h = 0.6 and (d) h = 1.0. Error bars are omitted for clarity but
are smaller or equal to the markers. The black lines show the
Nelson-Kosterlitz criterion, Eq. (2). Note the non-monotonic
size dependence at low T in (b) and (c).
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FIG. 2. Phase diagram of the J-Q model in the h-T
plane with j = jc = 0.045. Triangles represent the QMC
values of TBEC(h) extracted from ρs. Fine lines represent
phase boundaries based on the field theoretic solution to
∆T (hc)− µhc = δ, as defined by Eq. (14), with each curve
based on a different δ ∈ {10−6, 10−4}; the predicted tran-
sition temperature decreases as δ decreases (see Sec. IV B).

lacking particle-hole symmetry. The XY → Z4 transi-
tion in the anisotropic J-Q model has also been shown
to be direct and continuous (or possibly weakly first or-
der), and therefore is also amenable to a spinon treatment
[11, 39, 40].

We determine TBEC(h) using the spin stiffness ρs,
which measures the energy cost of a long-range twist
about the Sz axis [26, 32]. We show finite size scaling of
ρs(T, h) near the DQC point in Fig. 1 for h = 0, 0.3, 0.6, 1.
For h = 0, there is no BEC and ρs vanishes as L → ∞.
For h = 0.3, ρs is finite as L → ∞, reflecting onset of a
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stiff phase, but the finite size scaling is nontrivial; as a
function of L, ρs(h 6= 0) first decreases and then increases
towards an asymptote. This behavior reflects the com-
petition between the effects of finite size and finite tem-
perature pushing the system towards the different phases
near the multicritical point. For higher fields this non-
monotonic behavior is less prevalent. For all h 6= 0 the
finite size effects quickly become unimportant at larger
sizes.

We determined TBEC(h) using the Nelson-Kosterlitz
criterion,

ρs(TBEC) =
2TBEC

π
, (2)

which governs the onset of a BKT transition [41, 42]. We
plot Eq. (2) as a black line in Fig. 1. To minimize error,
we fit a polynomial to our QMC results ρs(T, h) in the
region around in crossing with Eq. (2) and then solve the
polynomial for TBEC(h). The results of this procedure,
TBEC(h) for L = 32, 64, are presented in Fig. 2 (along
with field theory estimates of the crossover temperature,
described in Sec. IV B). Although the finite-size effects
have not completely converged by L = 64, they are suf-
ficiently converged for our purposes here, which require
only a rough estimate of the boundary between the BEC
regime and the gas regime. From the presence of this stiff
phase we conclude that there is a BEC of magnetic exci-
tations (of some kind) for T < TBEC(h). This approach
cannot a priori tell us whether the condensing excita-
tions are spinons or conventional magnons. For that, we
turn to a field theory description of spinons.

IV. RESULTS

We adopt a bosonic field theory approach and work
directly with deconfined spinon excitations in a (2 + 1)d
quantum field theory. In the Lagrangian, spinons (z)
are minimally coupled to a deconfined U(1) dynamical
gauge field (aν) [9, 10] with an external magnetic field

(~h) coupled to spin, but not charge:

L =L[z] + L[aν ] + L[z, aν ], (3)

L[z] ={∂tz† + iµz†(~σ · ~h)}{∂tz − iµ(~σ · ~h)z}

− c2(∇z†)(∇z)−∆2
0z
†z − α

2
(z†z)2,

L[aν ] =− 1

4
FµνFµν ,

L[z, aν ] =ieaν(z†∂νz − ∂νz†z)− e2aνa
νz†z

+ µe(~σ · ~hz + z†~σ · ~h)aν ,

where µ = 1/2 is spin of the spinon, ∆0 is the T = 0
spinon mass, and c is the spinon velocity (which also
applies to the gauge field). In (2 + 1)d, the indices
µ, ν = 0, 1, 2, and the coupling constants have dimensions
of energy: α = α̃Λ, e2 = ẽ2Λ such that α̃, ẽ are dimen-
sionless couplings and Λ is an infrared energy scale. This
scale is Λ = ∆0 in the gas, and Λ = µh in the BEC.
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FIG. 3. BEC of spinons for T < TBEC(h). Colored • are
QMC results for E(T, h)+offset compared to the field theory
predictions for a BEC of spinons (solid line) and a BEC of
magnons (broken line). The points E(TBEC, h), E(2TBEC, h)
are marked with �, ◦ respectively. Theory lines are numer-
ically exact; QMC results’ error bars are smaller than the
markers.

For the spinon velocity we use the previously extracted
value (c = 2.42, converted to our units from Ref. 23).
The remaining phenomenological field theory parame-
ters are determined by fitting to our own QMC results
(see App. A). We determine dimensionless coupling ratios
{α̃, ẽ} = { 2

3πc
2(0.32), 0.75c} by fitting to the QMC con-

densate energy (as a function of magnetic field) [43] and
magnetic susceptibility (as a function of temperature).
Obtaining {α̃, ẽ, c} fixes all free parameters.

A. Spinon BEC

For T < TBEC the Lagrangian [Eq. (3)] describes a
BEC-like phase with order parameter, condensate energy,
and magnetization given by

ρ2 ≡ z†0z0 =
µh

α̃
, E0 = −µ

3h3

2α̃
, 〈m〉 = −∂E0

∂h
, (4)

respectively. Because we are at the DQC point, we ex-
plicitly set the spinon mass ∆ = ∆0 = 0. The spinon
BEC has five modes:

ω2
1 = 3µ2h2 + c2k2 −

√
(3µ2h2)2 + 4µ2h2c2k2,

ω2
2 = 3µ2h2 + c2k2 +

√
(3µ2h2)2 + 4µ2h2c2k2,

ω2
3 = 2µ2h2 + e2ρ2 + c2k2 −

√
(e2ρ2 − 2µ2h2)2 + 4µ2h2c2k2,

ω2
4 = 2µ2h2 + e2ρ2 + c2k2 +

√
(e2ρ2 − 2µ2h2)2 + 4µ2h2c2k2,

ω2
5 = c2k2 + 2e2ρ2. (5)

As a function of applied magnetic field, all five modes
are continuous across the BEC transition, as expected
for a second order transition. There are two pure spinon
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modes unaltered by the gauge field: ω1, a gapless linear
Goldstone mode and ω2, a gapped mode. ω3 and ω4 are
hybrid spinon-gauge modes, with gaps given by

∆3 =

{√
2eρ, e2ρ2 < 2µ2h2,

2µh, e2ρ2 > 2µ2h2.
(6a)

∆4 =

{
2µh, e2ρ2 < 2µ2h2,√

2eρ, e2ρ2 > 2µ2h2.
(6b)

There is always one gap of 2µh and a second of
√

2eρ,
but which mode (ω3 or ω4) has which gap depends on the
relative magnitude of e2ρ2 and 2µ2h2 (this is a result of
the anti-crossing behavior of the coupled modes). Finally,
ω5 is a gauge mode which is gapped by the Anderson-
Higgs mechanism.

We have gone beyond our previous work [12] by in-
cluding coupling to a U(1) gauge field in our field theory.
The previous study assumed this field to be unimpor-
tant because it is not necessary to describe the zero-field
behavior [25]. In fact, the gauge field dramatically al-
ters the modes, most importantly by destroying the gap-
less quadratic mode. The new hybridized spinon-gauge
mode (ω3) has a small gap (compare to ω1k in Eq. (8) of
Ref. 12). As we will show, this changes the leading-order
temperature dependence of the thermodynamic energy
from E ∝ T 2 to E ∝ T 3 as T → 0.

We obtain the energy in the predicted modes from the
partition function E(h, T ) = −T 2∂T lnZ. The dominant
energy contributions in the spinon BEC come from the
gapless Goldstone mode ω1 and the almost-gapless hybrid
spinon-gauge mode ω3. Since neither of these modes are
quadratic, there is no anomalous leading-order tempera-
ture dependence E ∝ T 2 as T → 0 [12].

Deep in the BEC phase, both the spinon and magnon
theories host a single (linear in k) Goldstone mode; de-
tails of the magnon theory are left for App. E. The linear
modes of each theory have identical effective velocity, i.e.

ω1 = ωG →

√
µ2h2 −∆2

3µ2h2 −∆2
ck =

c√
3
k, (7)

as k → 0 (using ∆ = 0 to obtain the RHS). This is ω1

of Eq. (5) for the spinon theory and ωG of Eq. (E6b) for
the magnon theory. This gapless linear mode dominates
the energy E(h, T ), and its contribution is given by

Elin(h, T ) ≈ T 3

c2
3

π
ζ(3). (8)

Hence the spinon and magnon theories approximately
coincide deep in the BEC (i.e. as T � h), as seen in
Fig. 3. Importantly, however, there are significant differ-
ences between the spinon and magnon theories near the
BEC phase transition temperature T ∼ TBEC. Here the
linear mode becomes quadratic,

ω1 = ωG →

√
2(µ2h2)2

(3µ2h2 −∆2)3
c2k2 =

√
2c2

3µh
k2, (9)

as k → 0, and again using that ∆ = 0 in the equal-
ity. This holds for both spinons ω1 and magnons ωG
[Eq. (E6b)]. The spinon theory hosts a second mode,
ω3 of Eq. (5), which becomes gapless and quadratic at
T = TBEC,

ω3 →
c2

2µh
k2, (10)

as k → 0. There is no analog of this quadratic mode in
the magnon theory. This distinguishes the two theories,
since the gapless quadratic modes are the dominant con-
tributions to the energy at T ∼ TBEC . Evaluating the
contribution from the gapless quadratic modes for the
magnon and spinon theories,

Emagnon
quad (h, T ) ≈ T 2µh

c2
π

24

3√
2
, (11)

Espinon
quad (h, T ) ≈ T 2µh

c2
π

24

(
3√
2

+ 2

)
, (12)

we see that the contribution from these modes in the
spinon theory is almost twice as large. This accounts for
much of the differences observed in Fig. 3 in the vicinity
of T ∼ TBEC.

In Fig. 3 we compare QMC results for E(T, h) to the
theory predictions for a BEC of spinons and a BEC of
magnons. Each line is offset by F (h) = −0.025h to pre-
vent the curves from overlapping. All free parameters in
the theory were fixed by fitting to other quantities, so
no fitting has been performed in this figure other than to
shift the theory curves to pass through the corresponding
QMC data at T = 0.05. We expect the BEC theory to
describe the system from T = 0 to around T ≈ TBEC(h),
above which the BEC is no longer the mean field ground
state. This is indeed what we observe.

Unfortunately, the E(T, h) predictions from the spinon
and magnon BEC theories are very similar, which makes
it difficult to draw a solid conclusion about the nature
of the excitations from the behavior of the BEC alone.
This is expected: deep within the BEC (h � T ≈ 0)
the spinons are reconfining, therefore the magnon and
spinon theories will coincide. The statistical energy is
dominated by the gapless modes, especially at low tem-
perature. Deep in the ordered phase, the spinon and
magnon theories both have a single gapless (linear) Gold-
stone mode and, therefore, have the same leading tem-
perature dependence. The differences between the spinon
and magnon BEC predictions are in the subleading terms.
Only near the transition, as the additional modes of the
spinon theory begin to soften, can one expect significant
deviation between the two theories. Indeed, in Fig. 3 we
see that near TBEC the spinon theory is a better match to
the QMC data compared to the magnon theory. In the
next section we discuss the gas regime T ' TBEC, where
the difference between the spinon and magnon theories
is more dramatic.
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Theory lines are numerically exact; QMC results’ error bars
are smaller than the markers.

B. Spinon Gas

For T & TBEC the magnetic excitations form a gas
instead of a BEC. In this phase, the condensate order
parameter (ρ2) and condensate energy (E0) vanish. There
are five modes:

ω− =
√

∆2
T + c2k2 − µh × 2, (13a)

ω+ =
√

∆2
T + c2k2 + µh × 2, (13b)

ωγ = ck, (13c)

two pairs of degenerate spinon modes (ω±), and the
U(1) gauge mode (ωγ), which in this case does not hy-
bridize with the spinon modes. Unlike the BEC, the
spinon gas modes have a T , h, and k-dependent ther-
mal mass, ∆T , due to interactions with the gauge field
and self-interactions. The gas appears when the thermal
mass ∆T > µh, as is evident from the gapless point in
Eq. (13a).

We calculate the thermal mass using a one-loop per-
turbation

∆2
T = ∆2

0(j) + Σ(∆, h, T, k), (14)

where Σ(∆, h, T, k) represents all one-loop corrections, to
order α and e2 (see Fig. 6). At the DQC point (jc) the
T = 0 spinon mass ∆0(j) vanishes, so we set ∆0 = 0 and
numerically solve the transcendental equation for ∆T [see
Eq. (C14)]. The fine black lines in Fig. 2 are field theory
estimates of the crossover temperature, each obtained by
solving the implicit equation for the spinon mass gap
∆T (hc, Tc)− µhc = δ [Eq. (14)] for a different small value
of δ ∈ {10−6, 10−4}. Solving for δ = 0 is not possible due

to the Mermin-Wagner theorem, but it is interesting to
see that the curves depend only weakly on δ and fall
close to the QMC results for the BKT transition—this
supports the notion that the spinon gas should provide a
good description of the lattice model above TBKT.

With these parameters established, we evaluate
E(h, T ) for the spinon gas, accounting for all modes
[Eq. (13)] [44]. In the relevant regime, gapless modes
dominate E(h, T ). Due to the gauge field, the spinons
have an extra gapless mode ωγ , which is not present
in the magnon description. Moreover, across the range
of fields and temperatures (T > TBEC) considered, the
system remains close the transition (∆T (h)− µh)� µh.
Therefore there are two nearly-gapless spinon modes,
ω− ≈ ck2/(2∆T ) + ∆T − µh; in contrast, a magnon gas
has just one equivalent nearly-gapless mode [Eq. (E2)].
As a result, spinon and magnon theories will exhibit
markedly different behavior for the statistical energy.
This is indeed what we find.

In Fig. 4 we plot QMC results for E(T, h)+F (h). Note
that the QMC data and offset F (h) in Fig. 4 are identical
to Fig. 3, but here we are interested in testing the theories
of magnon and spinon gases at intermediate temperature.
As before, the theory has no remaining free parameters,
so no fitting has been performed, but since the energy off-
set is not described by the field theory, we have shifted
the theory curves so that they cross the QMC energy lines
at T = 2TBEC(h). This choice of offset is somewhat arbi-
trary; we chose a simple assumption to make the analysis
more clear, but our results do not depend on the ex-
act choice of T . The spinon theory exhibits an excellent
match to the numerical results, while the magnon the-
ory is clearly incompatible. We therefore conclude that
the gas phase of the system (above the BEC) cannot be
described in terms of conventional (nonfractional) mag-
netic excitations and the excitations are indeed spinons.
This serves as additional evidence for our title claim: the
BEC is formed from these same excitations, so the BEC
must therefore be a BEC of spinons.

In both Figs. 3 and 4 we find that the spinon theory
works best for intermediate fields. For small h the density
of spinons is low; the spinon contribution to the energy is
therefore small and masked by other high-T contributions
not described by the theory. For large h, the system is too
far from the DQC transition; this low-energy description
becomes invalid and additional higher-order terms come
into play. The highest field presented in Figs. 3 and 4,
h = 0.8 is already nearly 50% of the saturation field
(and extremely high field for most materials) and the
magnetization density would be a few percent [31]. At
these densities, the spinon-spinon interactions may be
more complex, and the low-energy theory we describe
here may indeed no longer be accurate.
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V. CONCLUSIONS

We have studied deconfined quantum criticality in the
presence of a magnetic field. The field dramatically al-
ters the DQC point; breaking the global spin rotational
symmetry, it unlocks a rich multicritical point, which is
a complex intersection of Néel, VBS, and field-induced
BEC phases. Our results provide evidence that the exci-
tations in the BEC phase are indeed deconfined S = 1/2
spinons, and not conventional S = 1 magnons, thus ex-
tending the known DQC phenomenology. Our results
join a mounting body of evidence [1, 8, 11, 23, 25] that
the transition between the Néel and VBS phases is indeed
described by deconfined quantum criticality. In our case,
we do this by directly interrogating the thermodynamic
behavior of the excitations, rather than attempting to
characterize the nature of the transition (continuous or
weakly first-order). Moreover, we show that the emer-
gent U(1) gauge field plays a critical role, contrary to
expectations of Refs. 12 and 25.

This work considered only a small portion of this phase
diagram near the DQC point separating the Néel and
VBS states. Whether or not spinons remain deconfined
along the extended quantum critical line of the Néel, VBS
and BEC intersection is still an open question and war-
rants future non-perturbative studies. Combining our re-
sults with the previously-studied zero-field [25] and high-
field [31, 32] cases, we were still unable to include even
a schematic of the full T -j-h phase diagram, in part be-
cause large system sizes (requiring long simulations) are
needed to correctly extract the phase boundaries. This
topic merits further exploration both numerically and
theoretically.

Beyond the DQC context in which we have developed
our theory and simulations here, our work is also relevant
to gapless spin liquid phases, which are the subject of ac-
tive investigation both experimentally and theoretically
[45]. High-precision low-T heat capacity studies of can-
didate gapless spin liquid materials would be the most
natural way to test the BEC and spinon gas results we
have presented here.
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Appendix A: Fitting details

In order to use field theory to make predictions, we
must first determine the values of the various coupling
ratios. Fitting the phenomenological field theory param-
eters, {c,∆0, α, e}, constitutes an important part of the
present analysis. We will now describe how each param-
eter is obtained:
i) The spinon speed is known from previous studies [23]
to be c

J+Q = 2.31(5). In our units (J = 0.045, Q = 1)

c = 2.42; the spinon velocity is not expected to change
due to finite field or finite temperature effects.
ii) The spinon mass ∆2

0 ∝ j − jc, but the QMC is taken
at the QCP (j = jc) and hence ∆0 = 0.
iii) Since ∆0 = 0, the condensate energy [Eq. (4)] is
given purely in terms of µh and α = µhα̃. Comparing
with QMC data, we find α̃ = 2

3πc
2(0.32) [see Fig. 5].

iv) Using magnetic susceptibility QMC data [25] and this
QFT prediction

χ/T = µ2 1

2πc2

(
∆

T

1

1− e−∆
T

− ln
(
e

∆
T − 1

))
, (A1)

we find [Fig. 5(a)] that the linear approximation
∆(h = 0, T ) = ΘT , with Θ ≈ 0.59 quantitatively fits the
data. From this we determine ẽ = 0.75c (from here on
we take c as dimensionless).

Appendix B: Renormalization details

1. Mass renormalization

The zero-temperature spinon mass vanishes ∆0(jc) = 0
because the system is tuned to the critical point
m2

0 = µ2h2. However, at nonzero temperatures the
spinons acquire mass due to interactions with the heat
bath. We obtain this mass correction from the one-loop
correction to the spinon propagator:

Dσ(p0,p) =
i

(p0 + σµh)2 − p2 −m2
0 + iε

→ i

(p0 + σµh)2 − p2 −m2
0 − Σ

, (B1)

∆2(p, h, T ) ≡m2
0 + <Σ = <Σ1 + Σ2 + Σ3, (B2)

where Σi refer to loop corrections with notation defined
in Fig. 6(a) and < denotes real part.

Implicit in Eqs. (B1) and (B2) is integration over inter-
nal gauge field propagators; we must therefore evaluate
loop corrections to these propagators. We work in the
Coulomb gauge, and upon inclusion of the one-loop cor-
rections the propagators become

G00(p0,p) =
i

p2 + iε
→ i

p2 + Π00
, (B3)
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(a) (b)

FIG. 5. Fitting phenomenological parameters. (a) Magnetic susceptibility over temperature, χ/T : Points are QMC data
from Ref. 25; the line is Eq. (A1) taking ∆(h = 0, T ) = ΘT , with Θ = 0.59 (which produces a constant). (b) Condensate
energy vs. field at T = 0, E0(h): Points are our QMC results; the line is a QFT prediction from Eq. (4) using parameters
{α̃, c} = { 2

3
πc2(0.32), 2.42}. Everywhere we take Q = 1.

Σi
1 Σ2 Σ3

Π1 Πij
2

pi

pi

Σ0
1

p0 + σB

Π00
2

p0 + σB p0 + σB

pi

pj

p0 + σB

FIG. 6. Loop corrections to (a) the spinon Green’s function Eq. (B1), and (b) the gauge field Green’s functions Eqs. (B3)
and (B4). Labeling of external momenta is used to help define the various self energy components. Terms Π0i

2 are intentionally
omitted. In both figures we have used B ≡ µh.

(a)

(b)

Gij(p0,p) = i
δij − pipj/p2

p2
0 − p2 + iε

→ i
δij − pipj/p2

p2
0 − p2 −Πij

, (B4)

where Πµν = Πµν
1 + Πµν

2 , with Πµν
1 ,Πµν

2 as depicted in
Fig. 6(b).

We explicitly consider the renormalization due to

nonzero T ; all purely quantum corrections (i.e. ultravio-
let divergences) are implicitly taken care of by absorbing
them into redefinitions of the Lagrangian coupling con-
stants at T = 0. We do not consider ultraviolet renor-
malization any further; interested readers should consult
any standard textbook on scalar QED, e.g. Ref. 46.

2. Loop integrals at T, h 6= 0

We now evaluate the nonzero T, h contributions to the loop integrals. Consider the first diagram of Fig. 6(a) (Σ1).
Evaluating this diagram with an internal Coulomb line (i.e. using G00) gives

Σ0
1(p, h, T ) = −S1e

2

∫
d2l

(2πc)2

1

(|l− p|2 + Π00)2ω0

{
ω2

0n(ω+) + ω2
0n−(ω−)

}
+ quantum correction, (B5)

with ω± = ω0 ± µh and ω0 =
√
l2 + ∆2; n(ω) is the usual Bose factor. We have also explicitly taken the on-shell

condition p0 = 0 for the Coulomb field. The prefactor S1 = 1 is a combinatorial factor of the loop diagram. Note:
at T = 0 the magnetic field can be ‘gauged out’, and so we expect the loops to be independent of h in this limit.
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Evaluating this diagram with an internal transverse field line (i.e. internal lines correspond to Gii) gives

Σ
i(−)
1 = −S1e

2

∫
d2l

(2πc)2

4p2 sin2 θ

2ω02ω2

{
[(1 + n−)(1 + n2)− n−n2]

1

p0 − ω− − ω2 + iε
(B6)

− [n−(1 + n2)− (1 + n−)n2]
1

p0 − ω− + ω2 + iε

− [(1 + n+)n2 − n+(1 + n2)]
1

p0 + ω+ − ω2 + iε

− [(1 + n+)(1 + n2)− n+n2]
1

p0 + ω+ + ω2 + iε

}
.

Again we use ω0 =
√
l2 + ∆2, ω± = ω0 ± µh, and also define ω2 = |l− p|. The notation Σ

i(±)
1 refers to the dispersion

of the external spinon, ω(p)± =
√
p2 + ∆2 ± µh, and Σ

i(+)
1 (h) = Σ

i(−)
1 (−h). When the external momentum is taken

on-shell, i.e. p0 =
√

p2 + ∆2 + σµh, then at T = 0 we find that Σ
i(+)
1 (h) = Σ

i(−)
1 (h), which is reminiscent of ‘gauging

out’ h at T = 0.

Now consider the second diagram of Fig. 6(a) (Σ2). Evaluating this diagram with an internal Coulomb line (G00),
and a transverse gauge field line (Gii) gives

Σ0
2 = 0, (B7a)

Σi2 = S2e
2

∫
IR

d2l

(2πc)2

n(l)

l
, (B7b)

respectively. Here, the combinatorial factor is S2 = 2. The subscript IR indicates that we used an infrared cutoff to
tame the divergences of this integral. For this purpose, we take the natural infrared energy scale to be the spinon
mass, ∆. For a more sophisticated treatment of infrared divergences in non-zero temperature scalar QED we refer the
reader to Ref. 47. Finally, consider the third diagram of Fig. 6(a) (Σ3). Here we integrate over the internal spinon
propagator, which gives

Σ3 = S3α

∫
d2l

(2πc)2

1

2ω0

(
n(ω+

l ) + n(ω−l )
)
. (B8)

Again, ω±l = ω0(l)± µh and ω0(l) =
√
l2 + ∆2. The combinatorial factor is S3 = (N + 2)/2 = 3, where N = 4.

Let us now consider the loop diagrams appearing in Fig. 6(b). The first diagram is evaluated simply, and there is
no need to separate the components of the gauge field (considering only the thermal contribution)

Πµν
1 = C1gµνe

2

∫
d2l

(2πc)2

1

2ω0

(
n(ω+

l ) + n(ω−l )
)
. (B9)

The combinatorial factor is C1 = N = 4. In the second diagram, we once again separate different gauge field
components. For an external Coulomb field, and using the on-shell condition p0 = 0, we find

Π00
2 (p, h) =

C2e
2

(2πc)2

∫
d2lω0(l)

4ω0(p)
× (B10){[

1 + n(ω−l ) + n(ω−p )

ω−l + ω−p + iε
−
n(ω−l )− n(ω+

p )

ω−l − ω
+
p + iε

]
+

[
1 + n(ω+

l ) + n(ω+
p )

ω+
l + ω+

p + iε
−
n(ω+

l )− n(ω−p )

ω+
l − ω

−
p + iε

]}
,

with ω±p = ω0(p) ± µh and ω0(p) =
√
p2 + ∆2. The combinatorial factor C2 = N/2 = 2. For an external transverse

gauge field, and using p0 = |p|, we find

Πii
2 (p, h) =

C2e
2

(2πc)2

∫
d2l

2ω0(l)2ω0(p)
(l + p)2× (B11){[

1 + n(ω−l ) + n(ω−p )

|p| − ω−l − ω
−
p

+
n(ω−l )− n(ω+

p )

|p| − ω−l + ω+
p

]
+

[
−(1 + n(ω+

l ) + n(ω+
p ))

|p|+ ω+
l + ω+

p
+
−(n(ω+

l )− n(ω−p ))

|p|+ ω+
l − ω

−
p

]}
.
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Appendix C: Total energy and the partition function

1. Effective Lagrangian

In the spinon gas phase, the Lagrangian is

L[z, aµ] = (Dµz)
†(Dµz) + µhz†σ3D0z − µh(D0z)

†σ3z − (∆2
0 − µ2h2)z†z − 1

2
α(z†z)2 − 1

4
fµνf

µν , (C1)

with Dµ = ∂µ − ieaµ. The spinon condensate occurs by tuning µ2h2 > ∆2
0, for which a non-zero expectation

〈z〉 ≡ z0 develops. For our purposes, the zero-temperature spinon mass parameter is zero, i.e. ∆0 = 0, therefore the
application of any non-zero magnetic field will result in spinon condensation. However, we wish to consider non-zero
temperatures, such that a thermal spinon mass ∆(T ) > ∆0 is induced via interactions (i.e. the loop corrections in
Fig. 6). To consistently discuss the disordered phase, we must include the thermal spinon mass in the Lagrangian
such that ∆2(T ) ≥ µ2h2, otherwise the Lagrangian will describe the wrong ground state (the spinon BEC) and the
fluctuations thereof. This amounts to performing a reorganization of the perturbation theory, which we call the
effective Lagrangian approach.

To illustrate our effective Lagrangian approach, which is employed to overcome the expansion about the wrong
ground state, we consider the Lagrangian in absence of the magnetic field (purely to facilitate the presentation). We
also include the expansion of terms up to e2 which can be easily reproduced from the partition function (but we do
not present those details). We find

L = ∂µz
†∂µz + ieaµz

†∂µz − ieaµ∂µz†z −
1

4
fµνf

µν −∆2
0z
†z − 1

2
α(z†z)−e2aµa

µz†z + e2z†aµ∂µz a
ν∂νz

†z,

L ≡ LK −∆2
0z
†z − 1

2
α(z†z)2 − e2aµa

µz†z + e2z†aµ∂µz a
ν∂νz

†z, (C2)

which we reorganize as

L =LK −
[
∆2

0 − S1e
2 〈aµ∂µz aν∂νz†〉+ S2e

2 〈aµaµ〉+ S3α 〈z†z〉
]
z†z − 1

2
α
[
(z†z)2 − 2S3 〈z†z〉 z†z

]
− e2

[
C1 〈z†z〉 − C2 〈z†∂νz z†∂νz〉

]
aµa

µ − e2
[
aµa

µz†z − S2 〈aµaµ〉 z†z − C1 〈z†z〉 aµaµ
]

+ e2
[
z†aµ∂µz a

ν∂νz
†z + S1 〈aνaµ∂νz∂µz†〉 z†z + C2 〈z†∂νz z†∂µz〉 aνaµ

]
,

L =LK −
[
∆2

0 + Σ1 + Σ2 + Σ3

]
z†z − [Πµν

1 + Πµν
2 ] aνa

µ −
[

1

2
α(z†z)2 − Σ3z

†z

]
(C3)

−
[
e2aµa

µz†z − Σ2z
†z −Πµν

1 aνa
µ
]

+
[
e2z†aµ∂µza

ν∂νz
†z + Σ1z

†z + Πµν
2 aνa

µ
]
.

Here the bracket notation, e.g. 〈z†z〉, implies loop integration over the fields inside. The Lagrangian LK stands for
the purely kinetic parts. This reorganization is exact. Finally we reach the key point, the effective Lagrangian is given
by

LE = LK −
[
∆2

0 + Σ1 + Σ2 + Σ3

]
z†z − [Πµν

1 + Πµν
2 ] aνa

µ. (C4)

LE is purely bilinear in all dynamic field variables. Note: loops such as 〈z†z〉 are no longer dynamical variables, just
numbers. In the main text, the quasiparticle dispersions are obtained directly from LE in the disordered spin gas
phase, and importantly this method is entirely equivalent to the normal Dyson summation of loop corrections to the
Green’s functions.

2. Total energy

The bilinear effective Lagrangian LE [Eq. (C4)] is a consistent means to obtain the quasiparticle dispersions.
However, when one wishes to consider the total energy of the system, simply summing over all modes with renormalized
dispersion obtained from LE [Eq. (C4)] is not equivalent to the standard perturbative expansion of the partition
function. One must still perform a perturbative expansion, but now in the shifted interaction Lagrangian:

LI = −
[

1

2
α(z†z)2 − Σ3z

†z

]
−
[
e2aµa

µz†z − Σ2z
†z −Πµν

1 aνa
µ
]

+
[
e2z†aµ∂µza

ν∂νz
†z + Σ1z

†z + Πµν
2 aνa

µ
]
. (C5)
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Ξ1 Ξ2 Ξ3

Σ3 Σ2 Π1

Σ1 Π2

FIG. 7. Loop corrections to the partition function lnZ [Eq. (C6)] due to the interaction terms in lnZI . (a) The standard par-
tition function loop corrections with interactions taken from Eq. (C2). (b) The additional corrections due to the reorganization
of the perturbation theory, Eq. (C3). Here the loops traced by red lines are the self-energy loops appearing in the reorganized
interaction Lagrangian, Eq. (C5).

(a)

(b)

These terms contribute to the partition function expansion to the same order in the coupling constants, i.e. α and
e2. All in all, the partition function is expanded in the usual way,

lnZ = lnZE + lnZI . (C6)

ZE is the partition function with LE [Eq. (C4)], which is straightforward to evaluate since it is bilinear in the fields,

lnZE = −V
5∑
i=1

∫
d2k

(2π)2
ln

(
1− e

−ωik
T

)
, (C7)

where the index i labels the five different modes. On the other hand, ZI contains the interactions LI [Eq. (C5)], and
cannot be evaluated exactly. Instead, we use the usual perturbative expansion

lnZI =
1

ZE

∫
[Dz†][Dz][Daµ]e

∫
LELI ≡ 〈LI〉 . (C8)

Upon substituting the reorganized interaction Eq. (C5), we find

lnZI
βV

=
1

2
α 〈(z†z)2〉+ e2 〈aµaµz†z〉 − e2 〈z†aµ∂µzaν∂νz†z〉 − Σ3 〈z†z〉 − Σ2 〈z†z〉 −Πµν

1 〈aνaµ〉+ Σ1 〈z†z〉+ Πµν
2 〈aνaµ〉 ,

= −1

2
α 〈(z†z)2〉 − e2 〈aµaµz†z〉+ e2 〈z†aµ∂µzaν∂νz†z〉 ≡ −(Ξ1 + Ξ2 + Ξ3), (C9)

where β and V are the inverse temperature and spatial volume. The top line of Eq. (C9) contains all diagrams shown
in Fig. 7: the first three terms on the RHS correspond to the diagrams of Fig. 7(a); the next five terms on the RHS
correspond to the diagrams of Fig. 7(b). However, we see from the bottom line of Eq. (C9) that after cancelation we
are left with just the negative sum of the diagrams of Fig. 7(a).

An expression for all loop diagrams in Fig. 7 can be deduced from our expressions in App. B 2:

Ξ1

βV
=

1

2
α(N + 2)

[∫
d2l

(2πc)2

1

2ω0
(n(ω+

l ) + n(ω−l ))

]2

, (C10)

Ξ2

βV
=

1

2
e2N

[∫
d2l

(2πc)2

1

2ω0
(n(ω+

l ) + n(ω−l ))

] [∫
IR

d2l

(2πc)2

n(l)

l

]
, (C11)

which are straightforward multiplicative loops. However, for Ξ3 we must perform a non-trivial contour integration:

Ξ3

βV
= S1e

2

∫
d2ld2p

(2πc)2

4p2 sin2 θ

2ωp2ωl2ωl−p

∫ β

0

dτ
{[

(1 + n(ω−p ))e−ω
−
p τ + n(ω+

p )eω
+
p τ
]
× (C12)[

(1 + n(ω−l ))e−ω
−
l τ + n(ω+

l )eω
+
l τ
] [

(1 + n(ωγl−p))e
−ωγl−pτ + n(ωγl−p)e

ωγl−pτ
]}

.

Here ω±p = ω0(p) ± µh and ω0(p) =
√
p2 + ∆2, while ωγp = p (with c = 1) is the dispersion of the U(1) gauge

field. Integration over τ is trivial and can be performed analytically. However, this leads to a more complicated final
expression, so we opt to keep the integral in this form.
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Finally, the total energy is given by

E = −T 2∂T lnZ = V

5∑
i=1

∫
d2k

(2π)2

{
ωikn(ωik)− Tn(ωik)∂Tω

i
k

}
− T 2∂T lnZI . (C13)

We use the formulation Eq. (C13) to obtain the results in the main text.

3. Reproducing E(T ) predictions

We provide a simple means for the interested reader to reproduce our theory predictions from Figs. 3 and 4. Both
are obtained by inserting the spinon and gauge dispersions into Eq. (C13), which will be a different procedure for
each phase. For the BEC phase, we calculate the dispersions explicitly at T = 0 which means that the dispersions are
independent of T and so ∂T -terms appearing in Eq. (C13) vanish. Substituting the dispersions from Eq. (5), Fig. 3
immediately follows.

For the spinon gas phase, we explicitly work at T > 0, which has two main effects: (i) it dramatically renormalizes
the spinon mass as well as the screening of the Coulomb component of the gauge field a0. (ii) All ∂T -terms appearing in
Eq. (C13) must be evaluated, as they give important corrections. Part (i) is a complicated procedure which amounts
to self-consistently solving for the spinon gap taking into account the loops in Fig. 6. The numerical solution for
∆(jc, h, T, k = 0) is well approximated by the following phenomenological ansatz:

∆2(h, T ) =

√
Θ2T 2e−γ

µ2h2

T2 + µ2h2, (C14)

where γ and Θ are dimensionless constants determined by fitting to be γ = 1.32 and Θ = 0.59. Hence, substituting
the gap ansatz Eq. (C14), along with the dispersions in the spinon gas phase Eq. (13), into Eq. (C13) [making use of
Eqs. (C9)–(C12)] allows one to reproduce the curves in Fig. 4.

Appendix D: Symmetry-breaking mechanism and gauge field mass generation

1. Global symmetry-breaking patterns and Goldstone counting

To discuss the global symmetries, the explicit and spontaneous symmetry breaking, and the expected number of
Goldstone modes, it is illuminating to first consider the field theory without any coupling to the U(1) gauge field (we
will reintroduce the gauge field later). The Lagrangian reads

L[z] = (∂µz)
†(∂µz) + µhz†σ3∂0z − µh(∂0z)

†σ3z − (∆2
0 − µ2h2)z†z − 1

2
α(z†z)2, (D1)

where z = (z1, z2)T , and we take ∆2
0 > 0 throughout this section.

To understand the global symmetries in the broken and unbroken phases, we introduce a matrix field

Φ =
1√
2

(
z∗2 z1

−z∗1 z2

)
, (D2)

and rewrite Eq. (D1) in terms of Φ:

L[Φ] = Tr
[
(∂µΦ)†(∂µΦ)

]
+ µhTr

[
Φ†σ3(∂0Φ)

]
− µhTr

[
(∂0Φ)†σ3Φ

]
− (∆2

0 − µ2h2) Tr
[
Φ†Φ

]
− 1

2
αTr

[
Φ†Φ

]2
.

Let us now analyze the global symmetries:

• If the external field is set to zero (h = 0) the Lagrangian is invariant under two separate SU(2) transformations:
the left and right multiplication by SU(2) matrices UL and UR, such that L[ULΦ] = L[Φ] and L[ΦUR] = L[Φ]. The
global symmetry is therefore SU(2)L × SU(2)R.

• Turning on the external field, h 6= 0, we need to check the transformation properties of the terms linear in h in
Eq. (D3). An explicit calculation shows that under separate left and right multiplication these terms transform as

Tr
[
(ULΦ)†σ3(∂0ULΦ)

]
= Tr

[
Φ†(σ3 + U†L[σ3, UL])(∂0Φ)

]
, (D3)
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Tr
[
(ΦUR)†σ3(∂0ΦUR)

]
= Tr

[
U†RΦ†σ3(∂0Φ)UR

]
= Tr

[
Φ†σ3(∂0Φ)

]
(D4)

and hence the Lagrangian is only invariant under left transformations for which [σ3, UL] = 0, i.e. UL = σ3 (up
to a normalization constant). Since there is only one symmetry generator (i.e. σ3), the left algebra is reduced to
SU(2)L → U(1)L. On the other hand, for right transformations we see (using cyclic property of the trace) that the
full SU(2)R remains. Hence the presence of the magnetic field h 6= 0 acts to explicitly break the global symmetry:
SU(2)L × SU(2)R → U(1)L × SU(2)R.

• When Bose condensation occurs, i.e. µ2h2 ≥ ∆2
0, the symmetry is spontaneously broken

down to U(1)L × SU(2)R → U(1). Finally, simple Goldstone counting would say that there are
[U(1)× SU(2)/U(1)] = 1 + 3− 1 = 3 Goldstone modes. However, Ref. 12 shows that only two Goldstone modes
arise—one linear and one quadratic. The presence of a quadratic Goldstone mode leads to different counting rules
and we refer the reader to the original work [48].

• Including the gauge field aµ gauges out a global U(1) symmetry and reduces the number of Goldstone modes.
Table I summarizes the symmetry-breaking pattern and the number of Goldstone modes.

TABLE I. Global Symmetry and Goldstone Modes

Symmetric Phase Condensate Phase Condensate + Gauge Field
h = 0 h 6= 0 h = 0 h 6= 0 h = 0 h 6= 0

Global Symmetry SU(2)× SU(2) U(1)× SU(2) SU(2) U(1) U(1) –
# of Goldstone Modes 0 0 3 2 2 1

2. Properties of the spinon condensate and gauge field

We now study the spinon condensate including the gauge field, i.e. the Lagrangian L[z, aµ] [Eq. (C1)]. The spinon
condensate occurs by tuning µ2h2 > ∆2

0, and we denote the corresponding non-zero expectation 〈z〉 ≡ z0. We choose
the following parametrization

z0 =

(
cos θ2

eiφ sin θ
2

)
ρ, ρ ∈ R. (D5)

In terms of these variables, energy density is particularly simple:

E0 = ∆2
0ρ

2 +
1

2
αρ4 −

[
e2 〈a0〉2 ρ2 + 2eµh 〈a0〉 ρ2 cos θ + µ2h2ρ2

]
+ e2 〈a2〉 ρ2. (D6)

Here we use aµ = (a0,a). We can also find the classical expectation values of the gauge field from δL/δ 〈aµ〉 = 0

〈aµ〉 = −µh
e

cos θδµ,0. (D7)

Substituting this back into the energy density, we find

E0 =
(
∆2

0 − µ2h2 sin2 θ
)
ρ2 +

1

2
αρ4, (D8a)

ρ2 =
µ2h2 sin2 θ −∆2

0

α
. (D8b)

From here we see that the spinon condensate takes the preferred direction θ = π/2—i.e. zero density of the gauge
field, 〈a0〉 = 0.

3. Spinon and gauge field fluctuations within the condensate

In this section we write the Lagrangian in terms of real field variables. We include fluctuations of the spinon
condensate via the following parametrization

z = eiπsσs/ρ
(

1
1

)
ρ+H√

2
≈
(
ρ+H + iπ1 + π2 + iπ3

ρ+H + iπ1 − π2 − iπ3

)
1√
2
, (D9)
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such that πs, s = 1, 2, 3 are the phase fluctuations (related to Goldstone modes), H is the amplitude fluctuation, and
σs are Pauli matrices. All fields are real.

First we consider the potential, which depends only on the H-mode. Using |z|2 = (ρ+H)2 and ρ2 = (µ2h2−∆2
0)/α

we get

LPotential = −(∆2
0 − µ2h2)|z|2 − 1

2
α|z|4 ⇒ −2αρ2H2 − 1

2
α
(
4ρH3 +H4

)
, (D10)

where the “⇒” sign is used because irrelevant linear-in-H terms are excluded (they are removed by the equations of
motion). Next we consider the second order derivatives and rewrite in the real field variables:

LQuad = |Dµz|2 ≈
∣∣∣∣ i√2

(
∂µπ1 + ∂µπ3 − aµρ
∂µπ1 − ∂µπ3 − aµρ

)
+

1√
2

(
∂µπ2 + ∂µH
−∂µπ2 + ∂µH

)∣∣∣∣2 , (D11)

= (ã0ρ)2 − (ãρ)2 + (∂µπ2)2 + (∂µπ3)2 + (∂µH)2.

Above ∂2
µ = ∂2

0 − c2∇̄2. Now we see that the gauge choice,

ãµ = ∂µπ1/ρ− aµ, (D12)

acts to remove π1 kinetic energy. Next we rewrite the first order derivatives in the real field variables, and find

LLin = µhz†σ3D0z − µh(D0z)
†σ3z = 4µhπ3∂0H − 4µhã0ρπ2. (D13)

Here we have invoked the gauge choice Eq. (D12). Finally we obtain the full Lagrangian:

L = LQuad + LLin + LPotential + LMaxwell,

L = (∂µπ2)2 + (∂µπ3)2 + (∂µH)2 + 4µhπ3∂0H − 4µhã0ρπ2 − 2αρ2H2 − 1

2
α
(
4ρH3 +H4

)
+ ã2

µρ
2 − 1

4
f̃µν f̃

µν . (D14)

We see that the {ãµ, π2} and {π3, H} sectors are decoupled from each other. Comment 1: Here the gauge charge is
set to unity e = 1. At the end of the calculation, factors of e will be reinstated. Comment 2: Including e we find that
all fields have dimension [a] = [H] = [ρ] = [πi] = 1/2, and the charge itself has dimension [e] = 1/2. Meanwhile, the
interaction constant has dimension [α] = 1.

4. Equations of motion and dispersions

We now present the spectra of all modes, which provide insight into the physical origin of each of the real field
fluctuations {π1, π2, π3, H}.

a. Higgs/Goldstone {H,π3} Sector

The dispersions of the π3, H modes are

ω1 =

√
3µ2h2 −∆2

0 + c2k2 −
√

(3µ2h2 −∆2
0)2 + 4µ2h2c2k2 →

√
µ2h2 −∆2

0

3µ2h2 −∆2
0

ck (at k → 0), (D15)

ω2 =

√
3µ2h2 −∆2

0 + c2k2 +
√

(3µ2h2 −∆2
0)2 + 4µ2h2c2k2 →

√
6µ2h2 − 2∆2

0 (at k = 0). (D16)

To obtain these results, we work at tree-level, i.e. we exclude the higher than quadratic terms in the potential LPotential

of Eq. (D14).

b. Goldstone/precession {π1, π2} sector

Looking first at {π1, π2} in the absence of a gauge field:

L[π1, π2] = (∂µπ1)2 + (∂µπ2)2 + 2µh(π1∂0π2 − π2∂0π1). (D17)
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This sector gives the quadratic Goldstone mode and one of the Higgs-type modes (a precession mode):

ωk =
√
c2k2 + µ2h2 ± µh. (D18)

Now we consider the gauge field and explicitly insert the gauge charge, e. First we note that in the disordered phase,
gauge field only admits one mode, with dispersion ω = ck. Due to the condensate, the gauge field acquires a “mass”
term in the Lagrangian ã2

µe
2ρ2, i.e. the Meisner effect for the emergent gauge field. In addition to the gauge field

becoming massive, it also admits another mode. To proceed, we work in the Coulomb gauge ∇̄ · a = 0, and therefore
we do not continue with the Goldstone absorption choice ãµ = ∂µπ1/ρ− aµ. Explicitly the Lagrangian is

L[π1, π2] =(∂µπ1)2 + (∂µπ2)2 + 2µh(π1∂0π2 − π2∂0π1 + π2a0ρ) + a2
µρ

2 +
1

2
(∇̄a0)2 +

1

2
(∂0a)2 − 1

2
(∇iaj)2. (D19)

We then Fourier transform and rewrite in matrix form:

L =

π1

π2

a0

T  ω2 − c2k2 2iµhω ieρω
−2iµhω ω2 − c2k2 2eµhρ
−ieρω 2eµhρ 1

2c
2k2 + e2ρ2

π1

π2

a0

+
1

2
aT (2e2ρ2 + c2k2 − ω2)a. (D20)

It is now straightforward to diagonalize the Lagrangian and obtain the dispersions. From the a sector of the
Lagrangian, we obtain the gapped gauge field:

ω5 =
√
c2k2 + 2e2ρ2 →

√
2eρ (at k → 0). (D21)

From the {π1, π2, a0} sector, we find that the precession and gapped Goldstone modes become

ω3,4 =

√
∓
√

(e2ρ2 − 2µ2h2)
2

+ 4µ2h2c2k2 + 2µ2h2 + e2ρ2 + c2k2. (D22)

Which have gaps:

∆3 =

{√
2eρ, e2ρ2 < 2µ2h2,

2µh, e2ρ2 > 2µ2h2.
(D23a)

∆4 =

{
2µh, e2ρ2 < 2µ2h2,√

2eρ, e2ρ2 > 2µ2h2,
(D23b)

Appendix E: Magnon theory

In this appendix we present the derivations for the magnon dispersions and mass renormalization in order to
explain the predictions for the statistical energy of magnon BECs and gases in Figs. 3 and 4, respectively. Original
considerations can be found in Refs. 13 and 14, and more extensive discussions in Ref. 49. The quantum phase
transition between ordered and disordered phases is described by an effective field theory with the Lagrangian

L =
1

2
(∂t~ϕ− ~ϕ× µ~h)2 − 1

2
(~∇~ϕ)2 − 1

2
m2

0~ϕ
2 − 1

4
α0~ϕ

4. (E1)

Here, the vector field ~ϕ describes staggered magnetization, ~h is an external applied field, the magnetic moment is
µ = 1/2, and we set gµB = c = 1.

1. Disordered magnon gas

In the disordered phase, we can use the Euler-Lagrange equation and Eq. (E1) to find the dispersion:

ωσ =
√
k2 +m2

Λ,σ + σµh, (E2)



15

with σ = ±. In this phase, we consider the renormalization of the mass term. Let us denote by V the part of the
Lagrangian [Eq. (E1)] independent of derivatives. We then use Wick decoupling of the interaction term 1

4α0~ϕ
4 in

the single-loop approximation to find

m2
⊥(T, h)− µ2h2 =

∂2V
∂ϕ2

x

= m2
0 − µ2h2 + 3α0 〈ϕ2

x〉+ α0 〈ϕ2
y〉+ α0 〈ϕ2

z〉

m2
⊥(T, h)− µ2h2 =

∂2V
∂ϕ2

y

= m2
0 − µ2h2 + α0 〈ϕ2

x〉+ 3α0 〈ϕ2
y〉+ α0 〈ϕ2

z〉

m2
z(T, h) =

∂2V
∂ϕ2

z

= m2
0 + α0 〈ϕ2

x〉+ α0 〈ϕ2
y〉+ 3α0 〈ϕ2

z〉 (E3)

where 〈ϕ2
x〉 is the loop integral over the Green’s function of field ϕx. We absorb the zero-temperature divergence and

consider the thermal contributions given by

〈ϕ2
x〉 = 〈ϕ2

y〉 =

∫
d2l

(2πc)2

1

ω0

(
2n(ω+

l ) + 2n(ω−l ) + n(ω0
l

)
, (E4)

〈ϕ2
z〉 =

∫
d2l

(2πc)2

1

ω0

(
n(ω+

l ) + n(ω−l ) + 3n(ω0
l

)
. (E5)

Again, ω±l = ω0(l) ± µh and ω0(l) =
√
l2 + ∆2. Such integrals can be performed exactly, but we will leave them in

this form.

2. Ordered magnon BEC

In the magnon BEC phase (h > hc(T )) the vector field is written ~ϕ = (ϕc+σ, π, z), where ϕc is the order parameter
field and fields σ and π correspond to hybridizations of the true Higgs and Goldstone modes. The field z directly
corresponds to the precession mode. The physical (diagonal) modes of the system have dispersions

ωH =

√
k2 + 3µ2h2 −m2

Λ,H +
√

4µ2h2k2 + (3µ2h2 −m2
Λ,H)2 , (E6a)

ωG =

√
k2 + 3µ2h2 −m2

Λ,H −
√

4µ2h2k2 + (3µ2h2 −m2
Λ,H)2 , (E6b)

ωz =
√
k2 +m2

Λ,z . (E6c)

Here the superscripts {H,G, z} designate the Higgs, Goldstone, and precession modes, respectively. In the limit
k → 0, we obtain

ωH →
√

6µ2h2 − 2m2
Λ,H , (E7a)

ωG →

√
µ2h2 −m2

Λ,H

3µ2h2 −m2
Λ,H

ck , (E7b)

ωz → mΛ,z . (E7c)
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