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The optical properties of triptycene molecular membranes (TMMs) under the linearly and circu-
larly polarized light irradiation have been theoretically studied. Since TMMs have the double-layered
Kagome lattice structures for their π-electrons, i.e., tiling of trigonal and hexagonal-symmetric rings,
the electronic band structures of TMMs have non-equivalent Dirac cones and perfect flat bands. By
constructing the tight-binding model to describe the π-electronic states of TMMs, we have evalu-
ated the optical absorption intensities and valley selective excitation of TMMs based on the Kubo
formula. It is found that absorption intensities crucially depend on both light polarization angle
and the excitation position in momentum space, i.e., the momentum and valley selective optical
excitation. The polarization dependence and optical selection rules are also clarified by using group
theoretical analyses.

I. INTRODUCTION

Two-dimensional (2D) atomically thin materials have
attracted significant attention owing to their unique
physical and chemical properties, which are derived
from the low dimensionality of electronic systems.1,2

Graphene3 is one of the most prominent 2D materials
which shows high carrier mobilities,4 half-integer quan-
tum Hall effect,5,6 and superconductivity.7 Owing to the
honeycomb network structure of sp2 carbon atoms,8 the
electronic states of graphene near the Fermi energy are
well described by using the massless Dirac equation and
possess conical energy dispersion at K and K ′ points of
hexagonal 1st Brillouin zone (BZ). These two nonequiva-
lent DiracK and K ′ points are mutually related by time-
reversal symmetry. The independence and degeneracy of
the valley degree of freedom owing to Dirac cones can
be used to control the electronic states, i.e., valleytron-
ics,9–13 which is analogous to spintronics and advanta-
geous for the ultra-low-power consumption electronic de-
vices. The idea of valleytronics is also applied to transi-
tion metal dichalcogenide with honeycomb structure such
as MoS2 and has been experimentally demonstrated that
the electrons in each valley can be selectively excited by
circularly polarized light irradiation.14–20

Besides the hexagonal lattice structures such as
graphene, Kagome lattice, which has the trihexagonal
tiling network, is of interest, because it also possesses
electronic energy band structure with valley structures,
together with a perfect flat energy band. Kagome lat-
tice has been the intensive research subject of theoreti-
cal studies because of its peculiar magnetic,21–24 trans-
port25 and topological properties.26–31 However, experi-
mental fabrication of Kagome lattice especially composed
of sp2 carbon atoms is considered to be difficult. Re-
cently, the bottom-up synthesis of 2D materials has been
extensively investigated. Examples of this approach are
surface metal-organic frameworks (MOFs)32 and surface
covalent-organic frameworks (COFs).33,34 It is also sug-
gested that the electronic states of 2D MOF consisting

of π-conjugated nickel-bis-dithiolene35 can be modeled
by the tight-binding model of Kagome lattice with the
spin-orbit interactions as a candidate of topological insu-
lators.36

Here, we focus on the aromatic hydrocarbon trip-
tycene37 that is the three-dimensional (3D) propeller
type structure as the building blocks of polymerized trip-
tycene molecular membranes (TMMs).38,39 There are two
types of cross-linked structure in TMMs according to the
bonding shape of each bridge, i.e., zigzag and armchair
types. The recent first-principles calculations based on
density functional theory (DFT) have shown that these
TMMs are thermodynamically stable and become semi-
conducting with multiple Kagome bands,40,41 i.e., several
sets of graphene energy bands with a flat energy band.
Especially, these multiple Kagome bands provide a good
platform of selective excitation of electrons with specific
momentum, i.e., at K and K ′ points. However, the effect
of light irradiation on the optical transition has not been
studied yet.

In this paper, we theoretically study the optical prop-
erties of TMMs under the linearly and circularly polar-
ized light irradiation. To analyze the optical properties of
TMMs, we construct the tight-binding model that faith-
fully reproduces the energy band structure obtained by
DFT, and numerically evaluate the optical absorption
intensity and valley selective optical excitation using the
Kubo formula.42,43 It is found that absorption intensity
crucially depends on both light polarization angle and the
momentum of optically excited electrons. It is also con-
firmed that the circularly polarized light irradiation can
selectively excite the electrons in either K or K ′ point.
Then, we analyze the optical selection rule of TMMs
using the group theory. From the analysis, we deter-
mine the selection rules of the absorption spectrum and
polarization-dependent transition at the high symmetric
points in 1st BZ.

This paper is organized as follows. In Sec. II, we illus-
trate the lattice structures of zigzag and armchair TMMs.
Subsequently, we construct the tight-binding model to
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FIG. 1. (a) Schematic structure of triptycene molecule. The black and white carbons indicate sp2 and sp3 carbons, respectively.
Each sp2 carbon gives one π-electron. (b) Top view of the triptycene molecule together with π-orbital at each sp2 carbons.
π-orbitals construct the triangle network drawn with green dashed lines. Schematic structure of (c) zigzag TMM and (d)
armchair TMM. The yellow shaded rhombus indicates the unit cell of TMMs. a1 = (a, 0), a2 = (−a/2,

√

3a/2) are primitive
vectors, where a = 8.92Å for zigzag TMM and a = 22.17Å for armchair TMM, respectively. The zigzag and armchair TMMs
have 18 and 54 π-electronic sites in their unit cells, respectively. (e) 1st BZ of TMMs.

calculate their electronic structures and describe the fun-
damental theoretical framework to evaluate the optical
properties of TMMs. In Sec. III, we discuss the optical
properties of zigzag TMM under linearly and circularly
polarized light irradiation. The optical properties of arm-
chair TMM is discussed in Sec. IV. Section V summa-
rizes our results. In addition, the details of the optical
selection rules for 2D Kagome lattice are given in the
Appendix A.

II. TIGHT-BINDING MODEL OF TMM

In this paper, we employ the tight-binding model to de-
scribe the π-electronic states of TMMs and study their
optical properties under the linearly and circularly polar-
ized light irradiation. The Hamiltonian for the π-orbitals
in TMMs can be given as

Ĥ =
∑

〈n,m〉
γn,m |ψn〉 〈ψm| ,

where ψm and ψn indicate the π-orbitals at m and n
sites in the unit cell, respectively. γn,m indicates the π-
electron hopping integral between m and n atomic sites.
The detailed parametrization of γn,m is given below.
Triptycene is the 3D aromatic molecule and schemati-

cally shown in Fig. 1(a). The black and white circles in-
dicate sp2 and sp3 carbon atoms, respectively. Each sp2

carbon provides one π-electron. Owing to the central sp3

carbons, three propeller wings extend toward three direc-
tions forming C3v symmetry. Since there is no π-electron
on the center of three propellers, the π-electrons con-
struct the triangle network in the triptycene. Figure 1(b)
shows the top view of triptycene molecule together with
π-orbitals. The electron hoppings within the same wing
are defined as −γ0, and those between different wings are
defined as γ1, where γ0 > 0 and γ1 > 0.

As shown in Figs. 1 (c) and (d), there are two types
of cross-linked structures of TMMs, i.e., zigzag and arm-
chair TMMs, respectively. It should be noted that both
of TMMs have C6v symmetry. Here, the magenta ar-
rows are primitive vectors, given as a1 = (a, 0) and

a2 = (−a
2 ,

√
3a
2 ), where a is lattice constant: a = 8.92Å

for zigzag TMM and a = 22.17Å for armchair TMM, re-
spectively. The yellow shaded areas are the unit cells of
TMMs. The zigzag and armchair TMMs have 18 and 54
π-electronic sites in their unit cells, respectively. Since
the corresponding reciprocal lattice vectors are given as
b1 = 2π

a
(1, 1√

3
) and b2 = 2π

a
(0, 2√

3
), the 1st BZ for

TMMs becomes the hexagonal shown in Fig. 1(e).

In zigzag TMMs, triptycene molecules are polymerized
by sharing benzene rings between neighboring molecules.
It can be understood that the π-electrons form the net-
work composed of triangle rings and even membered
rings as shown in Fig. 1 (c). The inplane network struc-
ture is resemble to the Kagome lattice, where triangle
and hexagonal-symmetric rings are alternatively spread.
Besides, this Kagome-like network forms the bilayered
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FIG. 2. (a) Energy bands structure of zigzag TMM together with corresponding DOS on the basis of tight-binding model.
Black and cyan lines in the energy band structure indicate bonding and anti-bonding states between upper and lower layers,
respectively. Note that the optical transition between black and cyan subbands are prohibited. The representative optical
transitions from the highest valence subband are named T1, T2 and T3. (b) (Left panel) Corresponding absorption spectrum
of T1, T2 and T3 optical transitions. The k-integration is performed within the whole 1st BZ. (Right panel) Same for T1, T2

and T3 optical transitions, but the k-integration is performed in the 1/3 regions of 1st BZ which separately contain M1, M2

and M3 points. Angular dependence of absorption intensity at (d) Γ, (e) M2, and (f) K2 points.

structure which can be seen in side-view. The bilayer
structure leads to bonding and anti-bonding molecular
orbitals between upper and lower layers. As shown in
Appendix A, the tight-binding model of 2D Kagome lat-
tice produces the energy band structures with graphene
energy dispersion and a perfect flat band. In actual, the
DFT calculations show that zigzag TMMs become semi-
conducting and show the energy band structures accom-
panying several sets of Kagome-like energy dispersion.
For the tight-binding model of zigzag TMMs, we use −γ0
for the electron transfer within benzene rings, γ1 = γ0/4
for triangular rings connecting benzene rings. Through-
out this paper, we set γ0 = 2.43eV. This parameter set
fairly reproduces the energy band structures of zigzag
TMMs obtained DFT calculations.

Figure 1 (d) shows the lattice structure of arm-
chair TMMs, where triptycene molecules are connected
through benzene molecules with σ-bondings. Since the
benzene molecule bridges two carbon atoms belonging to
the different layers as shown in the side-view of the struc-
ture, armchair TMM has the rippling structure. The
DFT study has shown that armchair TMM is energeti-
cally stable and semiconducting. Similar to zigzag TMM,
owing to the presence of triangle rings, armchair TMMs
also has Kagome-like energy band structures. For the
tight-binding model of armchair TMM, we use −γ0 for
the electron transfer within benzene rings, γ1 = γ0/4
for triangular rings connecting benzene rings. It is also
known that the bridging benzene rings are tilted with the
angle of π

6 from the vertical plane to the armchair mem-
brane owing to the conformation. Thus, the transfer inte-

gral for the bridging bonds is taken as −γ2(= −γ0 cos θ)
with θ = π

6 . This parameter set fairly reproduces the en-
ergy band structures of armchair TMMs obtained DFT
calculations.41

Let us briefly make the overview of theoretical frame-
work to study the optical properties of TMMs under the
linearly and circularly polarized light irradiation. The
light absorption coefficient of solid is described as

α(ω) =
ω

cn
Im[ε(ω)],

where ε(ω) is complex dielectric function. Here ω is fre-
quency of irradiation light and n is refractive index. In
addition, dielectric function ε(ω) can be related to the
dynamical conductivity σ(ω) by

ε(ω) = 1 + i
4π

ω
σ(ω).

Since the effect of external field is treated within first-
order perturbation, the dynamical conductivity can be
evaluated through Kubo formula,42,43 i.e.,

σ(ω) =
~

iS

∑

k

∑

i,f

f(E
(f)
k )− f(E

(i)
k )

E
(f)
k − E

(i)
k

∣

∣

∣e · 〈ψ(f)
k | ∇r |ψ(i)

k 〉
∣

∣

∣

2

E
(f)
k − E

(i)
k − ~ω + iη

.

=:
1

S

∑

k

∑

i,f

σ̃f,i(k, ω)

S is the area of system and E
(i)
k and E

(f)
k indicate the

eigenenergies for initial and final states for the inter-

band optical transition, respectively. ψ
(i)
k and ψ

(f)
k are
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FIG. 3. (a) (Upper panel) Optical absorption spectrum of zigzag TMM under the circularly polarized light irradiation. The
three dashed lines indicate the representative optical transition caused by T1 at M point, T2 at M point and T2+T3 at K point
from left. The integration is evaluated within the 1/6 region of 1st BZ containing K2 point. (Lower panel) The difference of
optical absorption between LCP and RCP. Dashed and solid lines correspond to the cases of k-integration for the 1/6 regions of
BZ containing K1 and K2, respectively. Since TMM preserves both time-reversal and inversion symmetries, K1 and K2 states
polarize oppositely, i.e., no net valley polarization. (b) Momentum space mapping of absorption intensity difference between
LCP and RCP, i.e., ∆α(k) for (upper panel) T1 and (lower panel) T2 transitions. (c) The distribution of dipole vector in the
momentum space for (upper panel) T1 and (lower panel) T2 transitions under the circularly polarized light irradiation. The
green and orange arrows indicate real and imaginary parts of the dipole vector, respectively.

corresponding wavefunctions obtained from tight-binding
model. The k-summation is performed within the 1st

BZ. f(E
(i)
k ) is the Fermi-Dirac distribution function for

the state of energy E
(i)
k . η is an infinitesimally small

real number. Also, e = (ex, ey) is the polarization vec-

tor of incident light and 〈ψ(f)
k | ∇r |ψ(i)

k 〉 represents the
transition dipole vector, where ∇r = (∂/∂x, ∂/∂y). For
later use, we have also defined the integrand of σ(ω) as
σ̃f,i(k, ω), which gives the momentum resolved aborption

intensity from ψ
(i)
k to ψ

(f)
k , i.e., αf,i(k, ω). This will be

used for momentum space mapping of aborption inten-
sity.
The transition dipole vector is evaluated as the expec-

tation value of group velocity,44 i.e.,

〈ψ(f)
k |∇r |ψ(i)

k 〉 = i
m

~
〈ψ(f)

k | ∂Ĥ
∂k

|ψ(i)
k 〉 .

The inner product between the polarization vector and
the transition dipole vector leads to

e · 〈ψ(f)
k | ∇r |ψ(i)

k 〉

= i
m

~

(

ex 〈ψ(f)
k | ∂Ĥ

∂kx

|ψ(i)
k 〉+ ey 〈ψ(f)

k | ∂Ĥ
∂ky

|ψ(i)
k 〉
)

.

The polarization of light can be incorporated through
the Jones vectors.45 For linearly polarized light, it is given
as

eLinear =

(

cosφ
sinφ

)

,

where φ is direction of electric field of incident light mea-
sured from x-axis. Meanwhile, for right-handed circu-
larly polarized (RCP) light irradiation, we use

eRCP =
1√
2

(

1
−i

)

,

and for left-handed circularly polarized (LCP) light, we
use

eLCP =
1√
2

(

1
i

)

.

eRCP and eLCP satisfy the orthogonality.

III. OPTICAL PROPERTIES OF ZIGZAG TMM

In this section, we consider the optical properties of
zigzag TMM under linearly and circularly polarized light
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irradiation. Figure 2 (a) shows the energy band structure
of zigzag TMM together with the corresponding density
of states (DOS) on the basis of tight-binding model. The
system is semiconducting with the direct band gap. Since
zigzag TMM has C6v symmetry same as the 2D Kagome
lattice, several Dirac cones appear at K-point. Simulta-
neously, several perfect flat bands appear owing to the
nature of Kagome lattice. If we say a set of graphene-
like bands with a flat band as a Kagome-like energy
band, as we have expected, six set of Kagome-like energy
band structures are obtained. Since zigzag TMM has
the bilayered structure, we can distinguish the energy
subbands into bonding (black line spectrum) and anti-
bonding (cyan line spectrum) subbands across the upper
and lower layers. It is noted that optical transitions oc-
cur between same types of states, i.e., the transition from
bonding (anti-bonding) to anti-bonding (bonding) states
is forbidden since the parity of the wavefunction is re-
versed with respect to the xy-plane.

1. Linearly Polarized Light

Let us closely inspect the optical properties of zigzag
TMM under linearly polarized light irradiation. To study
the details of optical selection rules, we focus on the op-
tical transition from the highest valence subband. The
representative optical transitions are named T1, T2 and
T3 indicated by red arrows in Fig. 2(a). Note that the
optical transition to cyan-colored subband is prohibited.
The left panel of Fig. 2(b) shows the incident energy de-
pendence of absorption intensity under linearly polarized
light irradiation. Only T1, T2 and T3 transitions con-
tribute optical absorption in this energy region, and k-
integration is performed in the whole 1st BZ.

The absorption spectrum shows two intensive peaks at
3.96 and 4.21 eV, which originate from the divergent joint
density of states (JDOS) owing to the saddle points of
energy band structure atM points. The first peak mainly
arises from the optical transition T1, and the second one
arises from T2.

It is noted that three non-equivalent M points con-
tribute differently to these peaks of the optical absorp-
tion spectrum. The right panel of Fig. 2(b) shows the
contributions from M1, M2, and M3 points. To sepa-
rate the contribution from each M point, k-integration
of optical conductivity is performed in the three divided
regions as shown in the inset of right panel of Fig. 2(b).
It is seen that the M2 point has the larger contribution
to the first peak thanM1 andM3, but the smaller contri-
bution to the second peak. Thus, it is possible to make a
polarization among three non-equivalent M points using
the linearly polarized light irradiation.

2. Polarization Angle Dependence at High Symmetric
k-Points

Next, we shall discuss the polarization angle depen-
dence of optical absorption intensities at Γ, M , K points
using group theory.46 Since the TMMs have similar crys-
tal symmetry with 2D Kagome lattice, the polarization
angle dependence is quite analogous to the case of 2D
Kagome lattice discussed in Appendix A in detail.
[1] Γ point: The Γ point has C6v symmetry. However,
in Kagome lattice and TMMs, the optical selection rules
are determined by C3v symmetry, because of the exis-
tence of the triangle unit in the lattice. Thus, optical
transition occurs between non-degenerate A1 state and
doubly degenerate E states. Therefore, only T1 and T2
transitions are optically active, but T3 is prohibited.
Figure 2(d) shows the polar angle dependence of light

absorption at the Γ point for T1 and T2. Since the wave-
function of zigzag TMM (not shown) has the same sym-
metry as that of 2D Kagome lattice, the T1 and T2 have
the polarization angle dependence on cosφ and sinφ, re-
spectively.
[2] M point: The M points have C2v symmetry, i.e.,
there is no degeneracy in energy dispersion at these
points. In zigzag TMM, all the wavefunctions at M
points are classified into either A or B representation,
as similar to the case of 2D Kagome lattice. The optical
transitions occur for T1 and T2. It should be noted that
T3 is not allowed because T3 connects the two states with
the same symmetry. In Fig. 2(e), the angle dependence
of linearly polarized light at M2 point is shown. We can
clearly confirm the T1 and T2 have cosφ and sinφ de-
pendence, respectively. This is consistent with the case
of 2D Kagome lattice. For M1 (M3) point, the polariza-
tion angle dependence is obtained by shifting the angle
as φ→ φ− π/3 (φ+ π/3).
[3] K point: The K points have C3v symmetry. Simi-
lar to 2D Kagome lattice, non-degenerate A1 states and
doubly degenerates E states appear atK points in zigzag
TMM. The flat band state corresponds to A1, and the
Dirac points correspond to E states. Thus, the optical
transitions are allowed between A1 and E states, i.e, T1,
and between E states, i.e., T2 and T3. However, it is
noted that the optical absorption is relatively weak com-
pared with those at Γ andM points, owing to the smaller
JDOS of Dirac cones in zigzag TMM.
The angle dependence atK points is shown in Fig. 2(f).

It is noted that the optical transition of T1 is isotropic,
which is not seen in Γ and M points. It is equivalent to
the polarization dependence of 2D Kagome lattice, see
Appendix A.
Furthermore, in TMMs, the unique optical transitions

occur between Dirac cones, which are absent in simple 2D
Kagome lattice. Similar to graphene, the Dirac cones are
expected to have the helicity. In general, the upper and
lower cones have opposite helicities even at the same K
point. The red and blue Dirac cones in Fig. 2(f) indicate
the opposite helicity. It should be noted that the optical
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FIG. 4. (a) Energy band structure of armchair TMM together with DOS on the basis of tight-binding model. The optical
transitions from the highest valence subband to lowest three conduction subbands are named T1, T2 and T3. (b) Optical ab-
sorption spectrum of armchair TMM under (left panel) linearly and (right panel) circularly irradiation. For linearly irradiation,
k-integration is performed for whole 1st BZ. There are three pronounced peaks at ~ω = 2.76, 2.84, and 2.94 eV. At right side
of the panel, it is noted that dominant optical transition and the high symmetric points where the optical transitions occur.
For circularly irradiation, k-integration is performed for the 1/6 region of 1st BZ containing K1. Momentum space mapping of
absorption intensity difference between RCP and LCP, i.e., ∆α(k) for (c) T1, (d) T2 and (e) T3 transitions.

transitions between the same (different) helicities have
the polarization angle dependence of sinφ (cosφ). Thus,
the polarization dependence of absorption spectrum at
K points has different origin from those at the Γ and M
points.

3. Circularly Polarized Light

Since zigzag TMM has the valley structures in the en-
ergy band structure, the circularly polarized light irra-
diation can selectively excite the electrons belonging to
either K1 or K2 point depending on the direction of po-
larization. Note that the present system preserves both
time-reversal and inversion symmetries, no net valley po-
larization occurs. The upper panel of Fig. 3(a) is the
absorption spectrum under the circularly polarized light
irradiation, where the k-integration has been performed
within the 1/6 region of BZ containing K2 point, see in-
set of Fig. 3(a). It can be noticed that there are two
pronounced peaks around ~ω = 3.96 and 4.21 eV, where
only the first peak shows rather large difference between
LCP and RCP. The first and second peaks correspond to
the optical transition of T1 and T2 at M point, respec-
tively. The optical transition of T1 is mainly dominated
by the electronic excitation at M and K points. How-
ever, T2 is mostly dominated by electronic excitation at
M points. The lower panel of Fig. 3(a) is the difference of
optical absorption between LCP and RCP. Since TMM
preserves both time-reversal and inversion symmetries,
K1 and K2 states polarize oppositely, i.e., no net valley

polarization.
Figure 3(b) shows momentum space mappings of ab-

sorption intensity differences between LCP and RCP,
∆α(k), for the optical transitions T1 and T2. ∆α(k)
is defined as ∆α(k) := αLCP

(f,i) (k, ω)− αRCP
(f,i) (k, ω), where

(f, i) and ω are chosen to satisfy the condition of specific
optical transition. Red (blue) region indicates strong ab-
sorption for RCP (LCP). The strong valley selective ex-
citation by circularly polarized light irradiation can be
observed for the optical transition T1. However, such
valley selective excitation becomes weak for T2. This
can be understood by inspecting the momentum space

mapping of the dipole vector, 〈ψ(f)
k | ∇r |ψ(i)

k 〉 as shown
in Fig. 3(c), where green and orange arrows indicate real
and imaginary parts of the dipole vector, respectively. As
can be seen, the real and imaginary parts are orthogonal
near the K1 and K2 points for T1, resulting in the valley
selective excitation.47,48 However, the real and imaginary
parts of dipole vector becomes parallel in the transition
T2, i.e. very weak valley selective excitation. Note that
the momentum mapping of absorption intensity for T3 is
not shown here, because of that T3 is optically prohibited
except the vicinity of K points.

IV. OPTICAL PROPERTIES OF ARMCHAIR

TMM

In this section, we briefly discuss the optical properties
of armchair TMM. For armchair TMM, we can apply the
similar optical selection rules found in zigzag TMM. How-
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FIG. 5. (a) Schematic of 2D Kagome lattice. The yellow
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3a

2
). −γ is the hopping parameter

between the nearest-neighbor sites. (b) 1st BZ. (c) Energy
band structure and DOS. The optical transition from ǫ1 to ǫ2
(ǫ3) is defined as T1 (T2).

ever, owing to the less dispersive energy band structures
of armchair TMM, rather clear valley selective optical
excitation can be observed.

Figure 4(a) shows the energy band structure of arm-
chair TMM together with the corresponding DOS on the
basis of tight-binding model. Here the titled angle is set
to π

6 . Similarly, several sets of Kagome bands are ob-
tained. Since the unit cell contains 54 atomic sites, only
subbands and DOS near the Fermi energy are shown.
Owing to the rippling structure of armchair TMMs, we
cannot decompose the energy subbands into bonding and
anti-bonding states. Similar to the case of zigzag TMM,
let us focus on the optical transition from the highest
valence subband to three lowest conduction subbands in-
dicated as T1, T2, and T3 in Fig. 4(a). Note that no val-
ley polarization occurs, because both time-reversal and
inversion symmetries are preserved.

In armchair TMM, the absorption spectrum of these
transitions has the two strong peaks around the 2.76eV
and 2.94eV in addition to one weak peak around the
2.84eV as shown in the left panel of Fig. 4(b). Here,
k-integration is performed in the whole 1st BZ. The first
strong peak and second weak peak indicate the T1 and
T2 transitions at M point, respectively. However, the
third strong peak indicates T2 and T3 transitions at K
point. In armchair TMM, the slope of energy disper-
sion for Dirac cones becomes smaller than that of zigzag
TMM, leading to faster increase of DOS near the Dirac

points. This fact induces rather strong valley selective
optical absorption at K point for ~ω = 2.94eV. Thus,
armchair TMM can generate the valley selective optical
excitation more clearly, as shown in the right panel of
Fig. 4(b). Here, k-integration is performed in the 1/6 re-
gion of 1st BZ containing K1 point, see inset of Fig. 4(b).
Certainly, the momentum space mappings of the absorp-
tion spectrum differences ∆α(k) for T1, T2 and T3 transi-
tions clearly indicate the selective excitation around the
K1 and K2 points as shown in Figs. 4(c), (d) and (e).

V. SUMMARY

In summary, we have theoretically investigated the op-
tical properties of TMMs under the linearly and circu-
larly polarized light irradiation. To analyze the opti-
cal properties of TMMs, we have constructed the tight-
binding model that faithfully reproduces the energy band
structures obtained by first-principles calculations. On
the basis of the tight-binding model, we have numerically
evaluated the optical absorption intensity and valley se-
lective optical excitation using the Kubo formula. This
approach reduces significantly the computational cost,
since the TMMs contain the large number of atoms in
their unit cells. It is found that absorption intensity cru-
cially depends on both light polarization angle and the
momentum of optically excited electrons. It has been
also confirmed that the circularly polarized light irradia-
tion can selectively excite the electrons in either K or K ′

point. Besides the circularly polarized light irradiation,
the use of second optical harmonics49 is another way to
generate the valley polarization in TMMs, which will be
studied in future. Thus, TMMs are considered to be the
good platform for the valleytronics applications. In addi-
tion, we have analyzed the selection rules of TMMs using
group theory, which shows very similar optical selection
rules to that of 2D Kagome lattice system. From the
analysis, we have determined the absorption spectrum
and polarization-dependent transition at high symmet-
ric points in 1st BZ. Our works will serve for designing
further TMMs and analyze the experimental data of the
optical absorption spectrum of TMMs.
K.W. acknowledges the financial support from Ma-

suya Memorial Research Foundation of Fundamental Re-
search. This work was supported by JSPS KAKENHI
Grant No. JP18H01154, and JST CREST Grant No.
JPMJCR19T1.

Appendix A: Selection Rule of 2D Kagome Lattice

Here we consider the electronic states of 2D Kagome
lattice and summarize the optical selection rules on the
basis of nearest-neighbor tight-binding model. Figure 5
(a) shows schematic of 2D Kagome lattice. The yellow
shaded area is the unit cell, which contains three non-
equivalent atomic sites called A, B and C. The primitive
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vectors are given as a1 = (a, 0) and a2 = (−a
2 ,

√
3a
2 ),

where a is the lattice constant. Here, we assume that each
site has a single electronic orbital and electron hopping
parameter between nearest-neighbor sites is −γ.
The Schrödinger equation for 2D Kagome lattice is

given as

Ĥkψk = ǫkψk,

where ψk = (Ak, Bk, Ck) is the wavefunction represent-
ing the amplitude at A, B and C subblattice sites in the
unit cell, respectively. ǫk is the energy eigenvalue. The
Hamiltonian is given by

Ĥk = −γ





0 1 + eiK1 1 + e−iK3

1 + e−iK1 0 1 + eiK2

1 + eiK3 1 + e−iK2 0



 .

Here, we have defined Kν = k · aν/2. with ν = (1, 2, 3),
k = (kx, ky) and a3 = −(a1 + a2). Since the recip-
rocal lattice vectors are given as b1 = 2π

a
(1, 1√

3
) and

b2 = 2π
a
(0, 2√

3
), the 1st BZ of 2D Kagome lattice becomes

hexagonal shown in Fig. 5(b). The energy eigenvalues are

given as ǫk/γ = 2,−1±
√

3 + 2
∑3

ν=1 cos (Kν). It should

be noted that the form ±
√

3 + 2
∑3

ν=1 cos (Kν) is com-

pletely identical with the form of energy band dispersion
of nearest-neighbor tight binding model for π-electrons
of graphene.
Figure 5(c) shows energy band structure and corre-

sponding density of states of 2D Kagome lattice. There
are three subbands in this system, the two lowest sub-
bands have the identical structure with that of 2D honey-
comb lattice, i.e., graphene. However, there is the perfect
flat band over the 1st BZ at ǫ = 2γ. Hereafter, we call
the energy subband ǫ1, ǫ2 and ǫ3 from lowest one to high-
est one, and corresponding wavefunctions ψ1, ψ2 and ψ3,
respectively. We also define that the optical transition
from ǫ1 to ǫ2 (ǫ3) as T1 (T2).

TABLE I. Character table of C6v

C6v E 2C6(z) 2C3(z) C2(z) 3σv 3σd

A1 1 1 1 1 1 1 z
A2 1 1 1 1 -1 -1
B1 1 -1 1 -1 1 -1
B2 1 -1 1 -1 -1 1
E1 2 1 -1 -2 0 0 (x, y)
E2 2 -1 -1 2 0 0

TABLE II. Character table of C3v

C3v E 2C3(z) 3σv

A1 1 1 1 z
A2 1 1 -1
E 2 -1 0 (x, y)

Let us discuss the optical selection rules and polar-
ization angle dependence of 2D Kagome lattice at high
symmetric k-points, i.e., Γ = (0, 0), K2 = 2π

a
(23 , 0), and

M1 = 2π
a
(0, 1√

3
).

[1] Γ point: The Γ point has C6v symmetry, which obeys
the character table of Table I. At Γ point, the eigenener-
gies are ǫ1 = −4γ, and ǫ2 = ǫ3 = 2γ. The wavefunction
is analytically given as

ψΓ
1 =

1√
3
(1, 1, 1) ,

ψΓ
2 =

√

2

3

(

−1

2
,−1

2
, 1

)

,

ψΓ
3 =

1√
2
(1,−1, 0) ,

which are schematically drawn in Fig 6(a). According to
the character table of C6v, ψ1 is A1 representation, and
the degenerate states of ψ2 and ψ3 are E2 representation.
Since the polarization vectors belong to E1 representa-
tion, the tensor product E1⊗A1 = E1 indicates that the
optical transition to E2 is not allowed. However, it should
be noted that 2D Kagome lattice contains C3v symmetry
if we take the triangle unit as the symmetry center. Ac-
cording to the character table of C3v (see Table II), ψ1 is
A1 representation, and the degenerate states of ψ2 and
ψ3 are E representation. Since in C3v the tensor product
is given as E⊗A1 = E, both of optical transitions T1 and
T2 are active. Furthermore, the basis functions for ψ1,
ψ2 and ψ3 states are given as z, y, x, respectively. The
optical transition T1 and T2 have x and y polarization,
respectively.
Since the wavefunctions are analytically obtained, we

can analytically evaluate expectation values of the optical
dipole vectors. For linear polarization, we obtain

e · 〈ψ2|∇kH |ψ1〉 = −i3
√
3a

2
√
2

sinφ,

e · 〈ψ3|∇kH |ψ1〉 = i
3a√
6
cosφ.

This polarization angle dependence is consistent with the
numerical calculations as shown in the bottom panel of
Fig. 6(a). For circularly polarization, we obtain

|eLCP · 〈ψj |∇kH |ψ1〉|2 = |eRCP · 〈ψj |∇kH |ψ1〉|2 ,

where j = 2, 3. Thus, there is no dependence on direction
of circularly polarization at Γ point.

TABLE III. Character table of C2v

C2v E C2 σv(xz) σv′(yz)
A1 1 1 1 1 z
A2 1 1 -1 -1
B1 1 -1 1 -1 x
B2 1 -1 -1 1 y
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FIG. 6. The real space distribution of wave functions for 2D Kagome lattice and (bottom panel) corresponding angle dependence
of optical absorption at high symmetric points: (a) Γ and (b) M2. Black and white circles indicate the sign of wave functions,
and the radius of circles indicates the amplitude of wave functions. Red dots indicate the inversion center (IC) of Kagome
lattice. (c) Same for K2 point. Here, the argument of complex wave function is indicated by green arrows. (d) Absorption
intensity and polarization of 2D Kagome lattice, where k-integration for optical conductivity is performed (upper panel) for
the whole 1st BZ, (middle panel) for 1/3 regions of 1st BZ containing either M1, M2 or M3 point, (lower panel) for 1/6 region
of 1st BZ containing K2 point.

[2] M point: The M points have C2v symmetry, which
obeys the character table of Table III. The eigenenegies
are ǫ1 = −2γ, ǫ2 = 0, and ǫ3 = 2γ, respectively. For
example, the wavefunctions at M2 point are given as

ψM2

1 =
1√
2
(1, 1, 0) ,

ψM2

2 = (0, 0, 1) ,

ψM2

3 =
1√
2
(1,−1, 0) ,

which are schematically shown in Fig. 6 (b). Since C2v

is 1D representation, we can define two symmetry axes
in real space. ψM2

1 , ψM2

2 , and ψM1

3 along the x (y) direc-
tion are A1, A1 and B1 (B2, A1 and A1) representations,
respectively. Note that the basis functions for B1 and
B2 are x and y, respectively. Thus, optical transition T1
(T2) is active with y (x) polarization. For linear polar-
ization, we can explicitly write the expectation value of

dipole vector as

e · 〈ψM2

2 |∇kH |ψM2

1 〉 = −i
√

3

2
sinφ,

e · 〈ψM2

3 |∇kH |ψM2

1 〉 = −i cosφ.

M2 point has mirror with respect to ky axis, however,
M1 and M3 have the mirror with respect to ky = 1√

3
kx

and ky = − 1√
3
kx, respectively. Thus, polarization angle

dependence for M1 and M3 can be obtained by replacing
the result ofM2 as φ→ φ−π/3 and φ→ φ+π/3, respec-
tively. Thus, by tuning the angle of linear polarization,
the electrons can be optically excited either M1, M2 or
M3 point selectively.

[3]K2 point: TheK1 andK2 points have C3v symmetry.
The eigenenergies are ǫ1 = ǫ2 = −γ and ǫ3 = 2γ. The
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wavefunction at K2 point is given as

ψK2

1 =
1√
2
(−ω−1, 0, 1),

ψK2

2 =
1√
2
(1 − 2ω, 2,−ω−1),

ψK2

3 =
1√
3
(ω−1, ω, 1),

where ω = exp
(

i 2π3
)

. ψ3 has A1 representation, and de-
generate states of ψ1 and ψ2 have E representation. For
degenerate ψ1 and ψ2 states, we made the orthonormal-
ization. Since the tensor product leads to E ⊗ E = A1,
the optical transition from Dirac cone to the flat band is
active.

For linear polarization, we can explicitly write the ex-
pectation value of dipole vector as

e · 〈ψK2

3 |∇kH |ψK2

1 〉 = −i
√
3

2
√
2
ω−1 exp (iφ) ,

e · 〈ψK2

3 |∇kH |ψK2

2 〉 =
√
3

2
√
2
ω−1 exp (−iφ) .

The polarization angle works only for the phase factor,
i.e., no polarization angle dependence. This behavior is
shown in the bottom panel of Fig. 6(c). For circularly
polarized light, the expectation values of dipole vector

are written as

eRCP · 〈ψK2

3 |∇kH |ψK2

1 〉 = −i
√
3√
2
ω−1,

eLCP · 〈ψK2

3 |∇kH |ψK2

1 〉 = 0,

eRCP · 〈ψK2

3 |∇kH |ψK2

2 〉 =
√
3√
2
ω−1,

eLCP · 〈ψK2

3 |∇kH |ψK2

2 〉 = 0.

Thus, only RCP light can excite electrons at K1 points,
i.e., valley selective optical excitation. On the contrary, at
K2 points, only LCP light can excite electrons. However,
it is noted that the optical absorption is relatively weak
compared with those at Γ and M points, owing to the
smaller JDOS of Dirac cones.
Absorption intensity: Figure 6 (d) shows the energy
dependence of absorption intensity for the linearly and
circularly polarized light irradiation, together with the
valley selective optical excitation. In upper pannel of
Fig. 6 (d), the spectrum is integrated over the whole 1st
BZ, and the sharp peaks at ~ω = 2γ and 4γ are originated
from optical transition atM point, where JDOS diverges
logarithmically.
It is intriguing that the lower peak at 2γ is dominated

by the optical transition T1, as shown in middle panel
of Fig. 6 (d). This behavior is attributed to the angle
dependence at M point showed in Fig. 6 (b). Thus, the
lower peak has strong momentum selectivity for the op-
tical absorption. For higher peak at 4γ, no such strong
selectivity is found. Also, for circularly polarized light ir-
radiation, such strong polarization dependence does not
occur as shown in lower panel of Fig. 6 (d). Instead, the
valley selective optical excitation is relatively enhanced
around ~ω = 3γ. Around this energy, optical transition
occurs mainly at K points between Dirac cones and flat
band. Although the optical absorption intensity is not so
large owing to the relatively small DOS near Dirac cones,
they show stronger valley selective optical exciation.
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