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Fractons emerge as charges with reduced mobility in a new class of gauge theories. Here, we generalise
fractonic theories of U(1) type to what we call (k, n)-fractonic Maxwell theory, which employs symmetric rank-
n tensors of k-forms (rank-k antisymmetric tensors) as “vector potentials”. The generalisation, valid in any
spatial dimension d, has two key manifestations. First, the objects with mobility restrictions extend beyond
simple charges to higher order multipoles (dipoles, quadrupoles, . . .) all the way to nth-order multipoles, which
we call the order-n fracton condition. Second, these fractonic charges themselves are characterized by tensorial
densities of (k− 1)-dimensional extended objects. For any (k, n), the theory can be constructed to have a gapless
“photon modes” with dispersion ω ∼ |q|z, where the integer z can range from 1 to n.

I. INTRODUCTION

Understanding and classifying the phases of systems with
many interacting microscopic degrees of freedom is gaining
renewed attention. Ideas of topology and entanglement are
key to obtaining deeper insight and clarity in the classifica-
tion of phases of many body systems1. Apart from the suc-
cess in classification of short ranged entangled phases of free
fermions2,3, significant progress has been made in the un-
derstanding of symmetry protected phases with interactions4.
Long range entangled phases with topological order have also
been elaborated1. Systems with topological order provide op-
portunities for producing a plethora of new physics with ex-
otic excitations and properties that can, for example, be useful
for quantum computation5.

Quite fascinatingly, recent research6–15, broadly following
the above cues, has uncovered an intriguing new kind of phase
of matter – the fracton phase (see16 for a review). Fractonic
phases derive their name from the peculiar properties of their
excitations. These have “fractional mobility” in that there
are excitations whose motion is restricted. For instance, the
X-cube model, which provides a popular example of fracton
physics (see, for example,13), has point like charge excitations
which are immobile, while dipole excitations can move along
specific lines. Similar physics, found in all fracton phases,
arises not from the energetics, but from the constraint struc-
ture encoded in the theory itself that restricts local changes
in microscopic degrees of freedom. In addition, a typically
sub-extensive ground state ‘entropy’ of these systems is sen-
sitively dependent on the microscopic lattice on which the the-
ory is defined, leading to the definition of a novel concept of
“geometric order”17.

The obvious question of where the fracton phases fit in the
classification has motivated further work. A natural starting
point is to ask for a field theoretical description of such phases
that obtains both the excitation physics and the ground state
degeneracy. Ref.18, starting from the X-cube model, uses the
BF-formulation to obtain a field theory that contains the key
fractonic physics. Other approaches19 combine the Chern-
Simons/BF formulation with symmetric tensor (see below)
gauge formulations to obtain the fracton characterization. All
this clearly points to a rich panorama of possibilities.

Concurrently with these developments, fractons have ap-
peared in an apparently different context in the study20 of spin
liquids described by symmetric tensor gauge theories. Such
U(1) symmetric-tensor gauge theories support a gapless “pho-
ton” excitation much like Maxwell electrodynamics, which is
described by a vector gauge field. Sources(charges) of such a
symmetric-tensor gauge theory have a crucial additional char-
acter – an isolated charge of a symmetric-tensor gauge the-
ory is immobile21,22. This arises from the fact that charge
conservation in such theories also forces the conservation of
the dipole moment. As a consequence, motion of an isolated
charge, as it changes the dipole moment, is forbidden, endow-
ing the charge with a fracton character. An isolated dipole (to-
tal charge zero) does not suffer such constraints: dipoles are
free to move in an unconstrained fashion (to be compared with
the dipole excitations in the X-cube model discussed above).
Charge conservation is enforced by the continuity equation

∂tρ + ∂iJ
Q
i = 0, (1)

where ρ is the charge density, t is time, ∂t is time, and ∂i the
spatial derivative along the i-th Cartesian coordinate direction,
and JQ

i is the charge current vector. The fractonic nature of
charge in symmetric-tensor gauge theories follows from the
fact that the charge current vector is itself the divergence of
the dipole current tensor Ji j , i. e.,

JQ
i = ∂ jJ ji. (2)

Several interesting aspects of such symmetric-tensor gauge
theories, including their connection to gravity, have been
explored23,24. Field theories where fractonic charges are
line like excitations, i. e., extended objects, have also been
constructed25. While these developments are interesting
and encouraging, future research will have to reveal if such
symmetric-tensor gauge theories form a generic framework
to describe gapless fracton phases (gapped variants with
symmetric-tensor descriptions are discussed in ref.19).

It is therefore compelling to look for a general framework to
describe fractonic theories. Such a general theory should de-
scribe order-n fractons that are (k − 1)-dimensional extended
objects in arbitrary spatial dimension d. The order-n fracton
condition means that conservation of charge implies conser-
vation of all multipole-moments of the charges, up to some
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n-th moment (i.e., 2n-pole). Physically, this would imply mo-
bility restrictions not only for individual charges, but also on
all higher-moment objects such as dipoles, quadrupoles, . . .,
2n-pole.

In this paper, we develop such a framework by formulating
what we call (k, n)-fracton theory. These have tensor charge
densities of k − 1-dimensional extended objects with gener-
alized mobility restrictions on all multipoles up to n-th or-
der. This is accomplished by constructing a new gauge struc-
ture – gauge fields are rank-n symmetric tensors of k-forms
(anti-symmetric tensors) in arbitrary spatial dimension d. This
leads naturally to a sequence of theories under the heading of
(k, n)-fractonic Maxwell theory, which for (k = 1, n = 1) re-
duces to standard electromagnetism. An additional feature is
that for each (k, n), the framework allows construction of theo-
ries with “dynamic exponent” z, with gapless “photon modes”
that disperse as ω ∼ |q|z (ω–frequency, q–wave vector), which
we dub (k, n)z-theory, where z is an integer in range 1 to n.

We first present a generalization of the symmetric tensor
gauge theories to make (1, n)-fracton theories where scalar
charges satisfy the order-n fracton condition (section III), fol-
lowed by the development of the (k, n)-fracton theory (section
V) with a dynamical exponent z = n. The general (k, n)z-
theory is discussed in Appendix A. We close with an extended
outlook in section VI.

II. NOTATION

We use a notation that brings out the physical character of
our theory that is not designed for “relativistic covariance”,
with x denoting a point in d-dimensional Cartesian space, and
t, time. This simple mathematical notation uses symmetric
and anti-symmetric tensors. A symmetric tensor of rank n,
with n-indices i1, i2, . . . , in is denoted by S (i1i2...in) where the ( )
used to explicitly indicate its symmetric nature. On the other
hand an anti-symmetric tensor of rank k with indices i1, . . . , ik
is denoted by T[i1,...,ik] where [] makes the anti-symmetric char-
acter of the tensor T explicit. Note that S (i) = S i and T[i] = Ti
is to be understood. A collection of s ordered indices i1i2 . . . is
is abbreviated into a composite index Is

Is ≡ i1i2 . . . is. (3)

Further, Ps (whose sign is denoted (−1)Ps ) acting on Is per-
mutes 1 . . . s,

PsIs = iPs(1) . . . iPs(s) . (4)

III. (1, n)-FRACTON THEORIES

We first generalize the symmetric tensor gauge theories of
ref.21 to order-n fracton theories, which impose the general-
ized higher multipole mobility constraints. Consider a gauge
field described by (φ(x, t), A(i1i2...in)(x, t)) where the vector po-
tential of the usual Maxwell theory is generalized to a sym-
metric tensor of rank n. We define the electric field tensor
(symmetric tensor of rank n) as

E(i1i2...in) = −∂i1∂i2 . . . ∂inφ − ∂tA(i1i2...in). (5)

The magnetic field tensor is defined as

B([I1
2 ][I2

2 ]...[In
2 ]) =

∑
{Pr

2}

 n∏
r=1

(−1)Pr
2∂ir

Pr
2(1)

 A(i1
P1

2(2)
...in

Pn
2(2)

) (6)

where Ir
2 ≡ ir1ir2, is a composite index and Pr

2 permutes Ir
2 in

the notation introduced above. Note that the magnetic field
tensor, with a rather unconventional structure, is symmetric in
exchange of Ir

2 with Ir′
2 composite indices. It is anti-symmetric

upon exchange of the two indices within any Ir
2.

These fields can be sourced by suitable charges and cur-
rents. The charge density ρ and a symmetric n-tensor current
density J(i1i2...in) couple minimally to the gauge fields. The sys-
tem is described by a Lagrangian density

L = LE − LB + (−1)nρφ + J(i1i2...in)A(i1i2...in) (7)

where repeated indices are contracted ignoring the parenthe-
ses (which simply remind us of the symmetric nature of the
tensors involved). Here LE and LB are electric and magnetic
energy densities defined by

LE =
1
2

E(i1i2...in)ε((i1i2...in)( j1 j2... jn))E( j1 j2... jn) (8)

where ε is a suitable positive definite dielectric symmetric (in
interchange of the set i with j) tensor and

LB =
1
2

B([I1
2 ][I2

2 ]...[In
2 ])κ((I1

2 ][I2
2 ]...[In

2 ])([J1
2 ][J2

2 ]...[Jn
2 ]))B([J1

2 ][J2
2 ]...[Jn

2 ]) (9)

with κ an inverse permeability tensor, again symmetric pos-
itive definite. The electric and magnetic fields are invariant
under the gauge transformation involving the function ψ(x, t):

φ→ φ + ∂tψ

A(i1i2...in) → A(i1i2...in) − ∂i1∂i2 . . . ∂inψ.
(10)

The gauge invariance of the action (integral of the La-
grangian density) produces the continuity equation

∂tρ + ∂i1∂i2 . . . ∂in J(i1i2...in) = 0. (11)

This theory thus encodes mobility restrictions not only on
charges, but also on any 2p-pole (a collection of “closeby”
charges with leading non vanishing p-th multipole moment),
p < n, as eqn. (11) implies that

∂t

∫
V

dd x

 p∏
l=1

xil

 ρ = 0, 0 ≤ p < n (12)

all multipoles up to order n are conserved in this theory (V is
the d-volume of the system). The current J(i1...in) thus has a
natural meaning of the 2n-pole current. While charge current
is the divergence of the dipole current, the dipole current is in
turn that of the quadrupole current, and so on. In this sense,
the theory describes order-n fractonic physics of point charges
whose density is ρ. For n = 2, the above theory has z = 2
(see below); the n = 2 theory with z = 1 like that in26, are
constructed in Appendix V.
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IV. THEORIES WITH EXTENDED SOURCES

To explore the generalizations of the theory where the
charges are more complex objects, we first review known
Maxwellian theories where charges are extended objects, a
well developed subject in itself (cf.27,28), casting this theory in
our notation. Such gauge theories are described by a gauge
field (φ[i1i2...ik−1](x, t), A[i1i2...ik](x, t)) where, following our con-
vention, φ and A are fully anti-symmetric tensors (A[i1i2...ik] is
usually called a k-form). The electric field is also an anti-
symmetric tensor defined by

E[iii1...ik] = −
1

(k − 1)!

∑
Pk

(−1)Pk∂iPk (1)φ[iPk (2)...iPk (k)] − ∂tA[i1i2...ik].

(13)
The magnetic field here is obtained as

B[i1i2...ik+1] =
1
k!

∑
Pk+1

(−1)Pk+1∂iPk+1(1) A[iPk+1(2)...iPk+1(k+1)]. (14)

The extended charged sources29 are described by densities
ρ[i1i2...ik−1] and currents J[i1i2...ik]. One can now define a La-
grangian density for this theory as

L = LE − LB − ρ[i1i2...ik−1]φ[i1i2...ik−1] +
1
k

J[i1i2...ik]A[i1i2...ik], (15)

where repeated indices are summed over. The energy densities

LE =
1
2k

E[i1i2...ik]ε([i1i2...ik][i′1i′2...i
′
k])E[i′1i′2...i

′
k] (16)

and

LB =
1

2(k + 1)
B[i1i2...ik+1]κ([i1i2...ik+1][i′1i′2...i

′
k+1])B[i′1i′2...i

′
k+1], (17)

have suitably defined positive definite dielectric, ε, and inverse
permeability, κ, tensors which are both symmetric under the
swapping of primed and unprimed indices (with their inter-
nal order kept fixed) – this is the meaning of their subscripts
([i...][i′...]). Again, the electric and magnetic fields are gauge
invariant under

φ[i1i2...ik−1] = φ[i1i2...ik−1] + ∂tψ[i1i2...ik−1]

A[i1i2...ik] = A[i1i2...ik] −
1

(k − 1)!

∑
Pk

(−1)Pk∂iPk (1)ψ[iPk (2)...iPk (k)]

(18)

where ψ[i1...ik−1](x, t) denotes the field that characterizes the
gauge transformation. Further, gauge invariance leads to
(summing repeated indices):

∂tρ[i1i2...ik−1] + ∂i0 J[i0i1...ik−1] = 0. (19)

Physically, this implies that the rate of change of the “den-
sity of the extended charge” is the divergence of its current.
Note that this does not yet have any fractonic character; the
extended object has no mobility constraints within this theory.
In our nomenclature, this is a (k, 1)-fracton theory. We now
turn to the question how to endow such extended objects with
an order-n fracton constraint. In any spatial dimension d, we
can let 1 ≤ k ≤ (d − 1).

V. (k, n)-FRACTON THEORY

The desideratum of endowing charges with a (k − 1)-
dimensional structure with an order-n fractonic character is
achieved by constructing a suitable gauge structure. We here
develop a natural extension of U(1) Maxwell electrodynamics
towards this end. The gauge field for (k, n)-fracton theory that
we propose is of the form

(φ([I1
k−1][I2

k−1]...[In
k−1]), A([I1

k ][I2
k ]...[In

k ])). (20)

A quantity T([I1
k ][I2

k ]...[In
k ]), called a (k, n)-tensor, is fully anti-

symmetric under the action of Pk on any Ir
k , i.e.,

T([I1
k ][I2

k ]...[Pk Ir
k]...[In

k ]) = (−1)Pk T([I1
k ][I2

k ]...[Ir
k]...[In

k ]). (21)

Further, the meaning of the subscript ([I1
k ] . . . [In

k ]) i.e., [Ir
k]s

enclosed in () is that it is symmetric under the exchange of
any two Is. In other words,

T([IPn (1)
k ][IPn (2)

k ]...[IPn(n)
k ]) = T([I1

k ][I2
k ]...[In

k ]) (22)

for any permutation Pn of numbers 1 . . . n. Note that the nota-
tion does not imply any symmetry in interchanging irl with ir

′

l′ ,
i. e., two particular indices of [Ir

k] and [Ir′
k ] (r , r′). In other

words, the gauge fields that we posit are “symmetric tensors
of anti-symmetric tensors (forms)”.

We now define fields in a natural fashion as

E([I1
k ][I2

k ]...[In
k ]) = −

1
[(k − 1)!]n

∑
{Pr

k}

 n∏
r=1

(−1)Pr
k∂ir

Pr
k (1)

 φ([P1
k Ĩ1

k ]...[Pn
k Ĩn

k ])

− ∂tA([I1
k ][I2

k ]...[In
k ]))

(23)

for the electric field. We have used the notation that

Pr
kIr

k ≡ irPr
k(1) irPr

k(2) . . . i
r
Pr

k(k)︸         ︷︷         ︸
≡Pr

k Ĩr
k

(24)

where Ĩr
k ≡ ir2 . . . i

r
k, i. e., a composite index with k − 1 mem-

bers. The magnetic field is

B([I1
k+1]...[In

k+1]) =
1

[k!]n

∑
{Pr

k+1}

 n∏
r=1

(−1)Pr
k+1∂ir

Pr
k+1(1)

 A([P1
k+1 Ĩ1

k+1]...[Pn
k+1 Ĩn

k+1]) .

(25)

The theory has the appealing feature that all fields are (k, n)-
tensor type entities; φ is (k−1, n)-tensor, A, E are (k, n)-tensors
and B, a (k + 1, n)-tensor. A more general definition of a mag-
netic field with a more intricate structure is possible in any
dimension d and leads to the (k, n)z theory as discussed in Ap-
pendix A.

The charges of this theory are ρ([I1
k−1]...[In

k−1]) and the currents
are defined as J([I1

k ]...[In
k ])) with similar structure as φ and A re-

spectively. The Lagrangian density is

L = LE − LB + (−1)nρ([I1
k−1]...[In

k−1])φ([I1
k−1]...[In

k−1])

+
1
kn J([I1

k ]...[In
k ])A([I1

k ]...[In
k ])

(26)
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with

LE =
1

2kn Eαε(αβ)Eβ, LB =
1

2(k + 1)n Bγκ(γδ)Bδ (27)

where ε and κ are, again, suitable positive definite dielec-
tric and permeability tensors, α, β are indices of the type
([I1

k ] . . . [In
k ]) and γ, δ are indices of the type ([I1

k+1] . . . [In
k+1]) .

The gauge transformation, described by ψ([I1
k−1][I2

k−1]...[In
k−1]),

φ([I1
k−1][I2

k−1]...[In
k−1]) → φ([I1

k−1][I2
k−1]...[In

k−1]) + ∂tψ([I1
k−1][I2

k−1]...[In
k−1])

A([I1
k ][I2

k ]...[In
k ]) → A([I1

k ][I2
k ]...[In

k ])

−
1

[(k − 1)!]n

∑
{Pr

k}

 n∏
r=1

(−1)Pr
k∂ir

Pr
k (1)

ψ([P1
k Ĩ1

k ]...[Pn
k Ĩn

k ]),

(28)

leaves the electric (eqn. (23)) and magnetic (eqn. (25)) fields
unchanged. An illustration of this construction for the (2, 2)-
fracton theory is provided in Appendix B.

From eqn. (26), we obtain the equations of motion

∂i10
∂i20
. . . ∂in0 (εE)([I1

k ][I2
k ]...[In

k ]) = ρ([I1
k−1]...[In

k−1]),

(−1)n∂i10
∂i20
. . . ∂in0 (κB)([I1

k+1][I2
k+1]...[In

k+1])

= ∂t(εE)([I1
k ][I2

k ]...[In
k ]) +

1
kn J([I1

k ][I2
k ]...[In

k ])

(29)

where Ir
k ≡ ir0ir1 . . . i

r
k−1; also ir1 . . . i

r
k−1 is identified with Ir

k−1
(similar convention is used in the second equation of eqn. (29),
and in eqn. (31) below). We further have, from eqn. (23) and
eqn. (25), that

1
[k!]n

∑
{Pr

k+1}

 n∏
r=1

(−1)Pr
k+1∂ir

Pr
k+1(1)

 E([P1
k+1 Ĩ1

k+1]...[Pn
k+1 Ĩn

k+1])

+∂tB([I1
k+1]...[In

k+1]) = 0,∑
{Pr

k+2}

 n∏
r=1

(−1)Pr
k+2∂ir

Pr
k+2(1)

 B([P1
k+2 Ĩ1

k+2]...[Pn
k+2 Ĩn

k+2]) = 0.

(30)

The relations eqn. (29) and eqn. (30) are the Maxwell equa-
tions of our generalized (k, n)-fracton theory. Gauge invari-
ance of the action gives

∂tρ([I1
k−1]...[In

k−1]) + ∂i10
∂i20
. . . ∂in0 J([I1

k ][I2
k ]...[In

k ]) = 0. (31)

This achieves the description of the (k, n)-fracton density via
a tensor ρ([I1

k−1]...[In
k−1]). These “extended charges” are subject

to the order-n fracton condition, i. e., relations similar to
eqn. (12) imply mobility constraints on multipoles up to or-
der n of such charges. Finally, we find that there are gapless
“photonic” excitations in the source free case, which disperse
as ω ∼ |q|n.

The theory presented above is a special case of the more
general (k, n)z theory (Appendix A) with gapless spectrum
ω ∼ |q|z when z is set to n. Known examples(see, for
example,25,26) of fractonic gauge theories possess z = 1, i. e.,
linearly dispersing gapless excitations. The nonlinear disper-
sions of the gapless modes of the more general theory can be

forbidden allowed

O O

O

+ −

FIG. 1. Illustration of tensor charge mobility constraint of (2,2)-
fracton theory (see Appendix B). Charges are 2-nd rank symmetric
tensors, represented by an ellipse indicating principal axes. On the
top panel the total charge vanishes (red is positive charge, blue is
negative charge), but the system has a net dipole moment. A rear-
rangement of the charges which changes the dipole moment is for-
bidden (bottom left), while a dipole-preserving “rigid” translations
of both charges is allowed (bottom right).

traced directly to the definition of the magnetic field eqn. (25)
(or, more generally, eqn. (A.2) with z > 1). It will be particu-
larly interesting to explore physical systems where constraints
or symmetries force such a “higher dervative” definition of the
magnetic field to be the solely allowed term.

An interesting aspect of our construction is the nature of
the (k, n)-fractonic charges (which does not depend on z). The
character can be better understood by considering the (2, 2)-
fracton example. Here the charges are of the type ρ(i j), i. e., a
symmetric tensor of rank 2. In this theory, individual charges
are immobile, but two charges with opposite charge tensors
separated in space can move together as they preserve the net
dipole moment. This is pictorially illustrated in fig. 1.

VI. SUMMARY AND OUTLOOK

In this paper, we have aimed to develop a unified framework
that describes extended charges/sources (k − 1-dimensional)
with mobility constraints of order n. We have concluded that a
gauge theory with gauge fields that are “symmetric tensors of
anti-symmetric tensors” provides the desired framework and
also fixes the structure of the corresponding (k, n)-fracton den-
sity, and paves way to study theories with different dynamic
exponents z.

Our theory, building on20,21,25, can be viewed as a natural
generalization of U(1) Maxwell electromagnetism with freely
mobile charges (the (1, 1)-fracton theory) and constructing a
sequence of theories with (k, n)-fractons as sources applicable
in arbitrary spatial dimension d and with an appropriate dy-
namic exponent z. A number of interesting questions follow
immediately from these considerations.

First, our formulation may not be a unique generalization
of Maxwell electromagnetism, and other routes – e.g. using
different forms of Gauss law – leading to yet different kinds
of fracton excitations may be worth exploring.
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Second, we have not mandated relativistic invariance for
our construction. This is rather natural in condensed matter
settings, where such an invariance can effectively emerge, but
generically does not, see e.g.30–32. Nonetheless, identifying
possible relativistically covariant generalised fracton theories
is surely a worthwhile aim.

Third, a quantum mechanical extension of generalised frac-
ton theories could unearth their novel properties,e.g. concern-
ing nature, quantum numbers and statistics of their excita-
tions. This would be embedded in the broader quest for un-
derstanding of the topological properties of quantum locally
constrained models such as quantum dimer models33.

Fourth, what are some microscopic models having gener-
alised fracton theories as effective low-energy description?
Particularly noteworthy here is the realization that the (1, 2)1
symmetric tensor theory26 in d = 2 is dual to elasticity theory
(see also34,35). The (2, 2)1-fracton theory has also been ex-
plored in the context of fractonic dislocation lines25 in d = 3.
Following this, it will be interesting to explore theories dual
to (k, n)-fracton theories to look for possible physical realiza-
tions. The freedom of choosing a desired z for the (k, n)-theory
can help broaden the class of such dualities.

Fifth, a related direction is the exploration of the phases
of the (k, n)-fracton theory and/or their microscopic models
of origin. A case in point is, again, the (1, 2)1-theory36,37 in
d = 2, which has provided a fresh perspective into defect
driven phase transitions. Higher n (n ≥ 3) in turn hold in-

teresting physics in higher dimensions. This owes to the fact
that the electric field, for example an isolated (1, n)-fracton at
the origin, goes as E(x) ∼ |x|n−d (to be interpreted as log |x|
when n = d, and constant when n = d = 1) making them
“weakly confined” (see21 for a discussion) whenever n < d;
n = 3, d = 4 will be an interesting case to explore.

Finally, it is interesting explore the connection of (k, n)-
fracton theory to some of the discrete fracton phases (as re-
viewed in the introductory section) with subextensive ground-
state degeneracies (see, for example,38), and possible gener-
alization of lattice gerbe theories39–42 to lattice tensor-gerbe
theories with fractonic physics (see very recent work43).
A Chern-Simons/BF formulation19 of (k, n)-fracton theories
could also prove fruitful in obtaining field theories of gen-
eralized discrete fracton models. Another attractive research
direction would be to explore the structure of (k, n)-fracton
theories to include compact and non-Abelian gauge structures
as in the recent concurrent work44.
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Appendix A: (k, n)z-fracton theory

In this section we present a more general version (valid in arbitrary spatial dimension d) of the (k, n)-theory, dubbed (k, n)z
fracton theory, that obtains an arbitrary a dynamical exponent z ranging from 1 to n. Such a theory will have gapless modes with
dispersion ω ∼ |q|z. The theory presented in the main text is the (k, n)n-fracton theory.

The gauge field for (k, n)z-fracton theory is same as that presented in eqn. (20) of Section V and is reproduced here:

(φ([I1
k−1][I2

k−1]...[In
k−1]), A([I1

k ][I2
k ]...[In

k ])). (20)

The electric field, is again, identical to eqn. (23):

E([I1
k ][I2

k ]...[In
k ]) = −

1
[(k − 1)!]n

∑
{Pr

k}

 n∏
r=1

(−1)Pr
k∂ir

Pr
k (1)

 φ([P1
k Ĩ1

k ]...[Pn
k Ĩn

k ]) − ∂tA([I1
k ][I2

k ]...[In
k ])). (23)

The key to obtaining (k, n)z-theory is in the suitable definition the magnetic field. This requires an additional mathematical object
beyond those introduced in the main text:

B([I1
k+1][I2

k+1]...[Iz
k+1])|([Iz+1

k ][Iz+2
k ]...[In

k ]) (A.1)

is a tensor that has two sets of composite anti-symmetric indices; there are z composite indices [I1
k+1] . . . [Iz

k+1] which are can be
exchanged in a symmetric fashion, while the (n − z) composite indices [Iz+1

k ] . . . [In
k ] are in turn symmetric among themselves –

this is the meaning of the notation ([I1
k+1][I2

k+1] . . . [Iz
k+1])|([Iz+1

k ][Iz+2
k ] . . . [In

k ]). The magnetic field is a tensor of this kind:

B([I1
k+1][I2

k+1]...[Iz
k+1])|([Iz+1

k ][Iz+2
k ]...[In

k ]) =
1

[k!]z

∑
{Pr

k+1}

 z∏
r=1

(−1)Pr
k+1∂ir

Pr
k+1(1)

 A([P1
k+1 Ĩ1

k+1]...[Pz
k+1 Ĩz

k+1][Iz+1
k ]...[In

k ]) . (A.2)

The charges and currents of this theory are, respectively, ρ([I1
k−1]...[In

k−1]) and J([I1
k ]...[In

k ])) as in the main text. The Lagrangian
density is also same as eqn. (26), with the key difference that the magnetic energy is

LB =
1

2(k + 1)z Bγκ(γδ)Bδ (A.3)

γ, δ are now indices of the type ([I1
k+1][I2

k+1] . . . [Iz
k+1])|([Iz+1

k ][Iz+2
k ] . . . [In

k ]). The gauge transformation eqn. (28) leaves eqn. (A.2)
also unchanged, along with eqn. (23).

The equations of motion of the (k, n)z theory are

∂i10
∂i20
. . . ∂in0 (εE)([I1

k ][I2
k ]...[In

k ]) = ρ([I1
k−1]...[In

k−1]),

(−1)zSym(k,n)

[
∂i10
∂i20
. . . ∂iz0 (κB)([I1

k+1][I2
k+1]...[Iz

k+1])|([Iz+1
k ]...[In

k ])

]
= ∂t(εE)([I1

k ][I2
k ]...[In

k ]) +
1
kn J([I1

k ][I2
k ]...[In

k ])

(A.4)

where the Sym(k,n)[ ] picks out the (k, n)-tensor part of its argument. Finally, from eqn. (23) and eqn. (A.2) we get

1
[k!]z

∑
{Pr

k+1}

 z∏
r=1

(−1)Pr
k+1∂ir

Pr
k+1(1)

 E([P1
k+1 Ĩ1

k+1]...[Pn
k+1 Ĩz

k+1][Iz+1
k ]...[In

k ]) + ∂tB([I1
k+1]...[Iz

k+1])|([Iz+1
k ]...[In

k ]) = 0,

∑
{Pr

k+2}

 z∏
r=1

(−1)Pr
k+2∂ir

Pr
k+2(1)

 B([P1
k+2 Ĩ1

k+2]...[Pn
k+2 Ĩz

k+2])|([Iz+1
k ]...[In

k ]) = 0.

(A.5)

The Maxwell equations of the (k, n)z-fracton theory are given by eqn. (A.4) and eqn. (A.5), and imply a gapless spectrum with
dispersion ω ∼ |q|z. Again, the theory presented in the main text is the special case z = n.

The (1, 2)1-fracton theory in d = 2 was shown to be dual to elasticity26, and (2, 2)1-theory was shown to describe fractonic
dislocation lines25 in a d = 3 elastic medium.

http://dx.doi.org/10.1103/PhysRevD.90.107701
http://arxiv.org/abs/1909.02814
http://arxiv.org/abs/1909.13879
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Appendix B: (2,2)-fracton theory

We illustrate the results for the (2,2)-fracton (more precisely (2, 2)2-theory in the notation of the previous section) theory.
Gauge fields are

(φ(i j), A([i j][kl])). (B.1)

The electic field (eqn. (23))

E([i j][kl]) = −(∂i∂kφ( jl) − ∂ j∂kφ(il) − ∂i∂lφ( jk) + ∂ j∂lφ(ik)) − ∂tA([i j][kl]). (B.2)

The magnetic field (eqn. (25))

B([i jk][lmn]) = ∂i∂lA([ jk][mn]) + ∂ j∂lA([ki][mn]) + ∂k∂lA([i j][mn])

+ ∂i∂mA([ jk][nl]) + ∂ j∂mA([ki][nl]) + ∂k∂mA([i j][nl])

+ ∂i∂nA([ jk][lm]) + ∂ j∂nA([ki][lm]) + ∂k∂nA([i j][lm]).

(B.3)

The gauge transformation is

φ(i j) → φ(i j) + ∂tψ(i j)

A([i j][kl]) → A([i j][kl])

−
(
∂i∂kψ( jl) − ∂ j∂kψ(il) − ∂i∂lψ( jk) + ∂ j∂lψ(ik)

) (B.4)

Under the gauge transformation

E([i j][kl]) →E([i j][kl])

+
(
−

[
∂i∂k∂tψ( jl) − ∂ j∂k∂tψ(il) − ∂i∂l∂tψ( jk) + ∂ j∂l∂tψ(ik)

]
+∂t

[
∂i∂kψ( jl) − ∂ j∂kψ(il) − ∂i∂lψ( jk) + ∂ j∂lψ(ik)

])
B([i jk][lmn]) →B([i jk][lmn])

−
(
∂i∂l

[
∂ j∂mψ(kn) − ∂k∂mψ( jn) − ∂ j∂nψ(km) + ∂k∂nψ( jm)

]
+∂ j∂l

[
∂k∂mψ(in) − ∂i∂mψ(kn) − ∂k∂nψ(im) + ∂i∂nψ(km)

]
+∂k∂l

[
∂i∂mψ( jn) − ∂ j∂mψ(in) − ∂i∂nψ( jm) + ∂ j∂nψ(im)

]
+∂i∂m

[
∂ j∂nψ(kl) − ∂k∂nψ( jl) − ∂ j∂lψ(kn) + ∂k∂lψ( jn)

]
+∂ j∂m

[
∂k∂nψ(il) − ∂i∂nψ(kl) − ∂k∂lψ(in) + ∂i∂lψ(kn)

]
+∂k∂m

[
∂i∂nψ( jl) − ∂ j∂nψ(il) − ∂i∂lψ( jn) + ∂ j∂lψ(in)

]
+∂i∂n

[
∂ j∂lψ(km) − ∂k∂lψ( jm) − ∂ j∂mψ(kl) + ∂k∂mψ( jl)

]
+∂ j∂n

[
∂k∂lψ(im) − ∂i∂lψ(km) − ∂k∂mψ(il) + ∂i∂mψ(kl)

]
+ ∂k∂n

[
∂i∂lψ( jm) − ∂ j∂lψ(im) − ∂i∂mψ( jl) + ∂ j∂mψ(il)

] )

(B.5)

where the terms in the () vanish ensuring gauge invariant electric and magnetic fields. Gauge invariance of the action will enforce

∂tρ(ik) + ∂ j∂lJ([ ji][lk]) = 0. (B.6)

A similar theory was outlined in25 for d = 3. Our description is applicable in all spatial dimensions d ≥ 3.
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