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TbBaFe2O5+δ (TBFO) is a mixed valence compound with an antiferromagnetic order (TN = 450
K) that changes along with the crystal structure and conductivity upon cooling below a Verwey-
like transition (TV = 280 K). This type of double-cell-layered-perovskite is useful to study putative
charge ordering in fractional valence systems because the crystal structure develops unique sites for
the different valence states. While the evolution of the static magnetic structure in the different
charge ordered states of TBFO is known, in this study we investigate the effect of charge ordering on
the magnetic interactions. Dispersive magnetic excitations measured using single crystal inelastic
neutron scattering experiments at T = 4 K < TV and T = 320 K > TV are modeled with linear-spin-
wave-theory to extract anisotropy and superexchange parameters. Below TV , we observe a sizable
magnon gap due to an easy-axis magnetic anisotropy that closes above TV due to the evolution
of easy-plane anisotropy. The magnetic interactions are found to be highly three-dimensional and
change across TV . Above TV , where the conductivity is greater, a damping term is required to
model the spin waves that suggests a coupling to valence fluctuations.

I. INTRODUCTION

Magnetic transition metal oxides (TMOs) are a key-
stone of solid-state physics, and they host a varied ar-
ray of fundamental and technological properties [1]. As
lodestones, the ferritic TMO magnetite having chemical
formula Fe3O4 introduced humanity to magnetism, then
to ferrimagnetism, Mott insulators, and more and has
proven a model material challenging our understanding
even to the modern age [2, 3]. Below the magnetic order-
ing transition of magnetite (TC = 850 K), [4] there is the
Verwey transition (TV = 125 K) that is characterized by
a change in the material properties including the resis-
tivity, crystal structure, and magnetism [2]. This Verwey
transition has been the subject of intense scrutiny, and an
evolving understanding over the years. While some as-
pects of Verweys original model of charge ordering driv-
ing the different response above and below TV are gener-
ally accepted, the degree of electron transfer and underly-
ing mechanisms continue to be the subject of debate [3].
Even the simple chemical formula of Fe3O4 for magnetite
that is more accurately written as FeFe2O4 to show the
crystallographically distinct Fe sites in the cubic inverse
spinel structure illustrates the hidden subtleties. Among
the experimental difficulties for magnetite are that crys-
tallographic determination of site-specific parameters is
not possible, as the valence mixing takes places between
iron ions on the B-site. This and other difficulties mo-
tivate the search for compounds showing similar Verwey
behavior that may support simpler models.

Other materials have analogous Verwey(-like) phase
transitions, of which one class is the double-cell, layered
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perovskites (DCLPs) R3+Ba2+M2.5+
2 O2−

5 (R = rare-
earth metal, M = transition metal) [5]. These DCLPs are
attractive as a model system to investigate because their
crystal structure develops two unique transition metal
sites in the low-temperature state, which helps remove
ambiguity regarding potential charge disproportionation.
Of these DCLPs, the TbBaFe2O5+w (TBFO) compound
may be fabricated with controllable stoichiometry and
was therefore subsequently studied with an array of ex-
periments to generate a detailed description of the elec-
tronic and magnetic properties [6]. Upon cooling, phase
transitions are observed in TBFO at the Nel temperature
of TN = 450 K where a magnetostrictive distortion in the
crystal structure is detected, and at the Verwey tempera-
ture of TV = 280 K where an additional hysteretic crystal
structure distortion concomitant with changes in the di-
rection and magnitude of the magnetic moments, iron ox-
idation states (charge disproportionation), and conduc-
tivity are seen. Of the bulk properties, the most striking
change is the precipitous drop in the conductivity below
TV [6].

These changes in the crystal and magnetic structures
in TBFO have been studied in detail [6]. Above TV in
the fractional valence (FV) state, the TBFO has a for-
mal valence of Fe2.5+. Between TV and TN at 420 K the
crystal structure is orthorhombic Pmmm with one unique
crystallographic iron site and a magnetic moment of µFe
= [0, 1.38 µB , 0.40 µB ] refined from neutron diffraction.
The magnetic structure is antiferromagnetic for the b-
axis components and doubles the nuclear crystallographic
cell along all three directions, while the c-axis component
was refined as ferromagnetic; in the a-b plane the nearest
neighbors are antiferromagnetically oriented, while along
the c-axis the intra-layer moments are antiferromagnetic
and the inter-layer moments are ferromagnetically ori-
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FIG. 1. Magnetic neutron diffraction of TBFO. Elastic scat-
tering reciprocal space map with the INS unit cell using Ei
= 120 meV and integrating dE = [-5 meV, 5 meV] for (a)
T = 4 K charge ordered (CO) phase with ( 1

2
, 1

2
, 1) magnetic

Bragg peak circled and (b) T = 320 K fractional valence (FV)
phase with ( 1

2
, 1

2
, 1

2
) magnetic Bragg peak circled.

ented, Figure 2 (c). Below TV in the charge ordered
(CO) state there is a descent in symmetry to orthorhom-
bic Pmma and two unique crystallographic iron sites with
striped charge ordering develop having Fe(2.5+)+ε and
Fe(2.5+)−ε with neutron diffraction refined magnetic mo-
ments of µFe = [0, 4.15 µB , 0] and µFe = [0, 3.65 µB ,
0], respectively. Aside from the magnetic moment dispro-
portionation, there is an additional change from the high-
temperature magnetic structure whereby the inter-layer
moments become antiferromagnetically aligned, Fig. 2
(d). Furthermore, for highly stoichiometric TBFO with
oxygen excess w < 0.002, an additional phase transition
at T ∗ = 310 K precedes the stripe charge ordering transi-
tion at TV and is associated with a checkerboard charge
ordering [7].

While neutron diffraction can give the static magnetic
structure, inelastic neutron scattering (INS) is sensitive
to the interactions between magnetic ions. Given the or-
bitally selective nature of charge disproportionation, it
is expected that the magnetic interactions are sensitive
to charge ordering. Thus, the magnetic interactions and
how they change in different charge ordered and charge
melted phases may be used to check models of the elec-
tronic structure. To this end, a polycrystalline sample of
the DCLP compound YBaFe2O5+w (YBFO) was stud-
ied with INS to investigate the spin waves and extract
the spin Hamiltonian [8]. That YBFO analysis was able
to extract Heisenberg superexchange parameters for the
low-temperature CO state, and an average exchange en-
ergy of the high-temperature FV state (therein referred
to as valence mixed) where significant damping of the
spin waves was reported.

In the following section, we use INS from single crys-
tals to quantify the spin wave excitations of TBFO in
the charge-melted antiferromagnetic FV phase between
T ∗ and TN (T = 320 K) and in the stripe-charge or-

TABLE I. Crystallographic unit cells and magnetic ordering
wave-vectors for TBFO use for INS compared to the formal
cells.

INS CO INS FV CO [6] FV [6]
a () 3.94 3.94 8.085 3.945
b () 3.94 3.94 3.850 3.933
c () 7.6 7.6 7.553 7.587
k (r. l. u.) ( 1

2
, 1

2
, 0) ( 1

2
, 1

2
, 1

2
) (0, 1

2
, 0) ( 1

2
, 1

2
, 1

2
)

T (K) 4 320 70 350

dered Verwey CO phase below TV (T = 4 K). First, the
elastic scattering is confirmed to be consistent with the
reported structures, aside from one small modification,
and the parameter set is defined. Then, models of the
magnetic interactions for the CO and FV phases are ob-
tained by fitting to the measured neutron spectra us-
ing linear-spin-wave-theory (LSWT) to extract nearest-
neighbor superexchange parameters and magnetocrys-
talline anisotropy. In addition to changes in the LSWT
parameters across TV , the FV phase shows spin wave
damping. To conclude, the results are summarized in the
context of the existing literature and future directions to
build on these results. Technical details are reported in
Appendix A.

II. RESULTS AND DISCUSSION

A. Magnetic structure, unit cells, and model
interactions

As described in the introduction, TBFO has two dis-
tinct magnetic structures. While the INS samples are sin-
gle crystals, a twinning of orthorhombic domains in the
a-b plane is present at 420 K as the lattice parameters in
the basal plane are within 0.15% from a = 3.94596(7) and
b = 3.93986(7) . Therefore, INS data are indexed using a
pseudo-tetragonal cell. The relationship between the for-
mal structures and the INS cell is summarized in Table
I. At T = 4 K in the CO phase, the Q = ( 1

2 , 1
2 , 0) family

of reflections indexed in the INS cell is observed with the
neutron spectrometer, Fig. 1 (a). At T = 320 K in the
FV phase, the Q = ( 1

2 , 1
2 , 1

2 ) family of reflections indexed
in the INS cell is observed with the neutron spectrometer,
Fig. 1 (b).

The magnetic structure for the CO phase at T = 4 K is
shown in Fig. 2 (a) along with the model superexchange
interactions Ja coupling spins along the a-axis, Jb cou-
pling spins along the b-axis, JcS coupling spins across
the shorter inter-layer c-axis spin spacing that spans the
oxygen linked iron layers, and JcL coupling spins across
the longer intra-layer c-axis spin spacing that spans the
oxygen vacancies between iron layers. For the FV state
at T = 320 K, Fig. 2 (b), the magnetic structure used
here for the spin dynamics does not include the ferromag-
netic c-axis magnetic moment that was obtained from FV
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FIG. 2. Magnetic structure, and model interactions of
TBFO. Magnetic structures are shown for the (a) CO phase

where shorter green arrows denote Fe(2.5+)+ε and longer blue
arrows denote Fe(2.5+)−ε magnetic moments, and the (b) FV
Fe2.5+ phase. Red lines illustrate iron to oxygen bonds, with
O2− ions shown as small red circles. Black circles denote Tb3+

and white circles denote Ba2+. Unit cells used for analysis and
discussion of the INS data are shown as black boxes. Model
exchange interactions are illustrated with double-ended ar-
rows. Illustrations in (a) and (b) are based upon VESTA [9]
outputs.

neutron diffraction data [6]. The motivation for this dif-
ference is that the c-axis magnetization does not have any
such increase when warming across TV [7] and moreover
the introduction of a c-axis magnetic moment would re-
quire an additional irreducible representation to the mag-
netic structure. The same parameterization of the spin
Hamiltonian is used for the FV state as in the CO state.

The LSWT dynamics are based upon a Heisenberg
Hamiltonian with single-ion anisotropy

H = −1

2

∑
<i,j>

JijSi · Sj +Dα

∑
i

(Sαi )2, (1)

where Jij is the superexchange energy between spins Si
and Sj , < i, j > indicates that the sum is only over near-
est neighbors, and Dα is the single-ion anisotropy energy
for which α may be along the a-, b-, or c-axis. From
the refined magnetic structures, the anisotropy quantiza-
tion defining the easy-axis is along the crystallographic
b-axis. For the fractional valence state, S = 2.25 is used.
For the charge ordered state, S = 2 and S = 2.5 are
used for the Fe(2.5+)+ε and Fe(2.5+)−ε ions, respectively.
While the degree of charge ordering in TBFO is an open
question, the spin values for Fe3+ and Fe2+ are used to
avoid additional confusion and resulting numerical val-
ues for the magnetic interactions may be re-scaled with

simple multiplication. We use results from density func-
tional theory (DFT) calculations on the charge ordered
phase of YBFO [10] to limit the parameter set used to
fit the INS data. The DFT calculations show a domi-
nant nearest neighbor interaction as parameterized here,
although we exclude additional longer-range interactions
that are present in the YBFO calculations. Those same
DFT based YBFO calculations also support the usage of
one superexchange energy for Fe3+ to Fe3+ and Fe2+ to
Fe2+ along the b-axis via the parameter Jb, which reduces
the parameter space of the model compared to having
unique Jb parameters for both ions. The YBFO DFT su-
perexchange energies of the low-temperature CO ground-
state map to the superexchange energies used here as J1
= 1

2JcL = -12.1 meV, J2 = 1
2JcS = -7.4 meV, J4 = 1

2Jb
= -8.8 meV, J5 = 1

2Jb = -8.7 meV, and J6 = 1
2Ja =

-4.2 meV, where the factors of 2 are from different def-
initions of the superexchange Hamiltonian. A total of
12 superexchange energies were considered in the YBFO
DFT calculation report, which is an intractable number
for spin wave spectra refinement, and the remaining pa-
rameters vary between 1.9 meV to -2.5 meV. Although
there is one superexchange energy Jb for divalent and
trivalent species, the energy of the interactions is modu-
lated by the spin of the species involved.

B. Spin waves at T = 4 K, below the Verwey
transition

Inelastic neutron scattering of a co-aligned TBFO sam-
ple in the HHL scattering plane were performed at T =
4 K, below the Verwey transition in the CO phase. Ini-
tial investigatory scans were performed with an Ei =
240 meV in order to ascertain the energy range of the
spin waves. Subsequently, a series of single-crystal rota-
tions with Ei = 120 meV were performed to extract in-
tensities proportional to the scattering function S(Q,~ω).
Data were folded over twin directions and across all zero-
momentum planes using the pseudo-tetragonal symmetry
of the INS cell. Dispersive excitations were observed to
originate at a finite energy offset above the CO antiferro-
magnetic ordering wave-vector, Fig. 3 (a-c). These data
compare well to a LSWT model that is plotted for a
visual comparison without any instrumental momentum
resolution applied, Fig. 3 (d-f).

In order to model the measured spin waves, these four-
dimensional data were integrated over momentum ranges
larger than the experimental resolution to extract in-
tensity versus energy. The calculated spin wave spectra
were convolved with the instrumental energy resolution
for comparison with the experimental data. Eight re-
gions (i to viii) were chosen in order to refine the model
Hamiltonian. The extrinsic model parameters include
an overall shared scale-factor globally varied across the
optimization regions and an independent constant plus
linear in energy background term separately varied for
each optimization region. Data cuts below 45 meV were
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FIG. 3. Neutron scattering function intensity maps of momentum in reciprocal lattice units versus energy transfer at T =
4 K for TBFO in the CO phase. Experimental data collected on the SEQUOIA with Ei = 120 meV are shown for (a) L =
odd along H such that the interval ranges are K = [0.4, 0.6] r.l.u. and L = [0.8, 1.2] r.l.u., (b) L = even along H such that K
= [0.4, 0.6] r.l.u. and L = [1.8, 2.2] r.l.u., and (c) at the ordering magnetic wave-vector along L such that H = [0.4, 0.6] r.l.u.
and K = [1.4, 1.6] r.l.u.. The momenta in the horizontal axis titles are the bin centers for the not-shown directions that reduce
the four-dimensional S(Q, ~ω) to the two-dimensional S(Q, ~ω) shown here. The same regions are shown in panels (d-f) for
calculations using the CO-best-fit parameters. The sample is twinned in the a-b plane and this twinning is included in the
calculated data. The red Roman numerals delineate the regions used for model optimization also shown in Fig. 4.

TABLE II. Linear-spin-wave-theory parameters for TBFO, T = 4 K data in the CO phase. The uncertainties are one standard
deviation confidence intervals derived from the least-squares model. The χ2

r is the reduced chi squared.

Model Ja (meV) Jb (meV) JcS (meV) JcL (meV) Db (meV) χ2
r

Co-best-fit -3.17(9) -7.31(10) -0.57(17) -5.11(11) -0.47(2) 2.38

excluded in regions iii to viii due to large background con-
tributions originating from phonons in the sample and
the aluminum holder. The initial fit started with Db

= 0 and the YBFO DFT superexchange constants and
scaled all exchange terms by a single factor to minimize
the residuals using a down-hill simplex algorithm. Then,
those parameters were taken as initial conditions for a
least-squares fit of the extrinsic parameters along with
Ja, Jb, JcS , JcL, and Db, to give the CO-best-fit model

in Table II. A comparison of model to calculation for
the CO-best-fit model is shown in Fig. 4 (a-h). Fig-
ure 4 (a) is the region i that is sensitive to the magnetic
anisotropy, Db. From Fig. 4 (a) to (b) to (c), the data
are integrated around L = 1 and start around H = K
= 0.5 and increase H from left to right, similar to data
shown in the map of Fig. 3 (a) and (d). Figure 4 (d) and
(e) are integrated around L = 2 with H around 1.3 and
1.5, respectively, similar to the maps shown in Fig. 3 (b)
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FIG. 4. Neutron scattering function intensity versus energy transfer at T = 4 K for TBFO in the CO phase for different
Q-integrations. These data were used for modeling and the CO-best-fit model is shown. Experimental data collected on
the SEQUOIA with Ei = 120 meV are shown along with the calculated twin contributions and the domain averaged plus
background fit. The insets of each panel show the binning range over Q, which reduces the four-dimensional S(Q, ~ω) to the
one-dimensional I(~ω) shown here. The red Roman numerals delineate the regions used for model optimization also shown in
Fig. 3.

and (e). Fig. 4 (f) to (g) to (h) are integrated around H
= 0.5, K = 1.5, with L increasing left to right, similar to
the maps in Fig. 3 (c) and (f). This CO-best-fit model
shows an easy-axis anisotropy, and all antiferromagnetic
interactions. Interchanging JcS and JcL does not change
the calculated spectrum, so the larger JcL value in this
model is representative of the initial conditions where
the YBFO longer c-axis bond has a large superexchange
energy due to bridging oxygen. However, the model is
sensitive to JcS and JcL having these disparate values
which results in intensity gaps at around 40 to 50 meV,
as shown in Fig. 3 (c) and Fig. 3 (f). Alternative, less-
optimal but edifying CO LSWT models for TBFO are in
Appendix B. The covariance matrix of the CO-best-fit
model is illustrated in Appendix C.

This CO-best-fit model is similar to that reported for
YBFO powder INS in the CO phase [8], with a few key
differences. The YBFO powder experiment used pertur-
bation theory to motivate setting JcS = 0 (defined there
as Jdirect), while these TBFO single-crystal experiments
find a finite JcS that is qualitatively consistent with DFT
calculations of that interaction for YBFO [10]. This re-
sult implies that although Jdirect ≈ 0 for Fe-Fe and there
is no linear link of Fe-O-Fe, the bottom four oxygen ions
of the pyramidal coordination sphere can still mediate
superexchange through the JcS pathway. Quantitative
modifications are present for the other superexchange
interactions, and our data are also able to extract the
magnetocrystalline anisotropy energy, which could not
be determined from the YBFO powder experiment.
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C. Spin waves at T = 320 K, above the Verwey
transition

During the same experiment with the same alignment
of the sample, INS was performed at T = 320 K, above
the Verwey transition in the FV phase. Initial investi-
gatory scans were performed with an Ei = 240 meV in
order to ascertain the energy range of the spin waves.
Subsequently, a series of single-crystal rotations with
Ei = 120 meV were performed to extract intensities
proportional to the scattering function S(Q, ~ω). The
phonon background of the sample and holder are both
greatly increased at this temperature compared to the
T = 4 K data, so the data were not folded, and anal-
ysis was focused on regions of low-momentum transfer
where phonon background is minimized. Dispersive ex-
citations were observed to originate above the FV anti-
ferromagnetic ordering wave-vector, Fig. 5 (a-b). These
data compare well to a LSWT model that is plotted for a
visual comparison without any instrumental momentum
resolution applied, Fig. 5 (c-d).

Aside from the change in the magnetic structure and
associated LSWT parameters, an overall broadening of
the spin waves is observed for TBFO in the FV phase
at T = 320 K. This broadening requires an additional
damping parameter to be included in the fitting, which
is included as a gaussian broadening that is linear in en-
ergy and parameterized by Σdamp. For example, if Σdamp
= 1 then an excitation at 20 meV has a full-width-half-
max of 20 meV. Historically, phenomenological models
introduce a |Q|-dependent damping, but recently a re-
port on LCMO showed a deviation from that simple be-
havior and invoked a cut-off energy for damping [11].
Here for TBFO, a constant damping term did not re-
produce the data, the addition of a quadratic damping
term in energy was found to be numerically unstable, as
was an energy cut-off for damping. This energy depen-
dent damping was invoked to account for processes that
cause zone-boundary spin waves to decay from magnon-
magnon interactions and/or into electron conductivity
channels. As the same iron 3d-electrons in the conduc-
tion band are also responsible for the magnetism, there
will be some governing Hamiltonian similar to the Kondo
lattice model [12].

Fitting the FV state was done by integrating over
five momentum regions (i to v) and comparing to
LSWT models. Operationally, the large broadening of
spin waves combined with the crystallographic twinning
makes separate determination of Ja and Jb unfeasible,
so only the effective parameter Jab = Ja = Jb was used.
The magnetic structure of alternately ferromagnetically
coupled and antiferromagnetically coupled layers requires
the constraint that JcS > 0 and JcL < 0, making these
parameters uniquely determined in the FV phase. The
overall scale-factor is taken from the T = 4 K model
and one shared constant background term was used in
the models in order to decrease the number of fitting
parameters. Initial conditions were taken from the CO-
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FIG. 5. Neutron scattering function intensity maps of mo-
mentum in reciprocal lattice units versus energy transfer at
T = 320 K for TBFO in the FV phase. Experimental data
collected on the SEQUOIA with Ei = 120 meV are shown for
(a) along L such that the interval ranges are H = [0.4, 0.6]
r.l.u. and K = [0.4, 0.6] r.l.u. and (b) along H such that K
= [0.4, 0.6] r.l.u. and L = [-0.6, -0.4] r.l.u.. The momenta in
the horizontal axis titles are the bin centers for the not-shown
directions that reduce the four-dimensional S(Q, ~ω) to the
two-dimensional S(Q, ~ω) shown here. The same regions are
shown in panels (c-d) for calculations using the FV-best-
fit parameters. The sample is twinned in the a-b plane and
this twinning is included in the calculated data. These cal-
culations use Db = -0.001 meV, which accounts for the large
intensity at low energies that the experimental data are not
sensitive to due to the experimental energy resolution. The
red Roman numerals delineate the regions used for model op-
timization also shown in Fig. 6.

best-fit model, except JcS for which the absolute value
was used. Figure 6 (a) to (b) to (c) starts at H = K
= |L| = 0.5, and decreases |L| from left to right, similar
to the maps shown in Fig. 5 (a) and (c). Fig. 6 (a) to
(d) to (e) starts at H = K = 0.5, and increases H when
moving counter-clockwise, similar to the maps in Fig. 5
(b) and (d). Increasing the easy-axis Db term (rhombic
single-ion anisotropy) decreases the intensity of the low
energy tail in Fig. 6 (a) and (d), which suggests |Db| .
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TABLE III. Linear-spin-wave-theory parameters for TBFO, T = 320 K data in the FV phase. The uncertainties are one
standard deviation confidence intervals derived from the least-squares model. The χ2

r is the reduced chi squared.

Model Jab (meV) JcS (meV) JcL (meV) Db (meV) Dc (meV) Σdamp χ2
r

FV-best-fit -2.9(3) 1.1(7) -2.7(3) < -0.001 and & -0.1 0.7(3) 1.0(1) 5.06
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FIG. 6. Neutron scattering function intensity versus energy transfer at T = 320 K for TBFO in the FV phase for different
Q-integrations. These data were used for modeling and the FV-best-fit model is shown. Experimental data collected on
the SEQUOIA with Ei = 120 meV are shown along with the calculated twin contributions and the domain averaged plus
background fit. The insets of each panel show the binning range over Q, which reduces the four-dimensional S(Q, ~ω) to the
one-dimensional I(~ω) shown here. The red Roman numerals delineate the regions used for model optimization also shown in
Fig. 5.
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FIG. 7. Energy line-broadening from inherent instrumental
effects compared to the effect of the damping in the FV-best-
fit model.

0.1 meV [13]. The easy-plane Dc energy increases the fit-
ness of the calculated spectra by shifting spectral weight
to higher energies [13]. The broadening via Σdamp re-
quired to model the data is drastically greater than the

instrumental energy resolution, Fig. 7. Alternative, less-
optimal but edifying FV LSWT models for TBFO are in
Appendix B. The covariance matrix of the FV-best-fit
model is illustrated in Appendix C.

The FV-best-fit model allows for more quantitative
fitting than was possible for the YBFO powder INS
report, which was limited to extracting an overall en-
ergy scale, but also required damping to model the
data [8]. Here, superexchange parameters, an easy-plane
anisotropy, and a phenomenological damping parameter
are determined. No calculations of the superexchange
and anisotropy parameters in DCLPs in a fractional va-
lence state are available for comparison. The damping of
spin waves has been reported for a variety of systems that
possess a high electrical conductivity ground-state that
coexists with magnetic order, with colossal magnetoresis-
tance manganites and metals being two important exam-
ples [14]. The ratio of the zone boundary magnon energy
(EZ) to the energy of the magnetic ordering (kBTC) has
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FIG. 8. Best-fit spin-wave model dispersion relationships for TBFO along high-symmetry directions in the Brillouin zone. The
reciprocal lattice is pseudo-tetragonal and indexed by the INS crystallographic cell in Table I and Fig. 2 for (a) CO-best-fit
and (b) FV-best-fit. The thin lines that range from red to yellow are the calculated modes and the overlaid thicker black
lines show the neutron scattering intensities.

been suggested as a measure of itinerancy in the con-
text of spin wave damping and neutron scattering. For
TBFO in the FV state EZ ranges between ≈25 meV and
≈35 meV, so dividing by kBTC = 39 meV gives a ra-
tio of EZ/kBTC ≈ 0.8 that is smaller than the ratio for
elemental Ni (EZ/kBTC = 6) or the ratio for elemental
Fe (EZ/kBTC = 9) metals but similar to the values in
optimally doped colossal-magnetoresistive (CMR) man-
ganites (EZ/kBTC ≈ 1) [14]. The detailed physics of
spin wave damping is sufficiently complex that experi-
mental reports are limited to phenomenological fits, but
these data provide a basis for more detailed theoretical
treatment.

Quantitative details of the TBFO electronic structure
and spin wave damping are yet to be resolved. The
TBFO system is anomalous in that dominant antifer-
romagnetic interactions in the FV state co-exist with
large damping of the excitations, as opposed to a clearly
double-exchange dominated ferromagnetic system [15].
This spin wave damping in TBFO manifests itself in a
similar manner for spin waves propagating in the ab-
plane and along the c-axis. Comparing the FV-best-fit
parameters to the CO-best-fit parameters shows a re-
duction in all antiferromagnetic interactions in the FV
state as may be due to the introduction of ferromag-
netic interactions: ∆Jab = 2.2 ± 0.3 meV, ∆JcS = 1.7
± 0.7 meV, and ∆JcL = 2.4 ± 0.3 meV. A Mssbauer
study of YBFO [16] determined from modeling orbital
populations that valence mixing takes place across the
bond that we label JcS in Fig. 2, which is ferromagnetic
from the static magnetic structure and weakly so in our

spin wave model. Indeed, the Mssbauer derived orbital
populations are consistent with first principles calcula-
tions of YBFO that showed the FV state Fermi level is
dominated by iron d2z orbitals [17]. So, the ferromag-
netism associated with valence mixing may be a double
exchange process. Taking this picture further, the exis-
tence of spin wave damping in double-cell perovskites
like TBFO may be due to activated electron hopping
processes in the FV state interfering with spin correla-
tions. This type of activated hopping has been observed
in GdBaFe2O5 (GBFO), with a characteristic activation
energy of 130 meV that depends on the oxygen stoichiom-
etry [18]. The GBFO conductivity data were analyzed to
have hole-dominated conduction, which is itself puzzling
in the context of the Verwey picture of charge-ordering.

Another feature of these data is the modification of
magnetic anisotropy from easy-axis in CO state to easy-
plane in the FV state, which is reminiscent of the mod-
ification of magnetocrystalline anisotropy in the proto-
typical Verwey system magnetite that goes through an
isotropic point [19–21]. It may also be that the easy-
plane anisotropy in the FV state is related to the similar
residuals of a-axis oriented and b-axis oriented spins in
the diffraction study of TBFO [6].

D. Model spin waves through the Brillouin zone

While the model optimization regions in Section II B
and II C were chosen to maximize signal and avoid back-
ground, it is edifying to visualize the spin waves of CO-
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best-fit and FV-best-fit along various high-symmetry
directions in reciprocal space. For neutron spectroscopy
of magnetic excitations, the so-called magnetic interac-
tion vector (Q× S×Q) scales the detected intensity by
the component of the magnetic moment that is perpen-
dicular to the scattered momentum. These model modes
and INS intensities are shown in Fig. 8. For this plot, the
CO-best-fit calculations are not twinned so that the a-
and b-directions are unique. Unlike experimental data,
for which energy and momentum are always binned over
finite intervals, purely theoretical calculations have no
such restriction and Fig. 8 displays infinitely thin slices.

III. CONCLUSIONS AND OPEN QUESTIONS

We have measured and modeled the spin wave excita-
tions in TbBaFe2O5 (TBFO) in the charge ordered (CO)
state at T = 4 K and in the fractional valence (FV) state
at T = 320 K using single crystal inelastic neutron scat-
tering. While the Verwey transition was observed a cen-
tury ago, the detailed concepts remain contentious. So,
the parameters we extracted may be used to compare
with electronic structure calculations to improve under-
standing of FV to CO transitions in transition metal ox-
ides. The magnetic anisotropy is easy-axis in the CO
state and changes to easy-plane in the FV state. The FV
state shows strong spin wave damping that is associated
with the large electronic conductivity in that phase, but
detailed microscopic models are lacking for the specific
class of double layered perovskites. It will also be in-
teresting to see how magnetic Monte Carlo simulations
of bulk properties informed by the model parameters re-
ported herein may reproduce reported measurements.
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Appendix A: Technical details

The TBFO sample was grown using the floating-zone
technique using an infrared image furnace with details as
in reference [7]. For the neutron experiments, ≈0.3 grams
crystals were co-aligned on aluminum mounts. Cryo-
genic temperatures were achieved with a wet 4He cryo-
stat. The time-of-flight spectrometer at the SNS BL-
17 (SEQUOIA) [22, 23] was used with Ei=120 meV,
Fermi 1=300 Hz, and T0=90 Hz, and with Ei=240 meV,
Fermi 1=360 Hz, and T0=120 Hz. Ei is the incident
energy of the neutron radiation. Energy transfer from
the neutron to the sample is denoted as ~ω and mo-
mentum transfer from the neutron to the sample is re-
ported in reciprocal lattice units (r.l.u.). Experimental
energy resolutions are from MANTID [24], such that
for the Ei=120 meV data the energy resolution is well
modeled by the polynomial expansion in energy transfer:
FWHM (meV) = (3.115×10−7 meV−2)(~ω)

3
+(1.6792×

10−4 meV−1)(~ω)
2− (6.6751× 10−2)(~ω) + 7.4289 meV.

The data were normalized to the proton current on target
during collection. Data were collected at SNS power of
≈700 kW for ≈30 minutes/angle (1.0 Coulombs of proton
charge per angle) and ≈45 minutes/angle (1.5 Coulombs
of proton charge per angle) for the T = 4 K and T =
320 K data, respectively. The detectors were normalized
using a vanadium standard measurement that is defined
to have an average intensity per pixel of 1 scaled unit.
The single-crystal was rotated in the HHL plane in incre-
ments of 2 degrees about the vertical axis, with the result-
ing intensity scaled by incident momentum divided by fi-
nal momentum in order to generate the four-dimensional
S(H, K, L, ~ω) scattering function. Linear-spin-wave-
theory calculations [25] were performed using SpinWave-
Genie, [26] and a Bose factor correction is applied to the
spin wave intensities to account for temperature changes
in single-magnon states. Subsequent to parameter op-
timization, Fig. 8 was generated with SpinW [27]. All
numerical optimizations used the libraries of SciPy. [28]

Appendix B: Relevant, less-optimal models

In Section II the optimal models for the CO and FV
phases were presented as CO-best-fit and FV-best-fit,
respectively. However, other models were tried that both
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TABLE IV. Linear-spin-wave-theory parameters for TBFO, T = 4 K data in the CO phase. The uncertainties are one standard
deviation confidence intervals derived from the least-squares model. The χ2

r is the reduced chi squared.

Model Ja (meV) Jb (meV) JcS (meV) JcL (meV) Db (meV) χ2
r

CO-2 -3.25(3) -7.27(10) -3.06(5) -3.06(5) -0.30(2) 3.53
CO-3 -5.13(5) -5.13(5) -0.58(21) -5.39(13) -0.43(3) 2.73

TABLE V. Linear-spin-wave-theory parameters for TBFO, T = 320 K data in the FV phase. The uncertainties are one standard
deviation confidence intervals derived from the least-squares model. The χ2

r is the reduced chi squared, and χ∗2
r has the energy

range of optimization for Fig. 6 (c-d) limited to greater than 20 meV. The rows that are offset below the FV-2 and FV-3
models correspond to evaluation in the modified energy range as for the χ∗2

r definition.

Model Jab (meV) JcS (meV) JcL (meV) Db (meV) Dc (meV) Σdamp χ2
r χ∗2

r

FV-1 -2.9(3) 1(3) -2.7(5) 0(6) 1(2) 1.0(1) 5.10
FV-2 (FV-best-fit) -2.9(3) 1.1(7) -2.7(3) -0.1 0.7(3) 1.0(1) 5.06

-2.9(2) 1(1) -2.7(3) -0.1 0.7(5) 1.0(1) 3.86
FV-3 -2.7(4) 0.1(1) -2.4(4) -0.1 0.027(3) 2.2(6) 2.80

-2.7(4) 0.1(2) -2.4(5) -0.1 0.0(2) 2.2(7) 2.91
FV-3* -2.2(2) 0.00(1) -2.5(3) -0.1 1.4(6) 1.1(1) 2.31

support the chosen parameter sets and illustrate poten-
tial ambiguities.

Consider first the T = 4 K CO data. For a CO-2 model
that forces JcS = JcL, the result is essentially an aver-
age of the individually varied parameters, the intensity
gaps along the L direction are not reproduced, and the
goodness of fit decreases, Table IV, although the other
parameters are only marginally affected. For a CO-3
model that forces Ja = Jb, the qualitative features of the
experimental data are still reproduced by the model, but
there is still a slightly decreased fit quality, able IV. For
CO-3, there is only one mode in the analogous scan to
Fig. 3 (d). Indeed, to more clearly extricate the Ja and
Jb parameters, an un-twinned sample would have to be
measured. Of the models considered, the CO-best-fit
has the smallest χ2

r.

The FV data at T = 320 K were numerically trickier
due to the small excitation gap along with the fact that
the intensity of classical antiferromagnetic spin waves
varies ∼ 1

~ω . First, the model FV-1 included Jab, JcS ,
JcL, Db, Dc, and Σdamp was optimized and large param-
eter (co)variance developed for JcS , Db, and Dc. The
b-axis anisotropy Db trending to zero is consistent with
the observation of no excitation gap within experimen-
tal energy resolution. In addition, there is an additional
complication that the ground-state magnetic structure
of Fig. 2 (b) is not well-defined when |Db| < 0.001 meV,
causing the LSWT intensities to diverge at low energies
due zero energy spin rotations in the ab-plane. So, the
model FV-2 (FV-best-fit) uses the parameters from
FV-1 and does not vary Db, which removes the large
(co)variances in the solution. Lastly, the model FV-3
takes the FV-2 (FV-best-fit) model and then allows
Dc to also vary. While the FV-3 model has the best fit
according to the χ2

r in Table V, this apparent improved
fitness is due to a better fit in the poorly determined
low energy region near the magnetic Bragg peak that

dominates the residuals due to the large intensity contri-
bution. Conversely, the minimization of FV-1 partially
avoids this region near the magnetic ordering wave-vector
in the fitting as the numerics of the LSWT for this model
has divergences for energy transfers less than 17 meV and
the minimizer becomes insensitive to those specific data.

There is a degree of arbitrariness in selecting the mo-
mentum binning and energy ranges to use in these fits
that is based upon a by-eye determination of magnetic in-
tensity, so we leave the binning ranges as determined and
then the FV-best-fit parameter set does not have the
lowest χ2

r as defined by those more-model-agnostically
chosen ranges. Indeed, manually reducing the energy
range to < 20 meV for the optimization for the FV-3*
model shows how the Dc anisotropy parameter recovers
under such conditions. For this decreased energy range,
the goodness-of-fit parameter χ∗2

r is introduced. It is in-
teresting that this manual intervention does not capture
the data as well as the FV-1 model, as the FV-3 and
FV-3* models have decreased χ∗2

r but in fact have qual-
itative disagreements with the experimental data (again
due to low ~ω dominating the residuals),[13] so the mini-
mization algorithm is apparently robust in this case even
when the intensities have divergences.

Appendix C: best-fit model parameter covariance

In the main text, parameter likelihoods are captured by
reporting the standard deviation of the least-squares fit-
ting results. Additional information regarding the model
behavior is captured in the covariance matrix, from which
the reported uncertainties in Tables II and III are derived
via the square root of the diagonal elements. The covari-
ance is a measure of the mutual variability of two param-
eters within a given model to achieve a likely solution. A
positive covariance in this context means two parameters
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FIG. 9. Intensity maps of the covariance matrices for the
best-fit spin wave models. Units are as reported in the text.
The [JcS , JcS ] value for FV-best-fit is off-scale at nearly
0.5 meV2.

both increasing can give an equally likely solution, while
a negative covariance means if one parameter increases
and the other decreases then an equally likely solution
may be achieved. This concept is related to the ellipticity
of the χ2

r surface in parameter space. For an ideally well-
behaved model, the diagonal elements of the covariance
matrix will be significantly larger than the off-diagonal
elements. These covariance matrices have been normal-
ized, and therefore the elements directly correspond to

the bilinear parameter correlation coefficients.

Illustrations of the covariance matrices by gridded
heatmaps for the intrinsic parameters of the CO-best-
fit and FV-best-fit models are shown in Fig. 9. For the
CO-best-fit model, the largest off-diagonal elements as
compared to the magnitude of the diagonal elements for a
given parameter are for [Ja, Jb] and [JcS , JcL], and both
are negative. Explicitly stated for [Ja, Jb], this value
means that there are models where Ja increases with
Jb decreasing that have similar likelihoods to the opti-
mal model. Conversely, for the FV-best-fit model [JcS ,
JcL] is much smaller than either [JcS , JcS ] or [JcL, JcL]
and so those parameters are more uniquely determined
in the context of standard deviations from the best-fit
mean. In FV-best-fit, [Jab, Dc] shows a relatively large
positive covariance as both parameters can shift intensi-
ties at the zone boundary to higher energies. Also, the
Σdamp parameter has a relatively significant covariance
with all other model parameters compared to the diago-
nal element, which itself is only 10% of the mean. Gen-
erally speaking, these models are well behaved as the
off-diagonal elements are comparatively small, even in
the cases highlighted as potentially ambiguous for these
models.
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