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The plasticity transition, at the yield strength of a crystal, typically signifies the tendency of
dislocation defects towards relatively unrestricted motion. An isolated dislocation moves in the
slip plane with velocity proportional to the shear stress, while dislocation ensembles move towards
satisfying emergent collective elastoplastic modes through the long range interactions. Collective
dislocation motions are discussed in terms of the elusively defined backstress. In this paper, we
present a stochastic continuum model that is based on a two-dimensional continuum dislocation
dynamics theory that clarifies the role of backstress and demonstrates a precise agreement with the
collective behavior of its discrete counterpart, as a function of applied load and with only three
essential free parameters. The main ingredients of the continuum theory is the evolution equations
of statistically stored and geometrically necessary dislocation densities, which are driven by the
long-range internal stress, a stochastic yield stress and, finally, two local “diffusion” like terms. The
agreement is shown primarily in terms of the patterning characteristics that include the formation

The Emergence and Role of Dipolar Dislocation Patterns in Discrete and Continuum

of dipolar dislocation walls.

Crystals mainly deform through the motion of disloca-
tions [I], extended line-like defects in the crystal lattice.
This sole fact can provide key explanations for the mag-
nitude and character of uniaxial and shear strength, as
well as the plastic crystalline behavior. However, the
complex spatio-temporal dynamics of dislocations is elu-
sive: It has long been known that many aspects of the
stress-strain response of deformed metals are associated
to collective and emergent dislocation patterning that
cannot be predicted by single-dislocation features, e.g.,
dense dipolar wall (DDW) formation and corresponding
dislocation cell walls (see for example, Refs. [2H]). Also,
failure due to mechanical fatigue is preceded by the for-
mation of complex dislocation patterns that have been
labeled as “vein structures”, typically observed after mul-
tiple thousands of fatigue cycles [9HI3]. Dislocation pat-
terning is, therefore, not only interesting in relation to
analogous phenomena in statistical mechanics [14], but
also it correlates with the vital technological interest of
characterizing and predicting the lifetime of mechanical
components [9].

Although during the past five decades several attempts
have been proposed to model pattern formation [I5H20]
most of them are based on purely phenomenological ar-
guments, so they are not derived from the properties
of individual dislocations. Very recently, however, mod-
els based on statistical physics considerations have been
derived establishing a direct link between a micro and
mesoscale descriptions of the collective motion of disloca-
tions [21H26]. Yet, neither the dynamical or energetic ori-
gin of DDWs (or that of the vein structures or other spe-
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FIG. 1. A gradient in the geometrically necessary dislocation
density is one form of spatial correlations that may affect local
strength (through the back-stress 73) and lead to different
yielding thresholds for panels (a) and (b). Configuration of
panel (b) is stronger (weaker) if D < 0 (D > 0). The dashed
lines denote spatial discretization which is necessary to define
continuous densities.

cific dislocation patterns) was clarified, nor their relation
to back-stress terms (induced by dislocation correlations
schematically shown in Fig. appearing in continuum
dislocation dynamics. These latter dislocation force com-
ponents are typically associated with the Bauschinger ef-
fect (the asymmetry of deformation upon reversed load-
ing) and represent key ingredients of kinematic hardening
theories [Il 27, 28]. In dislocation dynamics and strain-
gradient plasticity theories [29], such terms involve non-
linear derivatives of the local dislocation density, however
their precise form has been elusive [21], 30} [3T].

In this paper, we develop further the deterministic ap-
proach proposed by Groma et al. [25] that is able to
display the spontaneous formation of dislocation walls
through a dynamical transition [I4], and can be used
to establish basic constitutive rules for continuum dis-
location plasticity theories. The key ingredients are: a
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TABLE I. Summary of the units of dimensionless quantities.

Quantity Unit
Distance (z) 51 2
Stress (1) Gb/’(l)/2
Plastic strain () b,o(lj/2
Time (t) MGb?pg
Dislocation density (p, k) £0

particular form of dislocation backstress, a ”diffusion*
like stress term proportional to the gradient of the sta-
tistically stored dislocation density, and the yield stress
being proportional to the square root of the statistically
stored dislocation density (Taylor hardening law). Each
term arises from a consistent coarse-graining procedure
and contains dimensionless prefactors. Here we show
that although patterning is a general feature of the orig-
inal model [25] [32], realistic DDW formation observed in
lower scale discrete dislocation dynamics (DDD) simula-
tions [33] only occurs when the yield stress is replaced by
a local random variable that makes the model stochastic.
Such random terms were previously used in general plas-
ticity models for crystal [34] and amorphous [35] plas-
ticity and its precise form for 2D dislocation plasticity
has been determined recently from DDD simulations [36].
Our results, therefore, shed new light on the role of the
backstress as well as the stochastic local yield threshold
in dislocation patterning of bulk single crystals, and pro-
vide a successful multi-scale description of the dynamics
in single-slip edge dislocation systems.

The emergence of dislocation patterns has been inves-
tigated numerically using multiple approaches, including
two-dimensional(2D) [33] B7H44], three-dimensional (3D)
DDD [45] 46], as well as continuum dislocation dynamics
(CDD) [47H50]. Realistic 3D-DDD have been too ex-
pensive and remain below 1% strain in bulk conditions,
while CDD has not yet captured local entanglement and
backstress interactions that are expected to play critical
role in patterning [51l 52]. In contrast, 2D-DDD meth-
ods not only are numerically tractable at large strains,
but also a rigorous coarse graining procedure has been
developed for the special case of edge dislocations in sin-
gle slip [211 23], 25]. In this paper, we will investigate the
continuum description of patterns in this case.

We consider a configuration of straight parallel edge
dislocations, lying along the z axis with their Burgers
vectors pointing in the z direction. We assume to track
the motion of dislocations on the z = 0 plane. To em-
ulate an infinite crystalline medium, periodic boundary
conditions (PBC) are applied at the borders of the square
shaped simulation area of size L x L. The Burgers vector
can be written as b; = s;b, where b = (b,0), s; = %1,
and 1 <i < N, with N being the total number of dislo-
cations. To mimic easy glide a linear relationship is as-
sumed between the projection of the Peach-Koehler force
to the glide plane ( denoted by F' hereafter) and the dislo-
cation velocity in the glide direction v as v = M F', where

M is the dislocation mobility [53]. Throughout of this pa-
per dimensionless units summarized in Table [] are used
where pg = N/L? is the average total dislocation density
and G = pu/[2n(1 — v)] is an elastic constant (where
and v is the shear modulus and Poisson’s number, re-
spectively). Using these units the equation of motion for
the ith discrete dislocation (0 > ¢ > N) reads as

N
Zi(t) = 8; | Text + Z 5iTimd(Ti —75) | 5 9i(t) =0,
=1,
(1)

where 7,4 denotes the shear stress field of an individual
dislocation (see, e.g., [38]). For further details on our
2D-DDD simulations and the exact formula for 75,4 see
the Supplemental Material [54] (see, also, references [21
93, 25, [34, [36), 38, 55-57] therein).

The typical evolution of a dislocation configuration
can be seen in the left column of Fig. At zero ap-
plied shear stress 7oyt no clear pattern can be observed
even though there are specific local (low energy) config-
urations: Opposite sign dislocations organize into short
dipoles whereas those of identical sign form short verti-
cal walls. As 7oy increases, dislocation patterns become
increasingly heterogeneous with predominant long dense
vertical walls [33]. These DDWs are induced by the ex-
ternal shear stress and represent the most stable config-
uration that can be formed in this 2D system. Recently,
it has been shown that orientation of the slip system
with respect to the simulation box strongly influences the
correlation properties of the dislocation network at large
strains [58]. This type of boundary condition sensitivity
is common to patterning instabilities in condensed mat-
ter systems with long-range interactions [59]. In all such
systems, the local interaction that causes the instability
is believed to be independent of the particular bound-
ary condition to be investigated. Thus, in the present
system, the emergent local order is not expected to be
affected by boundary conditions at small strains.

To characterize the pattern evolution in a quantitative
manner the two-point spatial correlation functions are
computed at different strain levels. These functions are
defined as

d++(’f') = <P++(7“/pv(2)7'l + ,r) - 1> , ) (2)

where pi 4 (r',7) denotes the two-point density of a +
sign dislocation at ' and a + sign dislocation at ' + r
[60]. In the definition the averaging with respect to r’
is introduced since the system due to the PBC is homo-
geneous, so, p44 (71, r3) can only depend on the relative
coordinate ro — r1. The correlation function for the op-
posite sign dislocations d; _ is defined accordingly. The
numerically obtained correlation functions and their evo-
lution with increasing strain can be seen in the center and
right column of Fig. These functions were averaged
over 200 individual realizations, so, they represent the
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FIG. 2. Dislocation pattern evolution in DDD simulations.
Left column: Dislocation configurations obtained at different
strain v values. Middle and right columns: Same sign and
opposite sign spatial correlation functions (d++ and d4_, re-
spectively) of discrete dislocations.

average patterning behavior of the DDD system. At zero
strain the microstructure is dominated by vertical walls
of same sign dislocations and short dipoles of opposite
sign dislocations having a 45° angle with the horizontal
glide plane. The d,, function has a slow |y|=1® type
power-law decay along the y axis, signalling a broad dis-
tribution of the wall lengths [22]. With increasing strain

(i) the walls get longer and denser (see the change in
the magnitude of the correlation function d4 ) and

(ii) the function d4_ becomes asymmetric due to the
polarization of the microstructure, that is, the —
sign dislocations tend to be positioned to the right
with respect to the + sign dislocations. In addition,
with accumulating strain the d4_ function extends
in the vertical direction similarly to the d sig-
nalling the build-up of the DDWs seen in the left
column of Fig. 2}

In order to identify the precise continuum form of the
DDW instability in the 2D-DDD simulations, we con-
sider the theory that has been directly derived from the

equations of motion (see SI) using a rigorous coarse grain-
ing procedure [25], and is based on the continuous den-
sity fields p4(7,t) of dislocations with identical (+ or
—) sign, and the corresponding total dislocation den-
sity p = p4+ + p— and geometrically necessary disloca-
tion (GND) density k = p4 — p—. The recently revisited
form of the evolution equations with the dimensionless
variables of Table [l read as follows:

Opr = —0y {,0+ [Text + Toe + T — 2%71‘ + Td} } ; (3)
Op— = +0, {p [Tcxc + Tse + 76 — 2%71‘ - Td} } . (4)

where
Tee(P,t) = /Tind(r —rr(r, t)d% (5)

is the long-range (or “self-consistent”) stress field of
GNDs which together with the external field 7.y repre-
sents the experimentally measurable average shear stress
in a small volume around ». This is complemented by
the gradient stress components

(7, t) = —gaw&(mt) and 74(r,t) = _4 p(r, ).

(6)
and friction stress 74 that is as big as necessary to pre-
vent dislocation flow and it cannot be larger than the
yield stress ap'/2. In the equations above, a, D and A
are dimensionless constants: « is the dimensionless pa-
rameter of the Taylor hardening law whereas A and D are
specific moments of the dislocation interaction stress 7inq
and the two-point correlation functions [21]. Note, that,
as described above, material-dependent Burgers vector,
elastic constants and dislocation mobility were absorbed
into time and stress scales, so all quantities in the above
equations are dimensionless. For the dimensional ver-
sions, see [25].

The origin of the friction stress 74 and local gradient
terms 7, (back-stress) and 74 (diffusion stress) is clear
from the formal derivation of the theory [25]: They stem
from the fact that dislocations are not positioned ran-
domly but are spatially correlated, a fact that has been
already postulated by Wilkens based on energetic consid-
erations [61], also demonstrated in numerical simulations
[60] and in Fig. Dislocation patterns themselves are
also a manifestation of these correlations (see, for exam-
ple, Fig. 1 for a schematic). As of the physical meaning
of these terms, friction stress, and so the yield stress,
is the result of the small-scale correlated substructures
(most importantly, dislocation dipoles in the 2D system
being studied) that may be stable against external load.
Indeed, in Eqgs. 7f is multiplied by p+/p expressing
that dislocations can only be withheld by dislocations of
opposite sign. Interpretation of gradient terms are more
subtle: In the flowing regime they can be envisaged as
a correction to the yield stress. In particular, due to



the back-stress term local strength may depend on the
gradient of the GND density as depicted in the sketch
of Figure [[] According to the sign of parameter D, the
strength of the local volume in Fig. b) may be larger
(for D < 0) or smaller (for D > 0) than that of Fig.[I|(a).
Similar explanation can be given for the diffusion stress
Td-

The importance of our formulation becomes transpar-
ent when one aims at building a multiscale connection
and understanding of traditional plasticity theories of
constitutive formulations of backstress fields to discrete
dislocation formulations [I]. In traditional formulations,
the most common approach involves the modeling of
backstress x in a particular slip system, as a correction
to the shear stress 7, that displays a typical evolution
equation with direct hardening and dynamic recovery co-
efficients respectively (see for example Ref. [62]):

X = ¢y —dxl7l (7)

where 7,7 are the shear strain and strain rates in the
slip system. This equation has a natural, intuitive and
experimentally verifiable explanation in terms of poly-
crystalline, grain-boundary dominated plasticity, since
it is transparent that dislocations that “cross” grain-
boundaries should face an opposite-signed, discontinuous
resistance when loaded in the opposite direction. How-
ever, in dislocation ensembles, such explanations were
elusive and vague, especially since continuum disloca-
tion density theories desire continuous, analytic terms
if not required otherwise. Nevertheless, in the single-
slip theory we have developed, it is transparent how
the d-term in Eq. emerges, without the particular
need of non-analytic mathematical terms. As shown in
Fig. |3} the response of a continuum dipolar wall in our
theory contains all the ingredients that were constitu-
tively assumed in traditional multiscale formulations: If
a positive-signed dislocation moves across the wall, it
would have an opposite-signed resistance if moved in op-
posite directions.

The numerical implementation is based on the phase-
field functional:

Plp,#] = Eu +/ {Apln <p> + D"ﬁ] &2, (8)

Po 2p

where FEg is the mean-field stored elastic energy of the
system (measured in units of Gb?) that includes informa-
tion about the self-consistent and external stress fields
(see its exact form in the SM) [25], and pg is a constant
that does not appear in the evolution equations. It was
shown before that Egs. can be derived from Eq.
assuming that |k| < p and that P can only decrease dur-
ing the evolution of the system [25]. In the present im-
plementation, densities are discretized on a regular grid
of cell size a, and the yield stress (that is, the maximum
of the friction stress 7) is replaced by a local stochas-
tic variable (representing the fluctuations of the under-
lying dislocation microstructure at every cell). For the

9% ; 2 % ; m

64 I HE 64 Hd o

32 T 0 32 T =
32 64 96 32 64 96

96 . my 05 96 . ml

£ 03
Fq 02

F ol
64 b 64 IH tE 0
tH o

F4 0.1
F4 -02
FH -03 E 02
32 . B4 n . =
k7] 64 9% 2 64 9%

FIG. 3. Stress fields in a model of a dipolar wall in the SCDD.
(a,b): Total and GND densities of a dipolar wall placed in a
constant dislocation density background. (c) Self-consistent
field 75 of the dipolar wall. (d) Gradient stresses (75 + Ta)
acting on a positive sign (s = 1) dislocation. Notice the de-
velopment of a back-stress on the left side of the dipolar wall.
The model parameters used are the same as in Fig. [4

distribution of the yield stress, in accordance with re-
cent DDD results, a Weibull distribution is used with
shape parameter 1.4 and the scale parameter is defined
through (77) = a,/p (see details in the SM) [36]. We
apply extremal dynamics: At every timestep, dislocation
activity takes place at the site where decrease in P is the
largest and this consists of a quantum of dislocation flux
Ap = a=2 (of either positive or negative dislocations)
flowing through the cell boundary. If no such cell exists,
external stress 7oyt is increased until one cell is triggered.
After each triggering, a new random yield stress from
the same Weibull distribution is assigned to the given
cell. Further details of the implementation are summa-
rized in the Supplemental Material [54]. In the rest of
this paper this model is referred to as stochastic contin-
uum dislocation dynamics (SCDD).

The continuum theory does not yield exact values for
the parameters «, D, and A; one must, therefore, con-
sider them as fitting parameters. The results of DDD
simulations summarized above, however, give insight on
possible values. As seen in Fig. [2| the strongest possi-
ble dislocation configuration is the dipolar wall struc-
ture. According to Fig. [I] this might imply the necessity
of the back-stress term 7, and that D < 0. However,
according to the linear stability analysis of Eqgs. ,
in the absence of stochastic terms, which is discussed
in Ref. [25], one may conclude that if D = A = 0 or
either D or A is negative, then all perturbations are un-
stable, and the fastest growing perturbation is seemingly
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FIG. 4. Dislocation pattern evolution in SCDD simulations with D = A = 0.25, « = 1.0 and a = 2. Left two columns:
Total and GND density maps obtained at different strain v values. Right two columns: Same sign and opposite sign spatial
correlation functions (dy4+ and d4_, respectively) of dislocation densities.

the largest possible wave-vector k, = 2m/|b| where |b| is
the minimum-possible Burgers vector magnitude. This
implies that in such cases the wavelength of the insta-
bility approaches the lattice scale, and one would expect
a dislocation pattern where positive/negative dislocation
walls arrange in a + — +— type instability. In the follow-
ing, that is exactly what we observe. Moreover, if A > 0
and D > 0, resulting that the phase field functional given
by Eq. is convex, then the linear stability analysis of
Ref. [25] concludes that there is an emergent wavelength
selection for a periodic pattern that should appear. How-
ever, in the presence of quenched stochastic terms, such
as the ones considered both in the presented DDD and
SCDD models, it is expected that such instabilities would
be suppressed by the quenched disorder, which typically
takes the form of a stochastic yield stress term. The in-
clusion of a stochastic yield stress term (such as the one
in this work) is critical to suppress non-linear dynamical
instabilities that are tied to the particular deterministic
dynamical equations and thus, non-generic, and probably
this difference may explain particularly different conclu-
sions of our work compared to prior efforts on analogous

questions [32].

In accordance with our 2D-DDD simulations, at ¢t = 0
a random pattern of p; and p_ is assumed, and initially
a relaxation step is performed at 7exy = 0. Then, the
external stress 7oyt is quasi-statically increased. The two
left columns of Fig. [] depict this evolution in terms of
the total and GND densities (p and &, respectively) for
a given parameter set (D = 0.25, A = 0.25, o = 1.0,
a = 2). Analogous behavior is obtained between DDD
and SCDD in the evolution of both total and GND pro-
files: short vertical DDWs form in the initial phases of
deformation which then merge and extend in the vertical
direction upon increasing strain. To descibe the patterns
in more detail, the correlation functions d; and dy_
were also calculated and can be seen in the right two
columns of Fig. [l Although fine details of the correla-
tion functions cannot be reproduced with a continuum
method defined on a coarse mesh, the evolution of these
functions is remarkably similar to the DDD case (seen in
Fig. , however, pattern development is somewhat de-
layed in the SCDD (also note the difference in the spatial
scale between DDD and SCDD results). In particular, at
strain v = 0 the configuration consists of short verti-
cal walls of same sign dislocations and short dislocation



dipoles of opposite sign having an angle of 45 degrees
with the = axis. As the stress and strain increases the
vertical walls become more extended and strong asym-
metry develops in the d; _ correlation function signaling
the presence of DDWs. To quantitatively compare the
polarization due to the asymmetry in d4_ between DDD
and SCDD we consider the spatial average of d;_ along
the vertical direction as

Comtw) = (/L) [ di—( )y (9)

which measures the polarization of individual configu-
rations. Indeed Fig. [5| shows that a strong asymmetry
emerges upon plastic deformation for both models. In ad-
dition, a quick, exponential decay follows the peak in the
x > 0 domain, with a characteristic distance of approx. 5
average dislocation spacings. This length scale can be
identified with the characteristic width of the DDWs. We
identify this asymmetry as the most basic origin of the
Bauschinger effect [63] as it will be discussed below.
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FIG. 5. Correlation functions averaged along the DDW direc-
tion Cy_ for the two applied models: (a) DDD and (b) SCDD.
Notice the asymmetry developing upon increasing strain. The
simulation parameters are the same as in Figs. [3| and

We now address the role of SCDD parameters in the
patterning instability. Figure [6] plots the dependence of
typical patterns and the corresponding correlation func-
tions on the coefficients of the gradient terms D and A
and the average strength of the yield threshold a. As
seen, in the absence of gradient terms (D = A = 0) the

+ — +—-type instability discussed above can be clearly
observed (second row). This behavior is, in agreement
with the theory, induced by the friction stress term 7y
and is at odds with the patterns of DDD and demon-
strates the necessity of the inclusion of gradient terms.
The third row of Fig. [6] shows the effect of D < 0: the in-
creased strength of the GND gradient depicted in Fig. [T
leads to even stronger 4+ — 4+— instability, again in agree-
ment with the linear stability analysis of Ref. [25]. As of
the role of the other parameters, we first recall that 74
is a diffusive term in the total dislocation density p, so
increasing the value of A leads to smoothening of the dis-
location patterns (see the 4th row of Fig. @ while A <0
would lead to anti-diffusion and the immediate blow-up
of the pattern (not shown). The effect of decreased yield
strength is seen in the last row of Fig. [6} one observes
weaker patterns and polarization and the increase of «
would lead to the strengthening of the + — +— instabil-
ity. To summarize, it is evident that in order to obtain
realistic patterns D > 0 and A > 0 is required and both
too large and too small values of o should be avoided. A
more detailed analysis will be published elsewhere.

It is instructive to compare the continuum plasticity
theory with general elastoplastic constitutive models and
in particular, with those of kinematic hardening [1]. The
backstress term appearing therein has the phenomenolog-
ical role of modeling the Bauschinger effect observed at
reversed loading with the appropriate translation of the
yield surface. In this paper, we showed that there is an
explicit correspondence: since 73, in Egs. can also be
considered as an asymmetric correction to 7, and using
the identity Oik(r,t) = —0,7%(r, t), with the GND density
connected to the shear component + of the plastic strain
rate, one arrives at 7, = (D/p)9%4 that is analogous to
the phenomenological rate equation of Melan and Prager
(75 x %) [64} [65] (the appearance of the second deriva-
tive reflects the strain-gradient origin of the Bauschinger
effect and the backstress in microscopically derived con-
tinuum theories of dislocation behavior). The simula-
tions presented above, therefore, emphasize the micro-
scopic origin of the backstress: The asymmetry of the
yield surface in kinematic hardening is the result of the
bulid-up of asymmetric dislocation sub-structures (polar-
ized walls in the present set-up). Furthermore, backstress
terms are also used in gradient plasticity theories to ac-
count for the short-range interactions in pile-ups close to
grain boundaries [66]. Such terms exhibit the same form
as Eq. @ also with a positive dimensionless prefactor.

In the case of SCDD the picture that emerges is as
follows: the DDWs formed during plastic deformation are
in fact two GND pile-ups piling up against each other.
The +— instability at the center is due to the yield stress
which also provides the great strength of such structures.
However, backstress terms are also required to suppress
the + — +— instability discussed in the paper and to
provide a length-scale for the pile-up widths.

In summary, SCDD does not only provide precise de-
scription of its microscopic DDD counterpart, thus rep-
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FIG. 6. Dislocation pattern evolution in SCDD simulations for different parameters at v = 1 and a = 2. Left two columns:
Total and GND density maps obtained at different strain v values. Right two columns: Same sign and opposite sign spatial
correlation functions (dy and d4_, respectively) of dislocation densities.

resenting a successful multi-scale step, but it also synthe-
sizes previous theoretical approaches of dislocation pat-
tern formation, kinematic hardening, and strain gradi-
ent plasticity in a simple 2D setting. By identifying the
physical interpretation and key role of the strain gradient
terms our results may serve as a starting point for more
complex 3D implementations.
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