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We illustrate a novel approach based on itinerant magnetism for finding ferromagnetic semicon-
ductors that can be gate tuned to study quantum critical points. We show that p-type FeAs2 is
an example. The complex non-parabolic band structure of this material leads to a ferromagnetic
instability when doped, while at the same time allowing for a modest transport effective mass. This
leads to an analogy between magnetic semiconductors and thermoelectric materials.

Ferromagnetic semiconductors are of long-standing in-
terest due to potential applications in electronic de-
vices that use both charge and spin degrees of freedom.
However, the subject also presents exciting physics due
to the contradictory requirements for a good ferromag-
netic semiconductor.1–4 Importantly, magnetic semicon-
ductors, if the magnetic properties are gate tunable and
high mobility can be obtained, are of strong interest from
a scientific point of view. In particular, they may provide
an ideal platform for developing understanding of quan-
tum criticality.5–8 This is because gate tuning of mag-
netic properties potentially offers a very clean, repeat-
able method for detailed mapping out of transport and
other properties9,10 through a quantum critical transi-
tion. This differs from more conventional quantum criti-
cal magnetic materials, such as Sr3Ru2O7, ZrZn2, NbFe2
and others, where tuning parameters include chemical
alloying, magnetic field and pressure.7,8,11–16 Materials
exhibiting gate tunable quantum criticality would allow
detailed study of properties with controlled variation of
magnetic field, carrier concentration and temperature.

Traditional approaches for realizing magnetic semi-
conductors are incorporation of magnetic impurities
into conventional non-magnetic semiconductors, exem-
plified by Mn doped GaAs, and doping of ferromagnetic
insulators.17–22 However, these approaches are not ideal
for studying critical points. In particular, in semicon-
ductors where magnetic impurities are incorporated the
Curie temperature could be tuned to zero by controlling
the carrier concentration, but in that case the disorder
in the magnetic impurity distribution may lead to glassy
behavior rather than a clean quantum critical point. In
doped magnetic materials magnetic ordering is a prop-
erty of the starting intrinsic material, and therefore the
Curie temperature may not be tunable to zero as needed
for realizing a quantum critical point, even though the
magnetic order may be switchable in some cases.23

Here we focus on an alternative approach based on
itinerant magnetism, related to Stoner theory.24–26 The
itinerant ferromagnetism that can arise within this ap-
proach is directly due to an instability of the electron
gas, and therefore resides in the same states that are
responsible for transport. As such, strong transport sig-
natures of spin-fluctuations associated with the critical
point may be expected, perhaps similar to ruthenates,
such as Sr3Ru2O7.7 We demonstrate here that semicon-
ducting FeAs2 has the possibility of being a ferromagnetic
semiconductor when doped p-type and that this will be
realized through a quantum critical point as a function of
carrier concentration. Importantly, FeAs2 is a three di-
mensional (3D) diamagnetic semiconductor.27,28 The fact
that it is diamagnetic means that even though it contains
a magnetic element in its chemical formula, it does not
contain preformed moments in its undoped state.

It is also interesting to note that from a chemical point
of view there are some similarities between FeAs2 and
the Fe-based superconductors, in particular, both sys-
tems show densities of states around the Fermi level that
are dominated by Fe d states, but with significant co-
valency between Fe and As, and both show significant
itinerancy in their electronic and magnetic properties.
They also show short enough Fe-Fe distances (in-plane
Fe-Fe in the Fe-based superconductors, and Fe chains in
FeAs2) to allow metal-metal bonding, affecting the elec-
tronic structure.29,30

Ferromagnetism occurs in the Stoner model when the
quantity N(EF )I/2 ≥ 1, where N(EF ) is the Fermi level
electronic density of states on a per atom basis and I
is an interaction parameter that is material dependent,
but typically ∼1 eV for 3d transition metal elements, and
the factor of two is for the two spins contributing to the
density of states.31

In a 3D semiconductor, the density of states is

N(EF ) ∼ m∗E
1/2
F , with EF relative to the band edge,
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while the mobility generally varies as µ ∼ 1/m∗. Addi-
tionally, the Curie temperature in itinerant models gen-
erally decreases with the energy scale, which is governed
by 1/m∗.32 This leads to a conundrum if one seeks fer-
romagnetic semiconductors based on this approach – one
seeks materials that have both a very heavy effective mass
and at the same time a low effective mass. A related co-
nundrum arises in thermoelectric materials, where high
performance requires both high conductivity and high
Seebeck coefficient, in other words light mass and heavy
mass at the same time. In thermoelectrics this can be re-
solved through complex band structures.33–37 These fa-
vorable band structures can lead to transport effective
masses that are much lower than would be inferred from
the Seebeck coefficient. We suppose then that thermo-
electric materials may be a good starting point for finding
ferromagnetic semiconductors.

FeAs2 is a diamagnetic semiconductor occurring in the
orthorhombic marcasite structure,38 space group Pnnm
(#58).27,28,39,40 It has interesting thermoelectric proper-
ties when doped n-type,27,41 including high Seebeck coef-
ficients at high carrier concentration, and a complex non-
parabolic band structure.42 Importantly, these properties
are well described by standard density functional theory
(DFT) calculations in Fe2As.42,43 Here we use DFT cal-
culations to investigate FeAs2 as a ferromagnetic semi-
conductor.

We did calculations using the general potential lin-
earized augmented planewave method,44 implemented in
the WIEN2k code,45 with the standard PBE generalized
gradient approximation (PBE GGA).46 We tested dif-
ferent choices for the LAPW sphere radii. The results
shown are for radii of 2.20 Bohr. We used well converged
basis sets consisting of LAPW functions plus local or-
bitals, with a planewave sector cutoff of RminKmax=9,
and we crosschecked using the projector augmented wave
(PAW) method as implemented in the VASP code,47,48

with an energy cutoff of 450 eV.

Fig. 1 shows the calculated electronic density of states
(DOS), and band structure, which are similar to prior
reports.49 Near the band edges the DOS is mainly de-
rived from Fe d states. As seen, for n-type values of the
DOS significantly exceeding the Stoner criterion, roughly,
N(EF )/2≥1 eV−1 are not achievable. On the other hand,
the valence band shows a prominent Fe d derived peak
below the band edge, and the DOS onset is much steeper
for p-type than for n-type. Interestingly, even though
the high DOS indicates very heavy bands, there is signif-
icant dispersion of bands near the band edge reflecting
the presence of multiple bands and non-parabolicity. The
Stoner criterion, based on the DOS with I=1 eV applied
to the Fe d component, is exceeded for EF below ∼ -0.13
eV, relative to the valence band maximum, which is a
value that may be reachable by gating and/or doping.

The first question is whether a ferromagnetic instabil-
ity can be realized in p-type FeAs2. We did virtual crystal
calculations with constrained DFT employing the fixed
spin moment procedure to investigate this. The virtual
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FIG. 1. Total and partial density states of FeAs2 on a per
formula unit both spins basis (top) and band structure (bot-
tom). The energy zero is the valence band maximum. The
point at which the Stoner criterion with I=1 eV for Fe is
exceeded is indicated.
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FIG. 2. Total energy FeAs2 as a function of constrained spin
magnetization on a per formula unit basis in the virtual crys-
tal approximation. The energy of non-spin-polarized case was
set to zero. The percent values are holes per As (correspond-
ing to replacement of As by e.g. Ge. The results of an ex-
plicit Fe4GeAs7 supercell calculation corresponding to 12.5%
are also shown.
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FIG. 3. Calculated direction dependent 300 K transport effec-
tive mass of n-type (left lines) and p-type (right lines) FeAs2
function of carrier concentration.

crystal approximation is a self-consistent average poten-
tial method that does not rely on rigid bands and is ap-
propriate for gate tuning as well as doping provided that
the potential due to the dopant atoms is not too strong.
We also did calculations with explicit doping on the As
site using replacement by Ge in a supercell of composi-
tion Fe4GeAs7. The results are given in Fig. 2.

As seen, itinerant ferromagnetism at the mean field
level starts at low doping, ∼ x=4%, where, x corresponds
to substitution on the As site with an element providing
one fewer valence electrons (thus the number of holes per
Fe is 2x). Also, the predicted magnetization is close to
the maximum allowed by the doping level over a wide
range, implying a high spin polarization. It is also note-
worthy that the results for the explicit substitution on
the As site are similar to the virtual crystal calculations.
We also did self-consistent virtual crystal calculations in-
cluding spin-orbit coupling. We find similar magnetic
instabilities in that case.

However, as mentioned, a magnetic instability by itself
is not sufficient to make a material a good ferromagnetic
semiconductor, since transport is important. The band
structure is shown in the bottom panel of Fig. 1 The
band gap is indirect and has a value of 0.27 eV, consistent
with reported experimental values of 0.22 eV and 0.24
eV,27,41 and a prior calculated value of 0.28 eV.43 The
agreement of the PBE value with experiment is perhaps
surprising, but we note that this has been found in the
past for materials where both the conduction band and
valence bands are derived from d electrons and where
correlation effects are not strong. This is because crystal
field splittings are often well described by standard DFT
calculations.50

There are flat bands near the valence band edge, which
underlie the large peak in the DOS that causes the Stoner
instability when doped p-type. Importantly, however,
there are also more dispersive bands, in particular at the
R point valence band maximum, in the dispersion of the
second and third bands from the band edge along Γ-Z
and also along Γ-S. Therefore, in analogy with thermo-
electric materials, this may be a case where the transport
and density states are decoupled in the sense of not fol-

FIG. 4. The left panel shows (a) the crystal structure and
the (b) Brillouin zone of FeAs2. The middle and right panels
show (c) minority and (d) majority spin Fermi surfaces of
ferromagnetic FeAs2 at 10% doping (0.2 holes per Fe).

lowing the expectations of a parabolic band model.

We calculated the transport function, σ/τ (σ is con-
ductivity, τ is relaxation time), using the BoltzTraP
code,51 in order to determine the transport effective
mass. This is the effective mass that governs transport,
and is defined as the carrier concentration and tempera-
ture dependent mass that would give a value of σ/τ in a
parabolic band model that is the same as the actual value
with the real band structure.52 The results at 300 K are
shown in Fig. 3 for both p-type and n-type. As seen, the
transport effective mass is significantly anisotropic for
n-type. This is due to anisotropic carrier pockets (not
shown). The transport mass shows lower but still signif-
icant anisotropy for p-type, which is the subject of the
present work, with the out-of-plane z (c-axis) direction
mass being higher than the in-plane, x and y direction
masses. Importantly, even though the near band edge
DOS for FeAs2 is very high, the material is a 3D semi-
conductor with an effective mass that is not so high as
to preclude transport studies. It is also interesting to
note that even though the onset of the DOS at the band
edge is steeper for p-type than for n-type, the transport
effective masses are comparable.

We now turn to the spin-polarization. The doped holes
in this material are highly polarized as seen from the
spin magnetization. Fig. 4 shows the minority and ma-
jority spin Fermi surfaces at doping level of 10% (0.2
holes per Fe). This corresponds to a carrier concentra-
tion of 4.35×1021 cm−3. The calculated spin moment
is 0.185 µB per formula unit. The minority spin shows
hole Fermi surfaces located at the zone corner R point,
where there are two relatively light bands (degenerate at
R, Fig. 1) yielding two small surfaces and larger sur-
faces along the line between Y and T (around H), where
there are two heavy bands degenerate along Y -T yielding
larger hole Fermi surfaces with shapes that are distinctly
different from ellipsoids, reflecting the non-parabolicity
of the band structure. At 10% doping shown, these R
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FIG. 5. σ/τ as a function of hole concentration at 300 K in
p-type FeAs2.

and H surfaces touch forming necks. The majority spin
surfaces are similarly located, but are small, as expected.

The spin polarization is Pf = (f↑ − f↓)/(f↑ + f↓), for
quantity f , which can be the conductivity σ, for the
transport spin polarization, Pσ, or the density of states,
D = N(EF ), for the density of states spin polarization,
PD or other quantities. The charge spin polarization (the
polarization of the doped carriers), Pc is 0.85. The DOS
spin polarization, PD=-0.83, is negative. This negative
PD simply reflects the fact that it is doped holes that are
polarized. The transport spin polarization, Pσ, may be
obtained from transport function, σ/τ , if the relaxation
time, τ , is similar for the two spins, which is often a rea-
sonable approximation.53 We obtain direction dependent
values, Pσ,x=-0.73, Pσ,y=-0.77, and Pσ,z=-0.79, calcu-
lated at 100 K using BoltzTraP. Thus both the transport
and density of states spin polarization values are similar
and both are negative. Thus, while not half-metallic in
this doping range, p-type FeAs2 does have a very high
spin polarization both for diffusive transport, governed
by Pσ, and tunneling, governed by PD.
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FIG. 6. Direction averaged Seebeck coefficient as a function
of carrier concentration at 200, 300 and 400 K in FeAs2.

Returning to the semiconducting properties, Fig. 5

shows the direction dependent transport function σ/τ as
a function of p-type carrier concentration at 300 K for
non-spin polarized FeAs2. The calculated direction av-
eraged Seebeck coefficients, as obtained in the constant
scattering time approximation are given in Fig. 6. Out-
side the bipolar regime (the regime at low doping and
high T where |S| increases with carrier concentration), S
is reasonably isotropic, as is normal in semiconductors.54

For comparison, state-of-the-art thermoelectrics such as
Bi2Te3 and its alloy with Sb2Te3, show |S| in the range
∼200–250 µV/K at ambient temperature and carrier con-
centrations of ∼1019 cm−3.55,56 The numerical values of
σ/τ as a function of carrier concentration will allow ex-
traction of the scattering rate as a function of doping
and temperature when experimental values become avail-
able. Consistent with the transport effective mass, σ/τ
is highest in the plane of the a and b crystallographic
directions (x-y plane). In this plane it is nearly isotropic
up to hole concentrations of ∼2×1021 cm−3, above which
the y direction has significantly higher conductivity. The
Seebeck coefficients are interestingly large even for high
carrier concentration, with higher values for p-type than
for n-type. The higher |S| for p-type is consistent with
the steeper onset of the DOS for p-type. Even at 300 K,
and a carrier concentration of 1020 cm−3 a value S(300)
exceeding 300 µV/K is obtained. This suggests that p-
type FeAs2 is a material whose p-type thermoelectric per-
formance should be experimentally investigated if high
doping can be achieved.

To summarize, diamagnetic FeAs2 can be made ferro-
magnetic by p-type carrier doping. This may be by gate
tuning or potentially by chemical doping. In the case of
gate tuning this may be a very interesting three dimen-
sional material for study of quantum critical behavior.
We note that organometallic chemical vapor deposition
growth of FeAs2 on GaAs has been demonstrated.57

In our mean field-like DFT calculations, we find fer-
romagnetism at modest carrier concentrations below 0.1
holes per Fe. In reality, this ferromagnetism will be renor-
malized by spin fluctuations associated with the critical
point. Such spin fluctuations can be mapped out via
transport measurements. Therefore it will be of consid-
erable interest to study whether the critical point can be
reached and if so at what carrier concentration it occurs.
It will also be of interest to measure resistivity and field
dependence to understand the evolution of spin fluctua-
tions with carrier concentration and temperature.

In addition, the high Seebeck coefficients of FeAs2 sug-
gest measurements of the field dependence of the Seebeck
coefficient. One possibility is that the Seebeck coefficient
may show a suppression with field with near the critical
point, analogous to the high susceptibility, high Seebeck
coefficient layered material, NaxCoO2,58,59 which would
provide an interesting 3D analogue. Mapping out the
field, carrier concentration and temperature dependence
of the Seebeck coefficient near a quantum critical point
may provide new insights into quantum criticality. In any
case, the present work suggests investigation of p-type
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FeAs2 as a material that may show a quantum critical
point followed by ferromagnetic semiconducting behav-
ior at higher carrier concentrations. Finally, while FeAs2
presents an unusual situation, it is probably not unique.
We hope that our work will stimulate further investiga-

tion of other materials leading to the discovery of other
cases.
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