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Abstract

For the first time using first-principles electronic structure calculations (LDA), we present second-

moment calculations of the temperature-dependence of the vibrational normal mode frequencies in

Si up to 1500K. The method is based on simple ensemble averages of displacements and forces and

is easy to implement. These efficient calculations incorporate all interactions nonperturbatively,

implicitly including all high order force constants, in contrast to typical perturbative approaches.

Also new to this work, we propose and apply to our classical calculations an estimated quantum

correction that could be used for classical approaches other than the moments method. We com-

pare our results to available experiments, including recent inelastic neutron scattering data and

conclude that the second-moment gives the frequency shift to within a factor of 2 in contrast to

quasi-harmonic approaches which fail by an order of magnitude to predict the anharmonic shift.

Noting the relative simplicity and speed of the calculations, we conclude that the second-moment

approximation reasonably accounts for anharmonicity in a system that has been very closely stud-

ied experimentally and may reliably be applied in an exploratory way to more complex systems.

We suggest that further improvement on the results could be obtained by incorporating the fourth

moment, which can be implemented with little additional cost.

PACS numbers: 34.20.Cf, 63.20.dk, 63.20.D-, 63.20.Ry, 63.20.kg, 71.36.+c
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I. INTRODUCTION

The frequencies of the vibrational modes of Si downshift with increasing temperature

at a rate that is much larger than expected from the quasiharmonic approximation – that

is, by thermal expansion alone. The experimental shifts have been measured by Raman

experiments [1–3] and by neutron scattering [4–6]. In particular, Kim et al. conclude that

the shifts are dominanted by anharmonic effects beyond the quasiharmonic approximation.

In this paper we use the well-explored case of the temperature-dependence of the vibra-

tional mode frequencies in Si as a proving ground for an approximate, relatively simple

method of calculating anharmonic effects which we refer to as a “moments approximation”.

We have employed the second-moment approximation in previous work to study the

temperature-dependent shift of modes using the Tersoff potential. For example, we studied

the frequency shifts for carbon nanotubes [7] and fullerenes [8]; the predicted temperature-

dependent shift of the frequencies for modes of carbon nanotubes and fullerenes are within

a factor of 2 in agreement with experiment, mostly Raman spectroscopy. Using the same

method, we performed a careful evaluation of subtleties of anharmonicity of graphene [9]. In

this case, the flexural (out-of-plane) modes couple anharmonically to in-plane modes, causing

a temperature-dependent renormalization of the dispersion of the flexural modes, which is

an essential contribution to the stabilization of graphene sheets. These prior successes give

us confidence that the second-moment approximation should give reasonable agreement with

experiment in the present application.

By contrast, this paper reports the application of the moments method using first-

principles LDA to determine the energies and forces. We will discuss in this paper several

considerations that crop up as a result of using a first-principles electronic structure calcu-

lation. In addition, this type of calculation is more computationally intensive than those

based on interatomic potentials, and so it is helpful to have the direct comparison available

which we make here. In general, the first-principles energies and forces are more reliable,

especially at higher temperatures.

We do two separate sets of second-moment calculations, one based on semi-empirical in-

teratomic potentials (SEP) and the other on first-principles electronic structure (LDA). The

former is done primarily to establish convergence criteria for the system size and ensemble

sampling (see Section 2 of the Supplemental Material). Details of the LDA calculation (in-
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cluding k-pt sampling [10]) are included in Section 1 of the Supplemental Material. While

our moment calculations are purely classical, we use a simple physical argument to incorpo-

rate an estimate of quantum effects. The overall approach is novel in the following ways:

• is numerically efficient in that the calculations are relatively fast,

• is non-perturbative, in that it incorporates all higher order force constants implicitly,

and

• applies a quantum correction to the classical calculations to account for phonon freez-

ing at low temperatures.

As expected, the LDA calculations match more closely the experimental observations than

do the SEP calculations. We confirm that the shifts are dominated by anharmonic effects

beyond those that can be attributed to thermal expansion. The current results provide

motivation to extend the method to include fourth moment, which can be done at minimal

additional cost.

This paper is organized as follows. In Section II, we briefly review the theoretical ap-

proach, which is a second-moment calculation of the mode frequencies that is fully anhar-

monic. We introduce a quantum correction to the classical calculations to account for the

phonon freezing at low temperatures. In Section III, we show the results when the calcu-

lation is based on interatomic potentials (Tersoff) and also results for first-principles LDA

calculations using pseudopotentials. The calculations are done with and without thermal

expansion, to evaluate the merits of the often-used quasi-harmonic approximation. In Sec-

tion IV, we compare to experiments, and briefly point to further improvements that could

be made at minimal additional cost. In Section 2 of the Supplement, we examine various

convergence issues, and also demonstrate how the moments method easily and fully accounts

for higher order anharmonicity. This work demonstrates that the moments method should

prove to be an excellent exploratory tool for materials much more complex than silicon.
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II. THEORETICAL METHOD

A. Basic approach and implementation

Our calculations of mode frequencies at various temperatures are accomplished via the

second-moment approximation introduced by Dickel & Daw [11, 12] and further explored

by Gao et al. [13, 14]. We give a brief review of this here, but refer the reader to the earlier

papers for fuller treatment. The method is based on analysis using the Liouvillian, which is

the operator that evolves functions in phase space according to a Hamiltonian

L̂ = i{H, }

(expressed using Poisson brackets). The Liouvillian is a linear operator even when the

Hamiltonian contains a non-linear potential. For a system that is weakly anharmonic, the

normal mode amplitudes should form a good basis for study. The autocorrelation of the

amplitude A of normal mode γ in a given ensemble (for example, canonical) is given by

χγ(t) =
〈Aγe−iL̂tAγ〉
〈A2

γ〉

where the angular brackets indicate ensemble averages. The mode-resolved density of states

(DOS) related to this autocorrelation

nγ(ω) =
〈Aγδ(ω − L̂)Aγ〉

〈A2
γ〉

(1)

should correspond to the experimentally observed lineshape in neutron scattering. The term

“moment” refers to the moments of the DOS as a function of frequency. Integrating ωmn(ω)

from Eq. 1 gives

µm,γ =
〈AγL̂mAγ〉
〈A2

γ〉
The idea is that the lineshape is generally very simple, so that low-order moments should

give a reasonable representation of the shape. Furthermore, low-order moments are relatively

easy to calculate, involving only displacements and forces. In particular, the mean frequency

of normal mode γ should be approximately given by the second moment [14]

ω2
γ = −〈AγÄγ〉

〈A2
γ〉

(2)
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In practice, the ensemble averages are carried out via Metropolis Monte Carlo (MC). The

Ä terms are obtained via the restoring force corresponding to that mode.

We note that this approximation is not the same as the often-discussed “quasiharmonic”

approximation, where the harmonic frequency is calculated at an expanded lattice constant

to take into account the effect of thermal expansion on the mode frequencies. Rather, even

without thermal expansion, the second-moment calculation accounts for intrinsic anhar-

monicities through the ensemble averages. This point is discussed in more detail in Section

3 of the Supplemental Material.

We note the importance of the use of such mode ensemble calculations (as in Eq. 2) in

the prediction of various material properties. In particular, Rudin [15] has recently used

the correlation of such metrics to study soft phonon modes responsible for phase transitions

from higher to lower symmetry crystal structures. While these averages were calculated

in that work using full MD, the computational efficiency would likely be greatly improved

through the use of MC calculations as we have used here.

We establish the normal mode basis for our approach by calculating the second-order force

constant matrix for a given cell by making small displacements of each atom and cataloging

the resulting Cartesian forces. The eigenvectors of the (zero-T ) dynamical matrix form the

projection operators that pull out the corresponding amplitudes and forces corresponding

to each mode [14]. Because of the high symmetry of Si, the average of each normal mode

amplitude is zero for all temperatures (so 〈Aγ〉 = 0).

The MC calculations are carried out by stepping in the space of atomic displacements

(sliding modes removed). To be more precise, the MC steps are performed in the nor-

mal mode space, because there we know the approximate width of the distribution at any

temperature, given by the harmonic frequency. That is, for a weakly anharmonic system,

〈A2
γ〉 ≈ kBT

mω2
γ(0)

(where ω(0) is the harmonic frequency) should give us a good estimate of

the most efficient step size to use for each mode. In the Metropolis algorithm, a candidate

displacement is accepted or not depending on the change in energy it would incur. The

step size was set this way so that the MC acceptance rate was uniformly about 70%. The

restoring forces were computed for each accepted configuration. Note again that the anhar-

monicity of the system is incorporated automatically in the resulting set of displacements

and corresponding forces. We do not decompose the energy into the usual second-, third-,

and fourth-order force constants [16], but rather the full anharmonicity is incorporated in
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a straightforward way. For the same reason, we do not decompose into the usual ”normal”

and ”umklapp” processes [16], for those are also incorporated automatically, including the

correct symmetry selection rules for the mode couplings. This results in a more robust

formalism which implicitly includes the anharmonicity to every order in the proper way.

Required for this procedure are the energetics and forces corresponding to a particular set

of atomic positions. In this work we obtain these in one of two alternate ways. The first set of

calculations we report here is based on an interatomic potential for Si – the well-established

Tersoff potential [17]. These were done with our previously reported JazzForLAMMPS

code [18], which is a Python wrapper for LAMMPS [19]. The second set of calculations uses

a driver developed for this purpose for the LDA code Quantum Espresso (QE) [20].

B. Quantum Correction

The Monte Carlo averages over the canonical ensemble that we do here are purely classical,

which should be very reliable at high temperatures. However, at low temperatures the

expected phonon freezing is easily observed in the experiments (glance, for example, at

the experimental data in Figs. 2-4). As is well known, the transition between quantum and

classical behavior is set by the Debye temperature. We propose here a method for accounting

for quantum effects on anharmonic vibrational modes that allows us to extend our classical

calculations to low temperatures as well. To our knowledge, this easy correction is a novel

aspect to this work, but could be easily extended to other classical approaches beyond this

moments approach.

Barron [21] noted that the frequency of vibrational modes would be altered by the pres-

ence of anharmonicity, and proposed that the shift should depend on the total vibrational

energy in the crystal. In particular, he proposed that the lowest order anharmonicity should

produce a shift in frequency of mode γ according to the harmonic vibrational energy per

mode contained in all modes:

ωγ(T ) = ωhγ (1−
〈
Eh
vib

〉
3NkBθ

)

where ωh is the harmonic frequency of the mode and θ is the temperature scale for anhar-

monicity assumed to be the same for all modes. Nelin and Nilsson [4], comparing to their

experimental results on Si and Ge, proposed instead that each mode is differently sensitive
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to the anharmonicity, so that θ is different for each mode:

ωγ(T ) = ωhγ (1−
〈
Eh
vib

〉
3NkBθγ

)

The behavior at all temperatures can be captured by the total energy of a set of quantum

oscillators 〈
Eh
vib

〉
=

〈∑
γ

~ωhγ (nγ +
1

2
)

〉
where nγ is the Bose-Einstein distribution function. Nelin and Nilsson followed a common

simplification of approximating the sum by a single term, defining a mean frequency ωg and

incorporating the Bose-Einstein distribution function for that mean frequency:

〈
Eh
vib

〉
≈ 3N~ωg(

1

e~ωg/kBT − 1
+

1

2
) (3)

This approach accounts for the behavior over the full range of experimental temperatures.

At high temperature the frequency of each mode is approximately linear in T with slope

related to its θ. At low temperatures the anharmonicity affects the observed frequency:

ωγ(0) = ωhγ (1− ~ωg
2kBθγ

)

This argument concludes that the low-temperature experimental frequency should not be

compared directly to the harmonic frequency calculated, for example as we do here, from

the eigenvalues of the dynamical matrix, but should incorporate a correction due to the

anharmonicity present even in the zero-point motion.

The expression Nelin and Nilsson then compared favorably to their experimental results

was
∆ωγ
ωγ(0)

=
−~ωg
kBθγ

(
1

e~ωg/kBT − 1
+

1

2
) (4)

where ∆ωγ = ωγ(T )− ωγ(0). At high temperatures this fractional frequency shift goes like

−T/θγ and at low temperatures it flattens out. A further consequence of this analysis is

that extrapolating the high-temperature frequency back to T = 0 results in an intercept at

a non-zero frequency. Or turned around another way, a purely classical calculation should

be shifted in frequency by quantum effects in order to be compared to experiment.

To do this in our case, we would determine the slope of our results at high temperature,

thereby fixing the predicted θγ for each mode, and then plot Eq. 4 to compare to experiment.

But that is not quite sufficient for our calculations because – as we will see – we find some
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small amount of higher-order anharmonicity that results in a small curvature at higher T

rather than purely linear behavior. To account for this we extend the previous argument.

We return to the analysis where the frequency is proposed to be shifted linearly with the

vibrational energy. Now we extend this to include terms quadratic in the vibrational energy

as well, with a different sensitivity factor.

ωγ(T ) = ωhγ (1−
〈
Eh
vib

〉
3NkBθ1,γ

− (

〈
Eh
vib

〉
3NkBθ2,γ

)2) (5)

This adds an even smaller correction due to higher anharmonicity. The frequency at T = 0

is

ωγ(0) = ωhγ (1− ~ωg
2kBθ1,γ

− (
~ωg

2kBθ2,γ
)2) (6)

At high temperatures there should be a largely quadratic dependence on T .

Our procedure is then to determine the two constants θ1,γ and θ2,γ, representing the first-

and second-order anharmonicities, for each mode from our purely classical calculations.

From the classical limit of Eq. 5, we get

ωγ(T )

ωhγ
− 1 = − T

θ1,γ
− (

T

θ2,γ
)2

which we use to fit our classical calculations. Then we use Eqs. 3, 5 and 6 to correct

our classical calculations for quantum effects. In this, we used the Debye frequency for ωg,

though we note that the resulting curves are not sensitive to this choice. In this way, our

classical calculations can be compared more directly to the experiments. The main effect

of these corrections is to impose the freeze at lower temperatures and to offset at higher

temperatures the plot of the fractional frequency shift upwards.

This quantum correction to the presently purely classical calculations is quite general,

and could be also used in calculations not based on the moments approach.

III. RESULTS

We show now the results we have obtained using calculations based on the two sources

for energies and forces: (1) semi-empirical potential (SEP, Tersoff’s form), and (2) LDA.

Details of the LDA calculations are given in Section 1 of the Supplemental Material, and

convergence with respect to MC sampling, cell-size, and (for LDA) k-points and cut-off

energy are discussed in Section 2 of the same.
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TABLE I: Harmonic frequencies for particular modes calculated using semi-empirical potential

(SEP) and with LDA in the 8-atom cell described in the text. Frequencies are in THz. Experiment

values are from Dolling [22]

mode SEP LDA Xpt

TA(X) 7.0 4.1 4.5

L(X) 12.1 12.3 12.0

TO(X) 15.0 13.8 13.7

O(Γ) 16.0 15.5 15.4

TABLE II: The two anharmonicity parameters for each mode used to estimate quantum effects.

(See Section II.B)

mode θ1(K) θ2(K)

TA(X) 23347 5581

L(X) 22900 5920

O(Γ) 15834 5525

We focus on high-symmetry modes commonly reported by experiment. At k = 0 (Γ-pt.)

there are three sliding modes at zero frequency and three optical modes that we designate

as O(Γ). At k = (π/a, 0, 0) (X-pt.) there are three distinct sets of modes: a transverse

acoustic mode (which we refer to as TA(X)), a degenerate mode which is both longitu-

dinal acoustic and longitudinal optical (which we call L(X)), and transverse optical mode

(denoted TO(X)). Our computed harmonic frequencies (corresponding to the zero temper-

ature, classical limit) for these modes for both SEP and LDA are shown in Table I and

compared to well-referenced experimental data.[24] We note, though, that it is not the har-

monic frequencies that we are after but the more challenging anharmonic shifts in those

frequencies.

To estimate the quantum effects (Section IIb) we fit to the high temperature slope and

curvature of our classical calculations. In Table II we show the anharmonicity parameters

so determined. These numbers are used, along with the Debye frequency, to determine the

quantum corrections.
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FIG. 1: The normalized frequency change (∆ω/ω) for each of the modes discussed in the text

as functions of temperature. This figure shows results that incorporate thermal expansion using

experimentally determined expansion. The results in this figure are purely classical (that is, do

NOT incorporate the quantum correction from Section II.B) The solid lines indicate calculations

done using LDA, and the dashed lines show calculations done using the SEP. The two sources show

similar downward trends but opposite curvatures.

In Fig. 1, we show the temperature dependence of the frequencies by plotting ω(T )−ω(0)
ω(0)

for each of the modes discussed here. These results incorporate thermal expansion using

experimentally determined expansion, but in this figure are purely classical (that is, do not

incorporate the quantum correction from Section II.B). The LDA calculations (solid lines)

trend downward, with all modes at roughly the same decrease and some gentle negative

curvature, with the O(Γ) mode being most sensitive to temperature. The SEP calculations

(dashed lines) show the TA(X) mode as standing out from the others, with the other three

showing some small amount of upward curvature. Naively the downward trend shows a

softening of all modes with increasing temperature, which is due (as we discuss more later)

not to thermal expansion but in other ways due to the anharmonicity of Si. The difference

in curvature between SEP and LDA is noted and discussed more fully in Section 3 of the

Supplemental Material.

We see that the fractional shifts are of approximately the same size for all modes. This is

consistent with the overall squeezing down of the DOS that is seen with increasing tempera-

ture, maintaining its overall shape. It is pointed out by Kim et al. [5, 6] that this resembles

what one might expect from an overall softening of the lattice due to thermal expansion.

However, their detailed analysis leads them to conclude otherwise: that the shifts seen with
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increasing temperature are much larger than what can be attributed quantitatively to simple

thermal expansion (or the quasi-harmonic approximation).

As an independent – and more direct – test of the argument presented by Kim et al.

regarding the quasi-harmonic approximation, we did calculations both at constant volume

(at the optimized LDA lattice constant) and incorporating thermal expansion (using the

experimental values for thermal expansion coefficient). At T=1200K, the lattice constant

of Si is observed to be increased from its low temperature value by a factor of 1.003. We

find that our results are not sensitive to thermal expansion. Using the low-temperature

lattice constant for our MC calculations at T=1200K would change our fractional shifts

for the TA(X) mode by 27%, for L(X) by 8%, and for O(Γ) by 5%. Thus the effects of

thermal expansion on the values of the fractional shifts are minor. The large majority of

the frequency shift is due then to intrinsic anharmonicity of the Si lattice, not due to the

thermal expansion.

IV. COMPARISON TO EXPERIMENTS

In Figs. 2-4 we show the LDA results with and without the quantum correction from

Section II.B, and also compare to experiment [25]. These results include thermal expansion

based on the experimental values for the expansion coefficient. The agreement between the-

ory and experiment is excellent for the TA(X) mode, and is very similar to that obtained

by a more expensive means in Kim et al. [6]. However, for the O(Γ) mode the results are

less good, though agree with the experimental shifts to within a factor of two. Given the

simplicity of the second-moment approximation (Eq. 4) and the relative ease of implementa-

tion and low cost of calculations, we suggest that the overall agreement is acceptable. (The

reader is asked to note that Kim et al. reported only results for the low frequency transverse

acoustic modes in order to build the case against the quasi-harmonic approximation that

is a principal theme of their work. However, they do not show a comparison the higher-

frequency longitudinal acoustic and optical modes as we do here. Their agreement for the

low-frequency transverse acoustic modes is comparable to the agreement we report here.)

From these results, we see that the second-moment approximation is good enough to get

to within a factor of 2 of the frequency shift, as we saw with our previous work on carbon

nanostructures [7, 8]. For better agreement it seems necessary to include the next moment
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FIG. 2: Fractional frequency shift with temperature of the TA(X) mode, with and without quan-

tum correction, compared to experiment [5]. The calculations are done with experimental values

for the thermal expansion.
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FIG. 3: Fractional frequency shift with temperature of the L(X) mode, with and without quantum

correction, compared to experiment [5]. The calculations are done with experimental values for

the thermal expansion.

(fourth). The fourth moment can be written 〈Ä2
γ〉. This can be obtained also from the forces

that we have calculated already and so will not increase the computational time. This is

good ground for future work.

V. CONCLUSIONS

We have presented moments calculations of the temperature-dependence of the normal

mode frequencies over a range of temperatures up to 1500K. The calculations are based on

ensemble averages of displacements and forces calculated using two different representations
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FIG. 4: Fractional frequency shift with temperature of the O(Γ) mode, with and without quantum

correction, compared to experiment [5]. The calculations are done with experimental values for

the thermal expansion.

of the intrinsic interactions of Si – semi-empirical, Tersoff-style potentials and first-principles

electronic structure (LDA) calculations. The former are used to establish convergence with

respect to cell-size and MC sampling. The latter are expected to be more reliable quantita-

tively. Our calculations incorporate all interactions nonperturbatively, without the need for

explicitly calculating higher-order force constants. This is in contrast to, for example, the

theoretical treatment considered by Kim et al. [6] and Shulumba, Hellman, and Minnich

[23], where a force field model is considered at each temperature with parameters adjusted to

match first-principles calculations to determine the normal mode frequencies. Our moments

method determines a frequency at temperature directly from the first principles calculations,

without resort to a model. These MC calculations are much more efficient compared to MD-

based approaches. We also incorporate an estimate of expected quantum effects to enable

direct comparison of our otherwise classical calculations to experiment. The first-principles

shifts agree to within a factor of 2 with recent inelastic neutron scattering data. We sug-

gest that even better agreement with experiment could be obtained by incorporating fourth

moment, which is proposed for future work. Noting the relative simplicity and speed of the

calculations, we conclude that the second-moment approximation reasonably accounts for

anharmonicity beyond what can be predicted using quasi-harmonic methods in a system

that has been very closely studied and may reasonably be used to explore more complex

systems.
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