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Bond order potentials have been developed for the TigAlC,; and TigSiCo MAX phases within
the Tersoff formalism. Parameters were determined by independently considering each interatomic
interaction present in the system and fitting them to the relevant structural, elastic, and defect
properties for a number of unary, binary, and ternary structures. A number of material properties,
including those not used in the fitting procedure, are reproduced with a high degree of accuracy
when compared to experiment and ab initio calculations. Additionally, well-documented MAX
phase behaviors such as plastic anisotropy and kinking nonlinear elasticity are demonstrated to
be captured by the potentials. As a first highly accurate atomistic model for MAX phases, these
potentials provide the opportunity to study some of the fundamental mechanisms behind unique

MAX phase properties. Additionally, the fitting procedure employed is highly transferable and
should be applicable to numerous other MAX phases.

I. INTRODUCTION

MAX phases are ternary metal carbides and nitrides
with the general formula M,,+;AX,,, where n = 1, 2, or
3, M is an early transition metal, A is an A-group el-
ement, and X is C and/or N. They represent a unique
class of layered materials, where close-packed M, 11X,
layers are interleaved with pure A layers (Fig. 1). The
thickness of the MX layers is determined by n, and there-
fore MAX phases are classified into three categories ac-
cordingly: 211, 312, or 413 (i.e. MyAX, M3AXs, and
M4AXj5 respectively). MAX phases can be formed from
a wide range of M and A elements, with 60+ compounds
being synthesized to date [1]. The layered structure,
made up of strong M-X bonds and relatively weak M-
A bonds, imparts a unique combination of properties;
they share many advantageous properties of their corre-
sponding binary metal carbides and nitrides such as high
elastic stiffness, good electrical and thermal conductiv-
ity, and high temperature stability, however, they are
also readily machinable, relatively soft, resistant to ther-
mal shock, and damage-tolerant [2-4]. As a result, MAX
phases have been proposed for a wide range of uses, in-
cluding high temperature structural applications [5], pro-
tective coatings [6, 7], electrical contacts [8], nuclear fuel
cladding [9], and more.

While MAX phases are already being implemented
in many applications, the fundamental mechanisms be-
hind a number of their interesting properties, which have
made them the subject of such intensive study over the
past two decades, remain largely unknown. This lim-
its the degree to which they can be better engineered
for specific applications. A prime example is their well-
documented kinking nonlinear elastic (KNE) behavior
[1, 3]. When polycrystalline samples are loaded in com-
pression or single crystals are nanoindented, MAX phases
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FIG. 1. A representative unit cell of the 312 MAX phases,
where the M, A, and X layers are labeled, and atoms are
colored blue, yellow, and gray respectively. Additionally, the
MeX octahedral units are shown.

exhibit fully and spontaneously reversible stress-strain
hysteresis loops. The energy dissipated is due to the for-
mation of kink bands, a common deformation mode in
layered solids [10]. The micromechanism responsible for
the formation of kink bands has long been hypothesized
to be basal dislocation arrays [10-12], however, recent
observations have provided evidence for a different mi-
cromechanism at work, atomic scale buckling of layers
termed ripplocations [13—-16]. Another example is the re-
markable radiation tolerance of MAX phases, as neutron
studies suggest nearly all irradiation-induced damage dis-
appears above 700 °C [17, 18]. These notable observa-



tions have been ascribed to the ability of A-layers to act
as efficient defect sinks and migration pathways, but the
underlying defect processes by which this occurs remain
unknown. The phenomena associated with KNE behav-
ior and radiation tolerance occur on time scales much too
short to observe directly via experiment and on length
scales beyond the capabilities of density functional theory
(DFT) calculations. Atomistic simulations employing an
interatomic potential provide a middle ground, in which
these important mechanisms and a variety of others can
be studied directly, provided an appropriate interatomic
potential is defined.

There is a clear need for atomistic modeling of MAX
phases, but research activity in developing an accurate
interatomic potential has been minimal. Presently, only
one interatomic potential has been developed for a MAX
phase [19]; it was used to study Tis AIN/TiAl composites
but focus was placed on interfacial properties and not on
extensive validation showing that it can reproduce fun-
damental MAX phase behaviors. The difficulty in devel-
oping interatomic potentials for MAX phases arises from
the complexity of the system - ternary systems have sig-
nificantly more interactions to account for than unary or
binary ones - and its heterogeneity - M, A, and X ele-
ments can be significantly different in how they interact
with themselves and one another. The goal of this study
is to overcome these challenges by using a flexible po-
tential form combined with a stepwise fitting procedure
to produce accurate MAX phase interatomic potentials.
The 312 MAX phases, TigAlCs and Ti3SiCs, were cho-
sen as they are some of the most widely studied and thus
significant experimental /DFT data is available to use for
fitting and validation. The methodology utilized herein
should be capable of being transferred to other MAX
phases as well, provided the necessary data is available.

II. POTENTIAL FORM

MAX phases are known to possess a combination of
ionic, covalent, and metallic bonding [4]. Therefore, any
potential form must be flexible enough to handle this di-
verse set of interactions, while maintaining a sufficient
degree of simplicity so that simulations may be appro-
priately scaled. The bond order potential (BOP) as orig-
inally proposed by Tersoff [20] along with minor variants
has proven to accurately describe a number of systems en-
compassing covalent [21, 22], metallic [23-26], and mixed
ionic/covalent bonding [27-29]. Combined with its sim-
plicity compared to more complex bond order [30, 31]
and reactive potentials [32, 33], it is an ideal candidate
for modeling MAX phases. The modified embedded atom
method (MEAM) [34] was also considered but ultimately
not chosen as it imposes more restrictions on the types
of structures it can model.

The formalism used herein is described in detail in ref.
[27], but briefly the energy functional takes the following
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FIG. 2. A flowchart illustrating the workflow utilized to de-
velop the MAX phase potentials and the fitting procedure
used for each interaction.

form:

E = %ZZJCC(TU)[JCR(TU)+biij(rij)] (1)

i i#j

where fo is a cutoff function, fr and fa represent re-
pulsive and attractive two-body terms respectively, and
b;; is a many-body term called the bond order param-
eter, which accounts for angular dependence of bonds
and couples coordination number to bond strength. The
smooth cutoff function is defined by the following with
free parameters R and D:

1 7“1']‘<R—D
folriy) =L —Lsin (285 8) R-D<ryj<R+D
0 Tl‘j>R+D

(2)
Typically, R and D are defined such that only first near-
est neighbors fall within the cutoff range. The two-body
terms are taken as Morse potentials with the free param-
eters A, A1, B, and \o:

fr(rij) = Aexp(—=Airij) (3)
fa(rij) = —Bexp(—Aarij) (4)

The bond order term is given by:

bij = (1+ Cij)_% (5)
Gi= Y_ felru)g(Oi) exp[As(ry; —ra)]  (6)
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where A3, v, ¢, d, and h are free parameters. This
amounts to 11 free parameters per elemental interaction,
14 per binary interaction, and 3 additional ternary pa-
rameters. In total, a ternary potential employing this
form requires 78 free parameters to be fitted.

III. FITTING PROCEDURE

Fitting such a large number of free parameters simul-
taneously presents a formidable optimization problem,
especially when the objective function does not have an
analytical form as in atomistic simulations. To circum-
vent this difficulty, most binary and ternary interatomic
potentials are fitted by considering each interaction inde-
pendently. This stepwise approach has proven to be suc-
cessful for previous ternary potentials developed within
the bond order formalism used herein [24, 26]. As such,
elemental interactions (Ti-Ti and Al-Al) were first fitted
to properties of the corresponding elemental phases (pre-
viously published C-C and Si-Si interaction parameters
were already available [21]). Next, the binary interaction
Ti-C was fitted to properties of bulk TiC, as the MX
layers in MAX phases adopt a similar rocksalt configura-
tion. Finally, the binary interactions Ti-A (A = Al or Si)
and A-C were fitted to MAX phase properties along with
the 3 additional ternary parameters. The A-C interac-
tions do not contribute in the equilibrium MAX phase
structure, so they were fitted after the Ti-A interactions
to a number of defect-containing structures. This step-
wise approach is illustrated in Fig. 2. Thus the original,
highly complex optimization problem was broken down
into a number of more tractable ones, limiting the num-
ber of parameters fitted simultaneously to 17 at most.

Each interaction was fitted by minimizing the sum of
squared residuals for a number of relevant material prop-
erties, utilizing a simplex search method [35]. The resid-
uals were normalized by a tolerance value according to
their units. Typical tolerance values used were 0.03 A,
5 GPa, and 0.1 eV. This form of objective function con-
tains a large number of local minima, making the initial
parameter guess of great importance for the final result.
Due to this, an iterative fitting approach was taken in
which a large number of initializations (on the order of
102 - 10%) were generated and subsequently optimized
in an attempt to best approach a global minimum (see
flowchart in Fig. 2). Each initialization was generated
randomly from a range of parameter values informed by
previous published potentials and, once they were com-
pleted, the elemental interaction parameters developed
herein. Within each iteration, two separate phases of op-
timization were performed as it was found to be more
efficient than a single optimization. The first phase, a
rough optimization, involved fitting to structural prop-
erties such as lattice constants and formation energy as
well as elastic properties. The second phase, a more strin-
gent optimization, then included other energies such as
structural transitions and point defect formations. Once

TABLE I. Calculated properties of Ti using the BOP in com-
parison with experimental and DFT data. Properties calcu-
lated with a MEAM potential [38] are also presented for com-
parison. Properties marked with an asterisk (*) were fitted to,
while all others were used for validation. Properties listed are
lattice constants (a, c), cohesive energy (E.), elastic constants
(Cij), structural energy differences (AE), vacancy formation
energy (Vr;), octahedral and basal octahedral interstitial for-
mation energies (Tio, Tigo), surface energies (Egurr), stack-
ing fault energy (Esf ), linear thermal expansion coefficient
(), specific heat (Cp), and melting point (T,,).

Property Experiment/DFT  MEAM®*  BOP
a (A)* 2.95% 2.95 2.92
c (A)* 4.687 4.69 4.68
E. (eV/atom)” -4.87* -4.87 -4.87
C11 (GPa)* 176* 170 177
Ci2 (GPa)* 87* 80 83
Ci3 (GPa)* 68* 75 74
Cs3 (GPa)* 191* 187 193
C44 (GP&)* 5la 42 39
AEncp—sbee (€V)* 0.07* 0.02 0.08
AEhcps fee (€V)* 0.06* 0.05 0.11
AEpcpse (€V) 0.41° 1.25 0.98
AEhep—sdia (€V) 1.57° 2.26 2.13
Vi (eV)* 1.55¢ 1.79 1.61
Tio (eV)* 2.134 4.53 2.24
Tigo (eV)* 2.254 3.73 2.27
EYny (J/m?) 2.1, 1.92 (avg)® 2.14 1.37
ELo% (J/m?) 2.1, 1.92 (avg)?® 2.15 1.28
ELYS (J/m?) 2.1, 1.92 (avg)?® 2.35 1.63
E* (J/m?) 0.290* 0.213 0.470
a (K™'x1079) 8.9 10.2 9.6
Cp (J/K-mol) 25.3% 25.8 25.7
To (K) (hep—1) 1737° 1706 1660
a ref. [38]
b ref. [39]
¢ ref. [40]
4 yef. [41]

an iteration was completed, the final parameter set was
validated against a set of test properties not included
in the fitting scheme. These included additional struc-
tural transitions, point defect formation energies, and
surface energies. Finalized parameter sets for each in-
teraction are presented in Tables V, VI, and VII, which
were chosen after comparing both fitted and test prop-
erties across each iteration. All calculations of proper-
ties during the fitting procedure were performed within
LAMMPS, the Large-scale Atomic/Molecular Massively
Parallel Simulator (lammps.sandia.gov), an open source
molecular dynamics (MD) code [36]. Visualizations of
atomistic simulations were created with the open source
software OVITO [37].



IV. RESULTS AND DISCUSSION

A. Titanium and Aluminum

Properties of elemental Ti and Al calculated using the
BOP are shown in Tables I and II respectively, along
with comparisons to experimental and DFT calculated
values, which were used for fitting and validation pur-
poses. Calculations made with MEAM potentials are
also shown to illustrate the comparability of the BOP
to well-established models of these systems. All fitted
properties of Ti and Al are captured with a high de-
gree of accuracy by the BOP. Structural properties such
as lattice constants and cohesive energies fall within 1%
of their corresponding experimental values. The elastic
constants are predicted to within 6 GPa of their actual
values with the exception of Cy4 for Ti, which is underes-
timated by 12 GPa. The MEAM also underestimates this
elastic constant by 9 GPa. The BOP correctly predicts
HCP and FCC to be the ground state structures of Ti
and Al respectively, with transitions between HCP, FCC,
and BCC predcited to within tens of meV. Vacancy and
self-interstitial formation energies are also predicted to
within tens of meV of DFT calculated values. Notably,
the BOP does a significantly better job than the MEAM
in reproducing interstitial energies.

Properties which were not used in fitting are also rel-
atively well captured by the BOP. Transitions to simple
cubic (SC) and diamond cubic (DIA) are predicted to
be significantly higher in energy than the correspond-
ing transitions between HCP, FCC, and BCC, as would
be expected for metallic systems. Surface energies are
generally underestimated, but close-packed surfaces are
correctly predicted to be the lowest in energy. Stacking
fault energy is overestimated and underestimated for Ti
and Al respectively. Planar defects appear to be one area
where the MEAM performs better, most likely due to its
inclusion of second nearest neighbors within the cutoff
range. Impressively, thermal properties such as the aver-
age linear thermal expansion coefficient and specific heat
are all predicted to within 15% of their experimentally de-
termined values without any fitting. Both melting points,
calculated via the solid-liquid interface method [44], are
within 120 K of their actual values, an excellent result for
interatomic potentials. Overall, the BOP provides an ap-
propriate model for elemental Ti and Al, and the results
are on par with the MEAM, which is commonly used in
atomistic modeling of metallic systems. These Ti-Ti and
Al-Al interactions were subsequently incorporated into
binary (TiC) and ternary (MAX) systems without mod-
ification.

B. Titanium Carbide

Modeling of TiC includes the previously developed Ti-
Ti and C-C interactions along with newly developed Ti-C
interactions. Properties of TiC calculated using the BOP

TABLE II. Calculated properties of Al using the BOP in com-
parison with experimental and DFT data. Properties cal-
culated with a MEAM potential [42] are also presented for
comparison. Properties marked with an asterisk (*) were fit-
ted to, while all others were used for validation. Properties
listed are lattice constant (a), cohesive energy (E.), elastic
constants (C;;), structural energy differences (AE), vacancy
formation energy (Va;), [100] dumbbell interstitial formation
energy (Al;), surface energies (Egury), stacking fault energy
(E*), linear thermal expansion coefficient (), specific heat
(Cp), and melting point (T,,).

Property Experiment/DFT  MEAM®*  BOP
a (A)* 4.03° 4.04 4.04
E. (eV/atom)” -3.36* -3.36 -3.37
C11 (GPa)* 114* 114 111
Ci2 (GPa)* 622 62 66
Cus (GPa)* 32° 32 35
AEfce—spee (€V)* 0.1 0.12 0.1
AEfceshep (€V)* 0.06* 0.03 0.02
AEce—se (€V) 0.36° 0.13 0.41
AEfeesdia (€V) 0.75° 0.95 0.28
Var (eV)* 0.68" 0.68 0.69
Al; (eV)* 2.93° 2.49 2.92
ELY; (J/m?) 1.35° 0.848 0.926
EL2; (J/m?) 1.27° 0.948 0.978
Efurs (J/m?) 1.2° 0.629 0.798
E*f (J/m?) 0.166* 0.141 0.095
a (K™'x1079) 23.5% 22.0 26.8
Cp (J/K-mol) 24.7% 26.2 23.6
T (K) 933* 937 1050
a ref. [42]
P ref. [43]
¢ ref. [40]

are shown in Table IIT along with comparisons to ex-
perimental and DFT calculated values, which were used
for fitting and validation purposes. Again, calculations
made with a MEAM potential are also shown as a means
of benchmarking the BOP’s performance. It should be
noted that unlike Ti and Al, which have numerous pub-
lished potentials available for use, TiC has not been as
widely studied, with only two potentials available to date
[45, 46].

The experimental lattice parameter of TiC is repro-
duced exactly by the BOP, in contrast to the MEAM
which overestimates it by about 0.1 A. The magnitude of
the formation energy is slightly overestimated, but this
was deemed acceptable in order to better fit other prop-
erties. The elastic constants are reproduced well except
for Cq2, which is underestimated by 35 GPa. This over-
all result however, represents an improvement over the
MEAM as it underestimates C44 by nearly 50 GPa. The
ground state structure of TiC is rocksalt (B1). To ensure



this, the transitions to a number of other common binary
structures were calculated: CsCl (B2), zinc blende (B3),
wurtzite (B4), PtS (B17), NiAs (B81), and WC (Bh).
The BOP predicts all these structures to be higher in
energy than the Bl ground state structure. In contrast,
the MEAM incorrectly predicts both the B81 and Bh
structures to be lower in energy than the B1 structure.

The calculation of point defect energies becomes more
complex in non-unary compounds such as TiC, as forma-
tion energies are dependent upon the chemical potentials
of the constituent species:

B = Baey = Eperp + Y nit (8)

where Fg.r and Epe.¢ are the total energies of the de-
fective structure and a defect-free structure respectively,
n; is the change in the number of atoms of element 4
and p; is the chemical potential of element i. For sim-
plicity, the chemical potentials of the reference phases
(hep-Ti: -4.87 eV/atom and graphite: -7.37 eV /atom)
were adopted. Utilizing Eq. (8), the BOP correctly pre-
dicts all vacancy and interstitial formation energies to
within 0.8 eV of the values calculated via DFT. This is
in contrast to the MEAM, which does not capture any
of them with much accuracy. Impressively, both antisite
formation energies are also accurately predicted by the
BOP to within 2 eV of the DFT calculated values. The
MEAM, again, is significantly off in these predictions.

Surface energies are predicted within reason by the
BOP, but most importantly, the correct trend is repro-
duced, with the (100) surface being the lowest in en-
ergy and the (111) surface being the highest. Stacking
fault energy is underestimated, as priority was placed
on point defect properties. Again, the MEAM appears
to capture planar defects better than the BOP. Selected
thermal properties were calculated, with the average lin-
ear coefficient of thermal expansion and melting point
being reproduced reasonably well. Overall, the BOP re-
produces properties of TiC accurately and can be seen
as an improvement over the MEAM due to its inability
to capture point defect energies and predict Bl as the
ground state structure. The Ti-C interaction was sub-
sequently incorporated into MAX phase systems with-
out further modification. It is important to note that a
MAX phase potential, which can also accurately model
the corresponding MX phase, is desirable as MX impu-
rity particles are nearly always found in real MAX phase
microstructures [47, 48].

C. Ti3AlCs and Ti3SiCy; MAX Phases

Extending the BOP to model Ti3AlCy and TigSiCq
MAX phases includes all previously developed interac-
tions as well as newly developed Ti-Al, Al-C, Ti-Si, and
Si-C interactions. Properties of both MAX phases calcu-
lated using the BOP are shown in Table IV along with

TABLE III. Calculated properties of TiC using the BOP in
comparison with experimental and DFT data. Properties cal-
culated with a MEAM potential [45] are also presented for
comparison. Properties marked with an asterisk (*) were fit-
ted to while all others were used for validation. Properties
listed are lattice constant (a), formation energy (Ey), elastic
constants (C;;), structural energy differences (AE), vacancy
formation energies (Vy), tetrahedral interstitial formation en-
ergies (X;), antisite formation energies (X ), surface energies
(Esury), stacking fault energy (E°f), linear thermal expansion
coefficient (), and melting point (T),).

Property Experiment/DFT MEAM?® BOP
a (A)* 4.33* 4.42 4.33
Ef (eV/atom)* -0.78* -0.78 -0.99
C11 (GPa)* 513" 522 516
Ci2 (GPa)* 106" 102 71
Cus (GPa)* 178" 129 171
AEBl_;Bz (eV) 1.17C 0.58 1.10
AE51%B3 (eV)* 0481C 1.1 0.75
AEpi1-pa (eV) 0.32° 0.53 0.72
AEBlﬁBl? (eV) 1.06C 0.58 1.33
AEgi_ps1 (eV) 0.13° -0.16 0.59
AEpi-ph (eV) 0.71° -0.09 0.70
Vri (eV)* 7.814 2.96 7.01
Ve (eV)* -0.5° 0.66 -0.75
Ti; (eV)* 8.19¢ 2.17 8.03
Ci (eV)* 4.094 -2.41 4.08
Cr; (eV) 12.17¢ 5.96 12.95
Tic (eV) 6.944 10.02 8.65
ELo; (J/m?) 1.7* 2.91 2.54
ELo; (J/m?) 3.7 3.76 3.27
Elor; (J/m?) 4.0* 4.05 3.45
Es (J/m?) 1.38¢ 1.32 0.76
a (K™ 'x107%) 7.78 4.6 5.0
T (K) 3340* 3000-3500 3500-3600
a ref. [45]
b ref. [46]
¢ ref. [49]
4 yef. [50]
e ref. [51]
f ref. [52]
g ref. [53]

comparisons to experimental and DFT calculated val-
ues, which were used for fitting and validation purposes.
No additional potentials were available for comparison as
was the case for the elemental and binary systems.

The BOP captures the structural properties of both
MAX phases well. The lattice constants are calculated
to within a few percent of their actual values, despite
some accuracy in a for TizAlCs being sacrificed to better
replicate other properties. The formation energies are
predicted to within 0.15 eV, and the S-polymorphs are
predicted to be higher in energy than the a-polymorphs.



TABLE IV. Calculated properties of the TizAlCs and Ti3SiCo MAX phases using the BOP in comparison with experimental and
DFT data. Properties marked with an asterisk (*) were used to fit Ti-A interactions while those marked with a double asterisk
(**) were used to fit A-C interactions. All other properties were used for validation. Properties listed are lattice constants (a,
¢), formation energy (Ey), elastic constants (C;;), structural energy differences (AE), vacancy formation energies (V,), antisite
formation energies (X), interstitial formation energies (X;), surface energies (Esyry), and linear thermal expansion coefficient

().
TizSiCa
Property Experiment/DFT BOP Experiment/DFT BOP
a (A)* 3.077 2.97 3.077 3.08
c (A)* 18.58% 18.60 17.67° 17.71
E; (eV/atom)* -0.72" -0.85 -0.95¢ -0.89
AE,_p (eV/atom)* 0.04¢ 0.01 0.05¢ 0.02
C11 (GPa)* 368° 357 355 346
Ci2 (GPa)* 81° 90 96t 96
Ci13 (GPa)* 76° 97 103f 152
C33 (GPa)* 313° 322 347° 338
Cus (GPa)* 130¢ 134 160f 168
Vi, (eV)* 7.58 7.5 7.38 8.1
Vi, (eV) 5.78 5.6 5.58 5.5
Va (eV)* 2.28 0.6 2.18 0.8
Ve (eV)* 2.98 2.1 2.18 0.3
Ari,, (eV)* 2.78 3.0 4.38 5.0
Ari, (eV)*™ 2.08 2.2 3.28 2.9
Tia (eV) 1.28 0.0 1.88 -1.0
Cri;, (eV) 11.68 14.9 11.88 15.5
Cri, (eV) 6.28 5.8 5.98 4.0
Tic (eV) 6.28 7.6 8.0% 5.4
Ca (eV) 3.88 4.6 3.28 3.7
Ac (eV) 5.58 4.5 3.48 3.2
A, (eV) 5.38 5.5 - -
Ay (eV) 4.58 3.4 4.28 5.9
Ae (eV) 2.48 2.6 2.18 4.9
Ti, (eV) 7.08 8.7 5.38 7.1
Tip: (eV) 5.38 4.7 5.08 4.3
Tipe (eV) 5.78 2.8 5.18 4.5
Tier (eV) 3.88 - 3.68 -
Tiez (eV) 4.78 3.7 4.18 3.5
Co (eV)*™™ 2.68 2.5 3.18 4.3
Cha (eV)** 1.3 1.6 0.98 1.1
Cor (eV)** 1.58 0.6 2.88 1.8
Cea (eV)** 1.88 1.7 1.88 2.4
Bl (T/m?) 2.1" 0.6 2.9" 0.9
ETC (3/m?) 6.4" 5.8 6.3" 3.5
EL7C (J/m?) 4.7h 3.3 5.10 3.4
a (K™'x1079) 9.1 7.7 9.3/ 4.9
a ref. [1]
b ref. [54]
¢ ref. [55]
d ref. [56]
¢ ref. [57]
f ref. [58]
g ref. [59]
b ref. [60]
! ref. [61]

J ref.

(62]
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FIG. 3. (a) Elastic constants and (b) point defect formation
energies of TigAlC,; and Ti3SiCs calculated with the BOP
plotted against DF'T calculated values.

The only difference between the two polymorphs is a
shearing of the A-layers relative to the MX layers [1].
Elastic properties are also replicated with a high degree
of accuracy, as all elastic constants except C;3 fall within
15 GPa of their DFT calculated counterparts. This accu-
racy is visualized in Fig. 3a, where BOP calculated val-
ues are plotted against their respective DFT calculated
values. The diagonal line represents perfect agreement
between the two, and each point does not fall far from
this (R? = 0.996 and 0.975 for Ti3AICy and Ti3SiCy re-
spectively).

With 3 constituent elements and 4 distinct crystallo-
graphic sites, 312 MAX phases can exhibit a wide array
of point defects. To distinguish between the 2 different
Ti sites in TigAlCy and TizSiCs, the site in the center
of the MX block, bonded only to C atoms, is designated
Tizr, and the site at the surface of the MX block, bonded
to both C and A atoms, is designated Ti; (Fig. 1). This
is done in accordance with the standard laid out by Bar-
soum [1]. Tt should be noted that the opposite convention
was used by Wang et al. [59], from which DFT calculated
values of point defect formation energies were taken. In
total, 4 different vacancies and 8 different antisites must

() A Ointerstitial

O
00, O
00°@®@® O
00 O
O

FIG. 4. A schematic showing the locations of interstitial sites
within the A-layer. Two adjacent layers of Ti; and A atoms
are viewed along the [0001] direction. Interstitials either fall
within the layer of A atoms or between the two layers of Tiy
and A atoms.

O

be considered. In addition to this, there are a number of
different interstitial sites available. For simplicity, only
those interstitial sites in proximity to the A-layer were
considered as Ti and C interstitials in the MX layer are
fully modeled by the Ti-C interaction and A interstitials
in the MX layer have been shown to be exceedingly un-
likely [59]. The different interstitial sites present within
the A-layer are depicted in Fig. 4 and are described sim-
ilarly to Wang et al. [59]. The a site occurs between the
A and Ti; planes, the b site occurs between the A and
Ti; planes (bl) and within the A plane (b2), and the ¢
site occurs between the A and Ti; planes (cl) and within
the A plane (c2).

Point defect formation energies were calculated with
the BOP according to Eq. (8), again taking the chemical
potentials as those of the reference phases (hep-Ti: -4.87
eV/atom, fcc-Al: -3.36 eV /atom, dia-Si: -4.63 eV /atom,
and graphite: -7.37 eV /atom). The four vacancy forma-
tion energies are replicated well, with only V4 and V¢ in
Ti3SiCs being more than 1 eV off. Despite this, the cor-
rect trend is maintained in both MAX phases, with Vp;,,
having the highest formation energy followed by Vr;, and
then V4 and V¢ having the lowest. Impressively, all 8
antisite formation energies, most of which were not fit-
ted to, are modeled relatively accurately; the majority
fall within 1.5 eV of the DFT calculated values. Finally,
the numerous interstitial formation energies are also pre-
dicted with a good degree of accuracy. The Ti. site is
predicted to be unstable in both MAX phases, decaying
into the Ti.s site, but this is not surprising as there re-
mains some disagreement between DFT studies over the
stable interstitial sites in MAX phases [59, 63, 64]. Of
particular note, C interstitial formation energies are pre-
dicted with a high degree of accuracy. These interstitials



are expected to be the most numerous due to their low
formation energy. Calculation of the various point de-
fect formation energies is again visualized in Fig. 3b,
with BOP values plotted against DFT calculated values.
There are a few outliers, but overall the BOP is able to
capture a large number of these point defects accurately
(R? = 0.891 and 0.778 for TizAICy and Ti3SiC; respec-
tively).

Also calculated with the BOP were (0001) surface en-
ergies, in which different sets of bonds were broken. The
BOP underestimates these energies, but the correct trend
is captured. The energy of the surface after breaking
Ti;-A bonds is the lowest, indicating that these are the
weakest bonds in the system. Finally, average linear
coefficients of thermal expansion were calculated to en-
sure the BOP can model MAX phases at nonzero tem-
peratures. These values are underestimated but remain
within a reasonable range for MAX phases [1]. Over-
all, the BOP is able to accurately model TizAlCs and
Ti3SiCy, with numerous experimentally determined and
DFT calculated properties being replicated. Further val-
idation of the BOP is subsequently presented in the form
of large-scale MD simulations, which demonstrate some
of the well-documented MAX phase behaviors.

D. Large Scale Validation

As a complement to the numerous material properties
of TigAlC, and TizSiCy predicted by the BOP, several
large-scale tests were performed to serve as further vali-
dation that it is an appropriate atomistic model. These
include deformation mechanisms in single crystals, high
temperature deformation, and KNE behavior.

The deformation of MAX phase single crystals and
its anisotropy has been difficult to isolate experimen-
tally from any potential grain boundary effects. How-
ever, some work has been done to probe the response of
highly-oriented MAX phase grains to uniaxial compres-
sion along different axes [65], giving a good approxima-
tion to a single crystal response, and recently uniaxial
compression of single crystal micropillars was performed
[66]. In both cases, when compressed at an angle to the
basal planes, a large degree of plastic deformation was
observed. This has been ascribed to the presence of 2
slip systems in MAX phases, both contained within the
basal planes [1, 3]. In contrast, when the basal planes
were loaded edge-on, the formation of kink bands was
observed to precede any other plastic deformation, as
the basal slip systems are not active in this orientation.
In both cases, the plastic anisotropy exhibited by MAX
phases is clear.

To replicate some aspects of these results, uniaxial
compression simulations were performed on fully peri-
odic 10x10x10 nm? blocks of Ti3AlC, and TizSiCs uti-
lizing the BOP. The cells were loaded in three different
orientations with respect to the basal planes: 45° (an-
gle), 0° (parallel), and 90° (perpendicular). The simu-

(@) 100 : ; ;

Stress (GPa)

0 0.1 0.2 0.3 0.4
Strain

|[—300K

o
O 50t

0 0.05 0.1 0.15 0.2
Strain

FIG. 5. (a) Stress-strain curves for TizAlCs under uniax-
ial compression in three different orientations with respect to
the basal planes. (b) Stress-strain curves for TizAlCy under
uniaxial compression parallel to the basal planes at various
temperatures

lations were carried out at 300 K and with a 108 s—!

strain rate within the NPT ensemble. The stress-strain
curves from these simulations on TizgAlCs are shown in
Fig. 5a, and the anisotropic response for inelastic defor-
mation and strength, as a function of loading orientation,
is obvious. Similar results were obtained for Ti3SiCs [67].
When loaded at an angle to the basal planes, a sawtooth-
like (i.e. jerky) curve, typical of materials with active slip
systems alternating between nucleation and exhaustion,
was generated. There is a high degree of plastic deforma-
tion as compressive failure occurred beyond 35% strain.
In contrast, when loaded both parallel and perpendicu-
lar to the basal planes, a stress-strain curve more typical
of brittle materials was generated. Compressive failure
occurred suddenly at a strain around 20%, without any
apparent plastic deformation. The noticeable stress drop
in the perpendicular case is associated with a rearrange-
ment of the A-layers into the S-polymorph structure.
This strain-induced transition has been observed exper-
imentally [68, 69], but further study is required to fully
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FIG. 6. Snapshots of uniaxial compression simulations on TizAlC, immediately before (left) and after (right) compressive
failure. Snapshots before are color coded by shear strain, and snapshots after are color coded by atom type (Ti - blue, Al -
yellow, C - gray). All three loading orientations are depicted: (a) at an angle to the basal planes, (b) parallel to the basal

planes, and (c) perpendicular to the basal planes.

understand its origin. To better understand the com-
pression results, snapshots of the simulations taken im-
mediately before and after compressive failure are shown
in Fig. 6. Snapshots from the simulations performed
on TizSiCy are available in the supplementary informa-
tion [67]. The snapshots taken before compressive failure
are color coded by shear strain to determine if slip oc-
curred. When loaded at an angle to the basal planes, it
is clear that a number of slip events occurred prior to
failure, and that these were contained within the basal
planes (Fig. 6a). This is not the case for parallel and
perpendicular loading where no slip events are appar-
ent (Fig. 6b and c). These results are consistent with

MAX phases only having slip systems contained within
their basal planes. The snapshots taken after compres-
sive failure are color coded by atom type to provide a
better contrast of the layers. When loaded at an angle
and perpendicular to the basal planes, failure occurred
by shear banding (Fig. 6a and c), as has been observed
experimentally [65]. When loaded parallel to the basal
planes, sudden failure occurred when the layers began to
form buckles, which rapidly propagated throughout the
system. In larger systems, these buckles could be pre-
cursors to the kink bands observed post-mortem in ex-
periments [65, 66]. Based on these simulations, the BOP
appears to accurately capture the plastic anisotropy of
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FIG. 7. The force-displacement curve from simulated nanoin-
dentation performed on TizAlCs.

MAX phases and its associated mechanisms. This gives
further evidence that the BOP can successfully model
MAX phases.

The uniaxial compression simulations, with loading
performed parallel to the basal planes were also repeated
at regular temperature intervals up to 1500 K. This was
done to ensure that no additional non-basal slip systems
become active at high temperatures. While MAX phases
are known to undergo a brittle to plastic transition at
high temperatures, this is only observed in polycrys-
talline samples and has therefore been attributed to a
temperature dependent grain boundary decohesion stress
[1, 3]. Observations of decreasing fracture toughness
above the transition temperature lend support to this
hypothesis [70-72]. The stress-strain curves from these
simulations on TizAlCs are shown in Fig. 5b. The curves
nearly fall on top of one another, and no additional de-
formation mechanisms are apparent. Additionally, the
strain to failure monotonically decreases with tempera-
ture, ruling out further plastic deformation. Similar re-
sults were obtained for TizSiCy [67].

As discussed previously, one of the most well docu-
mented phenomena occurring in MAX phases is their
KNE behavior. Nanoindentation represents an ideal test
to determine if the BOP is able to capture this critical
behavior. Therefore nanoindentation was performed on
40x1x60 nm? cells of TizAlCy and TizSiCs, with a 10 nm
radius cylindrical indenter and a maximum indentation
depth of 5 nm. Indentation was performed parallel to
the basal planes (x-axis) while periodic boundary condi-
tions were applied to the other two axes. A thin plane of
atoms at the base of the indentation direction was held
fixed to prevent the cell from moving. Each nanoinden-
tation was performed at 10 K with a constant indenta-
tion speed of 1 m/s. The force-displacement curve for
the simulated nanoindentation on TizAlC; is shown in
Fig. 7. The response is initially linear elastic. This is
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FIG. 8. Snapshots from the simulated nanoindentation per-
formed on TizAlC2. Atoms are color coded by type (Ti -
blue, Al - yellow, C - gray). Snapshots show the maximum
indentation depth (a) and residual damage (b).

followed by a large pop in event around an indentation
depth of 4 nm. Upon unloading, the cycle ends with
residual deformation of around 1.5 nm. The qualitative
similarity of this curve with those observed experimen-
tally for MAX phases [15] is striking and provides com-
pelling evidence that the BOP can successfully model
KNE behavior. Similar behavior was also predicted for
Ti3SiCy [67].

Snapshots from the maximum indentation depth and
end of the cycle are shown in Fig. 8 for TigAIC,. Sim-
ilar images for Ti3SiCy can be seen in the supplemen-
tary information [67]. The pop-in event can clearly be
associated with the buckling of a series of layers and ac-
companying delamination between the MX and A layers
(Fig. 8a). The buckling appears to be elastic, as upon
removal the layers largely recover and delamination dis-
appears (Fig. 8b). These results align well with previous
simulations on graphite [13, 15], which strongly implicate



this type of elastic buckling, i.e. ripplocations, in KNE
behavior. A more detailed treatment of this mechanism
is required to confirm its connection to KNE behavior
and will be the focus of future studies.

V. CONCLUSIONS

The bond order potentials presented herein represent
a first highly accurate atomistic model for MAX phases.
They have been shown to successfully model TizAlCy
and Ti3SiCs by replicating a number of structural, elas-
tic, defect, and thermal properties. Additionally well-
documented MAX phase mechanical behaviors such as
plastic anisotropy, high temperature deformation, and
kinking nonlinear elasticity are well captured. This now
provides an invaluable tool for future studies into some of
the elusive atomic-scale mechanisms which govern many
unique MAX phase properties. Importantly as well, the

11

fitting procedure used to generate the bond order po-
tentials is highly transferable due to its stepwise nature.
It should be applicable to numerous other MAX phases,
provided the appropriate data is available for fitting.
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