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Origins of electromagnetic anisotropy in monolayer black phosphorus

Pengke Li (李鹏科)∗

Quantum Materials Center and Department of Physics,
University of Maryland, College Park, MD 20742

Contrary to empirical observations, lowest-order k · p̂ theory predicts that monolayer black phos-
phorus (“phosphorene”) is completely immune to zigzag-polarized optical excitation at the bandgap
energy. Using symmetry arguments, we derive a 2 × 2 Hamiltonian under the k · p̂ formalism in-
cluding higher-order corrections, which is used to show that the experimentally-measured band-gap
transition with zigzag polarization is dominated by the third order k·p̂ perturbation in the interband
optical matrix element, whereas the effects of spin-orbit interaction are negligible in this material,
consistent with a trivial orbital diamagnetic contribution to the g-factor.

I. INTRODUCTION

Monolayer or few-layer black phosphorus is a 2-
dimensional van der Waals layered material with many
strong in-plane anisotropic properties.1,2 The anisotropy
is endowed by the material’s orthorhombic lattice struc-
ture, which can be roughly envisioned as a distorted hon-
eycomb lattice with all the bonds parallel to the armchair
direction tilted out-of-plane alternatively by approxi-
mately ±72◦, such that the otherwise-flat atomic plane
is “puckered”, with lattice constants ax = 4.376 Å and
ay = 3.314 Å.3 Consequently, the electronic structure is
drastically different for band dispersion along the zigzag
and armchair directions, reflecting the underlying geo-
metric symmetry of the system.

Group theory was first used to investigate the band
structure symmetry of monolayer black phosphorus,4

and was later applied to incorporate external effects,
such as strain5, lattice vibration6 and extrinsic spin-
orbit coupling.7 In Ref. [4], the “method of invariants”8

was implemented on a multiband Hamiltonian to exam-
ine lowest-order interband interactions, providing com-
prehensive understanding of the physics governing the
anisotropy of features in the band structure, optical se-
lection rules, and spin mixing.

Monolayer black phosphorus is a semiconductor with a
bandgap ∼ 2 eV near the Brillouin-zone center (Γ-point),
as given computationally by sophisticated DFT+GW
calculation9–11 and experimentally by photoluminescence
spectroscopy.12 Since most experimentally-probed prop-
erties are closely related to the gap-edge conduction and
valence states, it is most convenient to adopt a simple
model focusing solely on these orbitally-nondegenerate
bands, described by a 2× 2 Hamiltonian

Ĥ =

[
Hc Hcv

H†cv Hv

]
. (1)

Here, the basis functions are naturally chosen as the gap
edge conduction and valence states at the Γ-point. It
is evident from an atomic orbital tight binding model
that the conduction (valence) band belongs to the irre-
ducible representation Γ−4 (Γ+

2 ) with z-like (xz-like) spa-
tial symmetry.3 As a result, the symmetry of the off-
diagonal Hcv is given by their direct product Γ+

2 ⊗Γ−4 =

Γ−3 , which is x-like. Here we follow the convention in
Ref. [4] with the x, y and z axes corresponding to the
armchair, zigzag, and out-of-plane directions, respec-
tively. Relevant analyses from Ref. [4], such as the sym-
metry behaviors of the Γ-point irreducible representa-
tions and their direct product relations, are organized
in the Supplemental Material (SM).13

The x-like off-diagonal Hcv indicates that the gap edge
states are directly coupled by the momentum operator
p̂x, whereas p̂y is forbidden by symmetry. This fact can
also be seen from a reduced tight binding model un-
der continuum approximation,14,15 and is consistent with
the experimentally-observed strong photoluminescence
with polarization along the armchair direction.12 Sur-
prisingly, the same experiment also demonstrated that
the zigzag-polarized photoluminescence is small but cer-
tainly nonzero, which is not explained by any lowest-
order model. Recently, it was shown that symmetry-
allowed k-dependent spin orbit coupling is too weak in
phosphorene to be responsible for the finite optical tran-
sition polarized along y.16 On the other hand, spin-free ab
initio calculations of the optical spectrum show that the
onset of the zigzag polarized transition is indeed around
the bandgap energy and increases monotonically, with
amplitude two orders of magnitude smaller than that of
the armchair polarization,11,17 suggesting that the origin
of this puzzling observation should be related to higher-
order contributions from the k · p̂ interaction.

Earlier attempts to introduce higher order k ·p̂ compo-
nents in the off-diagonal matrix element were made, but
only to fit the ultraflat zigzag valence band dispersion.18

There, quadratic forms like k2
x,y (belonging to the scalar

Γ+
1 representation) were arbitrarily added into Hcv. Al-

though their parameters could be chosen as complex val-
ues to maintain the necessary time reversal invariance of
the Hamiltonian,19 one cannot ignore the more stringent
fact that the underlying spatial symmetry forbids the co-
existence of linear and quadratic terms. Hamiltonians
constructed with incompatible symmetry may still pro-
duce a recognizable eigenspectrum, yet the optical matrix
elements derived from it will be seriously flawed.

Note that the k · p̂ Hamiltonian under this sym-
metry argument should not be confused with the dif-
ferent Hamiltonian constructed from the tight-binding
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approach.14,15 In the latter case, under the continuum
approximation, both linear and quadratic terms are al-
lowed in the off-diagonal matrix element which describes
the hopping between atomic sites, rather than perturba-
tive interband coupling as in k · p̂. It is straightforward
to verify that a unitary transform of the tight binding
Hamiltonian into the band basis at the zone center elim-
inates any off-diagonal quadratic terms.

The present study aims to resolve any confusion sur-
rounding the aforementioned problem. We start by de-
riving concise matrix elements of Ĥ in Eq. (1) that cap-
ture necessary symmetry-allowed k · p̂ terms up to the
third order in perturbation theory, including spin-orbit
coupling. From the resulting interband optical matrix
element, together with the band dispersion, we calculate
the polarization-dependent dipole interaction strength as
a function of the photon energy. The underlying physics
of the optical anisotropy across the bandgap, especially
of the weak but finite optical transition with linear polar-
ization along the zigzag orientation, is shown to be dom-
inated by the third-order k · p̂ interband matrix element,
whereas the influence of spin-orbit coupling is negligible.
At the end of the paper, the interband optical matrix ele-
ments are also used to investigate the small diamagnetic
correction of the g-factor induced by orbital magnetic
moment from the single-particle bandstructure.

II. INTERBAND COUPLING

We consider symmetry-allowed terms in Hcv up to
third order using the method of invariants,8 including
invariant components of kx, kxk

2
y and σzky (the other x-

like third-order term k3
x is not considered, as explained

at the end of this section).13 The coupling between the
conduction and valence bands is then constructed as

Hcv = iPkx + iP3kxk
2
y + ασzky, (2)

with three parameters P = 4.6 eV·Å, P3 = −16 eV·Å3,
and α = −5.0 meV·Å, calculated from ab initio wave-
functions using the Quantum ESPRESSO package.20

Note that polynomial fits to the ab initio band disper-
sion cannot be used to reliably extract these parameters,
especially for the higher-order P3 and the relatively small
α, whose contributions to the dispersion relation are neg-
ligible (see next section).

Two different schemes can be implemented to calculate
these parameters, strictly following the definition of the
k · p̂ formalism.8 The values given here are obtained by
projecting band edge wavefunctions at small but nonzero
k onto those at the Γ point, and the resulting off-diagonal
term multiplied by Eg equals the corresponding compo-
nents in Hcv. In a different approach, we take advantage
of the planewave basis of the wavefunctions and directly
evaluate the matrix element of the momentum operators
between the states at the Γ-point, resulting in parameters
∼ 10% larger than those given by the first method. We
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FIG. 1. Symmetry-allowed perturbation paths of the off-
diagonal matrix element Hcv between the gap edge conduc-
tion (Γ−

4c, z-like) and valence (Γ+
2v, xz-like) states. (a) Lowest

order k · p̂ term [Eq. (3)]. (b) Three types of third order
k · p̂ paths [see Eq. (4) for the left panel]. Notice the order of
the p̂x and p̂y operators. Each of the dashed lines represents
not a specific band but rather all intermediate states at re-
mote energy sharing the same symmetry, and could be upper
conduction bands or lower valence bands. (c) Left panel: k-
dependent spin-orbit coupling [Eq. (5)]; right panel: second
order couplings via k · p̂ and k-independent spin-orbit term
[Eq. (6)]. All paths share the same x-like spatial symmetry.

have also verified that these values are robust against
variation in the details of ab initio calculation inputs
(such as the types of density functional and pseudopo-
tential, variation in lattice constants, etc). Details of the
ab initio process used, as well as the calculation of these
three parameters, are included in SM.13. In the following
we elaborate the origins of the three terms in Eq. (2).

The first term iPkx arises from the lowest order k · p̂
perturbation,

Ĥk·p̂ =
~
m0
k · p̂ =

~
m0

(kxp̂x + kyp̂y). (3)

Since only the x component is symmetry-allowed, we
have P = ~

im0
〈Γ−4c|p̂x|Γ

+
2v〉, as shown in Fig.1(a). Similar

to most other semiconductors, P is close to the nearly-
free electron value π~2/(m0ax).21

The second term iP3kxk
2
y originates from the third or-

der k · p̂ perturbation via three types of pathways as
shown in Fig. 1(b), depending on the sequence of the p̂x
and the two p̂y operators. For example, the panel on the
left hand side represents the path

~3

m3
0

∑
Γ+
2 ,Γ
−
1

〈Γ−4c|p̂x|Γ
+
2 〉〈Γ

+
2 |p̂y|Γ

−
1 〉〈Γ

−
1 |p̂y|Γ

+
2v〉

[E(Γ−4c)− E(Γ+
2 )][E(Γ−1 )− E(Γ+

2v)]
kxk

2
y, (4)

in which the summation is over all intermediate states



3

with Γ−1 (xyz) and Γ+
2 symmetries, except the highest va-

lence band. Similarly, the other two panels in Fig. 1(b)
represent paths involving intermediate states belonging
to Γ+

3 (yz), Γ−1 and Γ−4 .

The spin-orbit term ασzky has two comparable contri-
butions as shown in Fig. 1(c). First of all, there is the
direct k-dependent spin-orbit coupling

Ĥk
SO =

~2

4m2
0c

2
∇V̂ (r)× k · σ (5)

=
~2

4m2
0c

2

[(
∂V̂

∂x
ky−

∂V̂

∂y
kx

)
σz+

∂V̂

∂z
(kxσy−kyσx)

]
,

in which only the first term (proportional to ∂V̂
∂x kyσz)

has the required x-like symmetry and couples the con-
duction and valence bands, as shown by the left panel
in Fig. 1(c). In addition, there are second-order pertur-

bation paths via the y-component of Ĥk·p̂ (Γ−2 , y-like)
and the σz component (Γ+

4 , xy-like) of the k-independent
spin-orbit coupling term

ĤSO =
i~

4m2
0c

2
∇V̂ (r)× p̂ · σ. (6)

The combination of the two operators has a net symme-
try Γ−2 ⊗ Γ+

4 = Γ−3 , and the intermediate states involved
belong to Γ+

3 or Γ−1 .

The strength of the spin-orbit term can be estimated
from the ratio between the k-linear operators Ĥk

SO and

Ĥk·p̂, which is around V/4m0c
2, with V on the order

of 1 keV for phosphorus core electron levels (in the re-
gion where the potential varies most drastically22), and
4m0c

2 ≈ 2 MeV. As a result, |α| ∼ 10−3P , consistent
with the values we obtained. For comparison, the neigh-
boring elemental material (Si) has P ≈ 9 eV·Å and
α = 8.6 meV·Å at the conduction band minimum.23

Despite their higher-order nature, both iP3kxk
2
y and

ασzky terms in the off-diagonal Hamiltonian matrix ele-
ment lead to a nonzero interband optical transition with
polarization along y (zigzag), since their relevant ma-

trix elements of the momentum operator m0

~ ∇kĤ are
nonzero. However, direct comparison with the experi-
mental spectra requires integration of ∂Hcv/∂ky over k-
points with the same transition energy in the Brillouin
zone. Because of the ultra-flat valence band in phospho-
rene, the third-order term P3kxk

2
y dominates over the lin-

ear spin-orbit term ασzky, as we will thoroughly discuss
in Sec. V.

The same consideration justifies our neglect of the
symmetry-alowed term k3

x, as mentioned at the begin-
ning of this section, since ∂k3

x/∂ky vanishes. This third
order term does contribute to the x-polarized dipole tran-
sition, but is negligible compared with the lowest order
kx-linear term.
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FIG. 2. Band structure close to the gap, along the kx (arm-
chair) and ky (zigzag) directions. The blue curves are the
spectra of the 2× 2 Hamiltonian detailed by Eqs. (1), (2), (7)
and (8). Red circles mark the ab initio spectra. The forbid-
den gap is truncated for better presentation of the features
of the bands. Inset: zoom in of the valence band at small
ky, highlighting the unusual ‘electron’-like dispersion closest
to the Γ-point.

III. DIAGONAL MATRIX ELEMENTS

Both Hc and Hv have scalar symmetry (Γ+
1 ). By cap-

turing the higher-order influence from remote bands due
to Löwdin folding,24 we have

Hc = Eg +Ack
2
x +Bck

2
y, (7)

Hv = Avk
2
x +Bvk

2
y

[
Cv

1 + (ky/kt)2
− Cv + 1

]
. (8)

The underlying physics of the coefficient parameters and
the unusual form of Hv beyond quadratic order are ex-
plained in the following. First of all, the scalar symmetry
is evident in Eqs. (7) and (8) due to the even powers of
kx and ky. Here, due to the well-known issue of band
gap underestimation in the DFT process, the value of
the Γ-point band gap used is Eg = 0.7 eV,1,18 which
is smaller than the ∼ 2 eV given by more sophisticated
DFT+GW calculation.9–11,17 However, this quantitative
issue doesn’t affect the fundamental physics we focus on
in this study.13

Along the armchair (kx) direction, Ac,v quantify the
influence from remote bands on top of the free electron
dispersion,8 and together with the iPkx component in
Hcv, determine the conduction and valence band curva-
tures at the zone center. With our ab initio results of
the effective masses along kx being mc

x = 0.148m0 and
mv
x = −0.132m0, the dispersion coefficients Ac,v are cal-

culated according to

Ac +
P 2

Eg
=

~2

2mc
x

, and Av −
P 2

Eg
=

~2

2mv
x

, (9)
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giving Ac ≈ −5.2 eV·Å2 and Av ≈ 2.5 eV·Å2. For com-
parison, the off-diagonal k · p̂ coupling contributes a dis-

persion coefficient P 2

Eg
≈ 29.6 eV·Å2, which is larger than

the amplitudes of Ac,v, suggesting that the interband k·p̂
coupling directly between conduction and valence bands
is primarily responsible for the relatively small effective
masses in this direction.

On the other hand, the band curvatures along ky
(zigzag) are dominated by the ky-related terms of the di-
agonal elements, whereas the off-diagonal interband cou-
pling plays a minor role. With an ab initio value of
the conduction band effective mass mc

y ≈ 1.18m0 we get

Bc = ~2

2mc
y
− α2

Eg
≈ 3.2 eV·Å2. For comparison, the contri-

bution of the spin-orbit interband coupling to the band

dispersion in this direction is α2

Eg
≈ 3.6 × 10−5 eV·Å2,

orders of magnitude smaller. This further verifies our
previous argument that the value of α cannot be reliably
extracted by functional fitting of the band structure.

The valence band dispersion along ky (zigzag) given
by the second term in Eq. (8) is distinct from conven-
tional quadratic dispersion, in that the band is ‘electron’-
like with slightly positive curvature close to the origin,
but eventually bends downward at larger ky (see inset in
Fig. 2), as observed in other ab initio calculations.9,18,25

This behavior is due to the gradually diminishing repul-
sion from a Γ−1 lower valence band as ky increases,4 re-
sulting in the ‘camel back’-shaped dispersion relation and
the large average effective mass in this direction. Our ex-
pression of Hv is simplified from Eqs. (17) and (19) in
Ref. [4] that summarize this unusual behavior of band
dispersion, as seen from the denominator 1 + (ky/kt)

2 of
the first term in the parenthesis in Eq. (8). By fitting the
ab initio valence band dispersion along ky, we get Bv =

0.43 eV·Å2, the unitless Cv = 7.6, and kt = 0.23Å−1

quantifies the extension of the ‘electron-like’ behavior
along ky. At small ky, the dispersion is approximately
Bvk

2
y with an effective electron-like mass 8.8m0, whereas

at large ky, the dispersion is approximately Bv(1−Cv)k2
y

with an effective hole-like mass −1.33m0. Note that here
the band curvature only corresponds to the concept of
effective mass at a certain k point, which should not
be confused with the experimentally-determined effective
mass resulting from a k-space averaging over participat-
ing states.

Now the construction of the 2 × 2 Hamiltonian in
Eq. (1) is completed with clear origin of physics. Be-
fore proceeding to its application on the optical transi-
tion for monolayer black phosphorus, we address that it is
straightforward to generalize this simple model to multi-
layer cases by incorporating with the inter-layer coupling
matrix of the Γ point conduction and valence states be-
tween neighboring single-layers. The relevant inter-layer
coupling parameters could be extracted from available
empirical tight-binding models.3
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FIG. 3. k-space contours of the dispersion relation of (a)
the valence band Ev, (b) the conduction band Ec, and (c)
the optical energy Ec − Ev. The two absolute maxima of Ev

are marked by asterisks. (d) and (e) are densities of states of
the valence and conduction bands, respectively, with energies
measured from the band edges at the Γ points. Note the
singularity in (d) due to nonparabolic dispersion. (f) is the
joint density of states of the conduction and valence bands,
with energy measured from the band gap at the Γ points.

IV. BAND STRUCTURE AND DENSITY OF
STATES (DOS)

With Eqs. (2), (7) and (8), the 2 × 2 Hamiltonian in
Eq. (1) can be analytically diagonalized with the spec-
trum shown in Fig. 2. It perfectly matches the ab initio
band structure close to the gap edge, including the ul-
traflat feature of the valence band along ky as shown in
the inset. The turning point of Ev(kx = 0, ky) is around

ky = 0.06Å−1, ∼ 7% from Γ to the zone edge, indicating
that states with large ky might play important roles in
transport or optical phenomena. It is easy to verify that,
within the energy range of our interest, the third order
term iP3kxk

2
y has only a minor contribution to the dis-

persion relation, and that of the k-dependent spin-orbit
term αky is negligible.

The constant-energy surface contours of the valence
and conduction bands, and their energy difference across
the bandgap are given in Fig. 3(a)-(c), respectively. The
valence band contour is in an oval stadium shape with a
stronger anisotropy than the elliptical shape of the con-
duction band isoenergetic contours. The valence band
absolute maxima are not at the zone center but rather at
two points along the ky axis, reproducing the dispersion
shown in the inset of Fig. 2.
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The densities of states (DOS) of the two bands as func-
tions of the energy can be calculated from the 2D disper-
sion relation according to

DOSc,v(E) = 2

∫
d2k δ[E − Ec,v(k)], (10)

where the prefactor 2 accounts for spin degeneracy. Sim-
ilarly, the joint density of states (JDOS) is calculated
from

JDOS(E) = 2

∫
d2k δ[E − Ec(k) + Ev(k)]. (11)

The DOS and JDOS are presented in Fig. 3(d)-(f).
The DOS of the conduction band is a constant around
0.021 eV−1Å−2. Due to the smaller orientation-averaged
effective mass, it is lower than the 2D free electron DOS
of m0

π~2 = 0.042 eV−1Å−2. In contrast, the DOS of the va-
lence band saturates at lower energy, but approaches di-
vergence near the band edge. Since the DOS is inversely
proportional to |∇kEv|,26 this ‘singularity’-like feature is
the result of the unusually flat ky dispersion at the band
edge, and is inherited by the JDOS close to the band gap
energy.

V. MOMENTUM MATRIX ELEMENT AND
DIPOLE STRENGTH

The interband optical matrix element could be calcu-
lated from the 2 × 2 Hamiltonian as 〈Γ−4c|m0

~ ∇kĤ|Γ+
2v〉.

For simplicity, we take out the constant factor m0

~ and

examine the operator π̂x,y = ∂Ĥ/∂kx,y. It is straight-
forward to see that 〈Γ−4c|π̂x|Γ

+
2v〉 = i(P + P3k

2
y) and

〈Γ−4c|π̂y|Γ
+
2v〉 = ασz + 2iP3kxky, both including a con-

stant term and a second-order term. Here, we examine
the contributions of each of these four terms to the optical
dipole strengths as functions of the photon energy Eph,
by integration over k points with the same energy differ-
ence between the conduction and valence bands. For the
two constant terms, the dipole interaction strengths are
simply P 2 and α2 multiplied by the JDOS,

Dx
P (Eph) = 2P 2

∫
d2k δ[Eph − Ec(k) + Ev(k)], (12)

Dy
α(Eph) = 2α2

∫
d2k δ[Eph − Ec(k) + Ev(k)], (13)

where both expressions are in units of eV. Similarly, for
the k-dependent second order terms, we have

Dx
3 (Eph) = 2P 2

3

∫
d2k k4

y δ[Eph − Ec(k) + Ev(k)], (14)

Dy
3(Eph)=2P 2

3

∫
d2k 4k2

xk
2
y δ[Eph−Ec(k)+Ev(k)], (15)

where the subscript ‘3’ in Dx,y
3 indicates their origin in

the third order k · p̂ perturbation term.
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FIG. 4. The four curves are interband dipole strengths given
by Eqs. (11)-(14), as functions of the photon energy beyond
the bandgap. The ‘◦’ and ‘×’ markers are the total interband
dipole strengths in the x and y directions, respectively.

These four quantities are plotted in Fig. 4, as functions
of Eph beyond the band gap. As expected, Dx

P and Dy
α

are lowest order and vary only slightly throughout the
energy range of our interest, in contrast with the mono-
tonically increasing higher order Dx,y

3 . For armchair (x)
polarization, Dx

P dominates over Dx
3 , as expected. Al-

though it is much weaker, the transition with polariza-
tion along y (zigzag) is governed by Dy

3 , originating from
the third order k · p̂ perturbation paths in Fig. 1(b). The
contribution of Dy

α due to spin-orbit coupling is orders
of magnitude smaller, once the photon energy is slightly
beyond Eg. This is not only a consequence of the weak
spin-orbit coupling of phosphorus, but also because inter-
band transition at higher photon energy involves states
with relatively large ky, along which the dispersion is
very flat. It is easier to understand this point from
a quantitative estimation, with the help of the energy
contour in Fig. 3(c): for photon energy 0.7 eV beyond
the bandgap at around k = (0.05Å−1, 0.3Å−1), we have
2P3kxky ≈ 0.48 eV·Å� |α|.

The total dipole strengths in the two orthogonal di-
rections are given by the markers in Fig. 4. Dy exactly
equals the sum of Dy

α and Dy
3 , yet mostly overlaps with

the latter, as we analyze. Dx is slightly smaller than
the sum of Dx

P and Dx
3 , due to the cross product of P

and P3k
2
y in |〈π̂x〉|2 contributing a destructive interfer-

ence. At photon energy ∼ 0.7 eV beyond the bandgap,
the ratio between Dy

3 and Dx
P raises up to ∼ 1%, and

clearly maintains increasing at even higher energy. This
is consistent with the experimental observation of pho-
toluminescence from decay of direct excitons,12 whose
wavefunction in the 2D monolayer is spatially localized
along the zigzag direction17 and involves relatively large
ky components in the reciprocal space. Through the in-
tegration of the interband transition over the Brillouin
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zone, weighted by the proper exciton envelope function,
the third order perturbation term could reasonably ex-
plain the “less than 3%” ratio of the exciton emission
intensities along the two orthogonal directions.12

VI. g-FACTOR

The momentum operator π̂x,y could also be used to
evaluate the orbital magnetic moment contribution to the
Landé g-factor under out-of-plane magnetic field8

∆g=
2

im0

m2
0

~2

∑
n′

〈n|π̂x|n′〉〈n′|π̂y|n〉−〈n|π̂y|n′〉〈n′|π̂x|n〉
En − En′

.

(16)

Within a two-band Hamiltonian, ∆g is the same for both
the conduction and valence states. Letting |n〉 = |Γ−4c〉
and |n′〉 = |Γ+

2v〉, we have

∆g =
4m0

~2

(P + P3k
2
y)α

Eg
≈ 4m0

~2

Pα

Eg
= −0.017. (17)

It is straightforward to apply Eq. (16) to energetically
remote states beyond the 2 × 2 model to calculate the
complete single-particle correction to the g-factor. Only
those states with relevant symmetries need to be taken
into account. On one hand, the conduction (valence)
state |Γ−4c〉 (|Γ+

2v〉) can couple to any other states with
Γ+

2 (Γ−4 ) symmetry via p̂xkx and ∂V
∂x ky, as demonstrated

by Fig. 1(a) and the left panel of Fig. 1(c), respectively.
For each of these remote bands, interband coupling pa-
rameters similar to P and α, as well as the energy dif-
ference, can be calculated in the same way using the ab
initio wavefunctions, and then their contribution to the
g-factor correction is obtained using Eq. (17). On the
other hand, as shown in the right panel of Fig. 1(c),

one should not ignore16 the fact that |Γ−4c〉 (|Γ+
2v〉) could

also couple to remote states with Γ+
3 (Γ−1 ) symmetry, via

the k · p̂ operator p̂yky, together with the k-dependent
spin orbit coupling component in Eq. (5) proportional
to ∂V

∂y kx. Although these two operators are irrelevant to

the gap edge coupling matrix element Hcv in our 2 × 2
model, they contribute similar g-factor correction as their
corresponding orthogonal counterparts.

Summing over the contribution from all symmetry-
related bands, the orbital magnetic moment induced to-
tal g factor correction for the edge states are calculated
as ∆gc = −0.05 and ∆gv = −0.02, both being dia-
magnetic as in regular semiconductor systems,27 consis-
tent with the measured magnetic susceptibility,28 and
slightly reducing the g0 = 2 of free electrons. It is not
surprising that the single-particle bandstructure-induced
g-factor deviations are relatively small, due to i). the
weak spin-orbit coupling in atomic phosphorus, and ii).
orbital non-degeneracy of all the bands, as the space-
group is Abelian and irreducible representations are all
one-dimensional.13 The latter is in contrast with cases
in which spin-splitting of otherwise orbitally-degenerate
bands could significantly reduce g0 = 2 and even reverse
its sign such as in many III-V semiconductors.29 Our the-
oretical analysis is consistent with the g-factor measured
recently by quantum oscillation experiment.30 Note that
in different multilayer systems under strong-correlation
condition, it is suggested that electron-electron interac-
tion could substantially modify the g-factor.31
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