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Effects of Interface Steps on the Valley Orbit coupling in a Si/SiGe quantum dot

Bilal Tariq and Xuedong Hu
Department of Physics, University at Buffalo, SUNY, Buffalo, New York 14260, USA

Valley-orbit coupling is a key parameter for a silicon quantum dot in determining its suitability for
applications in quantum information processing. In this paper we study the effect of interface steps
on the magnitude and phase of valley-orbit coupling for an electron in a silicon quantum dot. Within
the effective mass approximation, we find that the location of a step on the interface is important in
determining both the magnitude and the phase of the valley-orbit coupling in a Si/SiGe quantum
dot. Specifically, our numerical results show that the magnitude of valley orbit coupling can be
suppressed up to 75% by a step of one atomic monolayer, and its phase can change by almost π.
When two steps are present, the minimum value of the valley-orbit coupling can even approach zero.
Our calculation can in principle be generalized to multiple steps as well, as long as the width of the
regions between steps are much larger than the atomistic length scale. We also clarify the effects of
an applied external magnetic field and the higher orbital states on the valley-orbit coupling. Overall,
our results illustrate that interface roughness can strongly affect both the magnitude and the phase
of the valley-orbit coupling, which are crucial parameters for both spin and charge qubits in Silicon.

PACS numbers:

I. INTRODUCTION

Silicon is an ideal host for electron or nuclear spin
qubits because of its low abundance of spinful iso-
topes (which can be further reduced through isotopic
enrichment)1,2. Extremely long coherence times for
both electron and nuclear spins have been reported in
bulk samples back in the 1950s3, and more recently ob-
served in Si nanostructures for single spins4–7. There
have been multiple experimental demonstration of high-
fidelity quantum gates for single-spin qubits8–14 and en-
coded multi-spin systems15–24. The impressive quantum
coherence, together with the vast semiconductor indus-
try and its ever improving technological base, makes spin
qubits in Si an attractive and promising building block
for a future scalable quantum computer.

Significant technological challenges remain toward a
fault-tolerant spin qubit in Si, from controlling the ef-
fects of charge noise on two-qubit gates to fast and high-
fidelity spin measurement. A particular issue of current
interest is the consequences of the multi-valley structure
of the Si conduction band1,2,25. Conduction band in bulk
Si has six degenerate minima. For electrons confined at
an interface four of the valleys have elevated energy so
that only two are left in the low-energy sector of the
Hilbert space. Scattering at the interface further cou-
ples the last two valleys (valley-orbit coupling) and lifts
the remaining degeneracy. However this valley splitting
tends to be relatively small, about 0.2 to 0.3 meV at a
Si/SiO2 interface26–28 and up to 0.1 meV at a Si/SiGe
interface9–12,17–24, which is usually further reduced by
any interface roughness8,29–31.

The presence of low-energy orbital excited states in a
quantum dot could potentially weaken the foundation for
a spin qubit and render it susceptible to leakage and deco-
herence. Therefore existing experimental and theoretical
studies of valley effects have mostly focused on the val-
ley splitting12,17–23,26–44, with particular interest in how

atomic scale features at the interface affect the valley
splitting. However, it is important to note that valley-
orbit (VO) coupling is in general complex, with its mag-
nitude giving the valley splitting while its phase deter-
mining how the valleys are mixed at the interface32,45. In
a single quantum dot only the magnitude of VO coupling
is important, whereas the phase does not have any direct
effect on low-energy dynamics. However, in a multi-dot
system both are important to the electron spectra, with
the phase in particular a determining factor for all the
tunneling matrix elements20,37,45. Considering that tun-
nel coupling is crucial for electron transfer45–51, charge
qubit manipulation52–56, and exchange coupling between
spin qubits57–59, the phase of the valley orbit coupling, or
more specifically the phase difference between neighbor-
ing quantum dot, lies at the foundation for a controllable
multi-qubit system, and full knowledge of the valley-orbit
coupling would be crucial for a complete understanding
of the spin and orbital dynamics. Indeed, over the past
few years researchers on spin qubits in Si have started
exploring the phase aspect of VO coupling31, and equiv-
alently the inter-valley tunnel coupling in the case of a
double dot9,20,35,45,60.

In this paper we study how one or two well-defined in-
terface steps affect both the magnitude and phase of the
valley-orbit coupling within the effective mass approxi-
mation. With a single interface step, we find that mag-
nitude of the VO coupling can be reduced by up to 75%,
while its phase can vary up to ∼ π. When two interface
steps are present and are strategically located, the mag-
nitude of the VO coupling can even vanish completely,
while the phase of the VO coupling can vary dramati-
cally depending on where the steps are. In short, our
results show that both the magnitude and the phase of
the VO coupling are sensitive to the location of the in-
terface step(s). It is thus inevitable that different quan-
tum dots on the same interface would have different VO
couplings if interface steps are present. Such variability
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in the VO coupling could significantly impact two-dot
properties that are important to electron-based quantum
information processing, such as tunnel coupling and ex-
change coupling.
The rest of the paper is organized as follows. In Sec-

tion II we present the theoretical framework of our system
and defines the Hamiltonians and wavefunctions of our
models. In Sec. III, we calculate the VO coupling for the
ground valley states and analyze our results for differ-
ent geometries described in the previous section. Section
IV covers the effect of magnetic field on VO coupling,
moreover we discuss the role of excited states on the VO
coupling in the ground state manifold. In the final section
we summarize our results and discuss their importance
to the experimental study of Si quantum dots.

II. THEORETICAL APPROACH

A. Model Hamiltonian

Typical heterostructures for Si-based quantum com-
puting employ either on silicon oxide or Si1−xGex alloy
as barrier materials. The former tends to have relatively
flat interface, while the latter often has a small miscut
angle to release the strain built up in the growth pro-
cess, which in turn results in discrete interface steps. In
this work we focus on the Si/SiGe heterostructures, and
explore in detail the effects of the interface steps on the
electronic states in a single gate-defined quantum dot.
Our model consists of a single electron in a quantum

dot with an in-plane (x and y directions) circular confine-
ment of a nominal radius of ℓ0 = 10 nm centered at the
origin. The out-of-plane confinement is triangular, with
a barrier height of U0, and can be tuned by an applied
electric field F . The total Hamiltonian of the electron
is H(i) = Hxy +H

(i)
z , with superscript (i) indicating the

number of steps at the interface within the quantum dot.
The in-plane part of the one-electron single-dot effec-

tive mass Hamiltonian takes the form,

Hxy = − ~
2

2mt

(

∂2

∂x2
+

∂2

∂y2

)

+
~
2

2mtℓ40

(

x2 + y2
)

(1)

where mt = 0.192m0 is the transverse effective mass of
an electron in Si.
Valley-orbit coupling originates from electron scatter-

ing at the interface, governed by Hz . For a smooth in-
terface positioned at zI , with SiGe in the z < zI region
while Si in the z > zI region, the out-of-plane part of the
Hamiltonian is,

H(0)
z (zI) = − ~

2

2mz

∂2

∂(z − zI)2
+eF (z−zI)+U0θ(zI −z) .

(2)
Here e is the elementary charge, mz = ml = 0.98m0 is
the longitudinal effective mass of an electron, F is the in-
terface electric field, and θ is the Heaviside step function.

For Si/SiGe U0 = 150 meV. We use an applied electric
field F = 15 MV/m, as is typical in the literature30,32.
Within the effective mass approximation, the electron

wavefunction at a conduction minimum can be written
as a product of an envelope function and the underlying
Bloch state,

D
(i)
ξ (r) = F (i)(r)uξ(r)e

−ikξ·r (3)

Here F (i)(r) is the envelope function with the superscript
indicating the type of the step(s) at the interface and

uξ(r) =
∑

K
cξ
K
eiK·r are the Bloch states with cξ

K
the

Bloch coefficients. Here ξ = {z,−z} is the valley index,
and kξ = ±0.85(2π/aSi)ẑ represents the location of the
±z band minima in the First Brillouin Zone of silicon
with aSi = 0.543 nm being the lattice constant of Si. For
a smooth interface the envelope function for the ground
state can be further factored into into the in-plane and
out-of-plane parts: F (0)(x, y, z) = φ(x, y)ψI(z), where

φ(x, y) = 1
π
√
ℓ0
e
− x2+y2

2ℓ2
0 is the ground state of a two-

dimensional harmonic oscillator and ψI(z) is the modified
Fang-Howard (mFH) wavefunction along the z direction,

ψI(z) = Nz0e
kb(z−zI)

2 θ (zI − z)

+ N (z − zI + z0) e
−kSi(z−zI)

2 θ (z − zI) , (4)

where N is the normalization factor. The modified Fang-
Howard wave function depends sensitively on the posi-
tion of the interface zI

29,61, with kb determined by the
interface potential, z0 computed from the continuity of
wavefunction about zI , and kSi a variational parameter
determined by minimizing the electron energy and de-
pendent on the applied electric field along z. For our
SiGe barrier, with U0 = 150 meV, kSi = 0.98 nm−1.

B. Variational Wavefunction

During the growth process of Si/SiGe heterostruc-
ture, interface steps are inevitable2,18. The step heights

(c)

SiGe

Si

(a)

(e)(d)

QD

(f)

(b)

FIG. 1: (Color outline): Schematic representations of differ-
ent SiGe alloy interfaces that are discussed in this paper.



3

are an integral multiple of atomic layer between the Si
atoms. For a step of one atomic layer, its height is
d = aSi/4 = 0.136 nm. In the presence of an idealized
straight interface step at x = x0, the z-component of the
potential is now x-dependent,

H(1)
z (x0) = H(0)

z (zA) θ(x0 − x) +H(0)
z (zB) θ(x− x0) ,

(5)

where H
(0)
z (zA) and H

(0)
z (zB) are the Hamiltonians

given in Eq. (2), with smooth interfaces at zA and zB,
respectively, as shown in Fig 1(b).
Effects of an interface step has been considered within

the effective mass approximation before, for example us-
ing a smooth tilted interface approximation17–19. Here
we choose to use the Heaviside theta function to divide
the two sides of a step so as to preserve the information
on step location, which turns out to be a crucial factor
in determining the valley-orbit coupling.
The interface step couples the in-plane and out-of-

plane degrees of freedom, making an analytical solution
to the electron wave function impossible. We therefore
take a variational approach in writing down the envelope
function for the QD-confined electron. The main require-
ment here is to match the modified Fang-Howard wave
function with the correct interface position along the z
direction because the energy expectation value increases
dramatically if there is a mismatch. In the meantime, as
an electron crosses an interface step, its z-direction wave
function should smoothly shifts from one mFH function
to another, so that the wave function remains differen-
tiable at all points in space. This smooth transition is
achieved by stitching together the mFH functions from
regions A and B (Fig. 1(b)) using a complimentary error
function (Erfc)62.
Consider an example of a single interface step, where

we define ψA(z) as the ground eigenfunction of Hamilto-

nian H
(0)
z (zA) and ψB(z) for H

(0)
z (zB). The total enve-

lope function is then

F (1) (x0) =
N1

2
φ(x, y)

[

ψA(z)Erfc

(

x− x0
Lx

)

+ψB(z)Erfc

(

x0 − x

Lx

)

]

, (6)

where N1 is the normalization constant, and Lx is the
width of the error function around the step position x0.
Lx is a variational parameter obtained through mini-
mizing the expectation value of the ground state energy
E(1) =

〈

F (1)(r)
∣

∣H(1)(r)
∣

∣F (1)(r)
〉

. For a one-monolayer
step we find Lx = 1.5 nm, while for a two-monolayer step
Lx = 1.0 nm. In Appendix A we give a more detailed
discussion on Lx.
Interface steps are never truly in a straight line. There

are always zigzags along the step as atoms diffuse on the
surface during the formation of the interface65. We thus
also consider two examples as shown in Fig. 1(c) and (d),
with one having a sharp turn along y while the other has

a kink, with the steps on the two sides of the kink ex-
tending at different angles. We have also considered an
interface with two steps within the range of the quan-
tum dot, as shown in Fig. 1(e) and (f). We construct
the wave functions in the same manner as in the case
of a single-step, stitching together wave functions with
different interface locations using complementary error
functions. Details of the wave functions are discussed in
the Appendix A.

III. VALLEY-ORBIT COUPLING

The key quantity of interest to us in this study is the
valley orbit coupling, which is defined as

∆(i) =
〈

D(i)
z

∣

∣

∣
V (i)
z (x, z)

∣

∣

∣
D

(i)
−z

〉

, (7)

where V
(i)
z (x, z) is the interface potential along the z di-

rection. For a smooth interface at z = zI , V
(i)
z (x, z) is

independent of x and takes the form,

V (0)
z (zI) = eF (z − zI) + U0 θ(zI − z) . (8)

For an interface with one straight step, the potential can
be written as

V (1)
z (x0) = V (0)

z (zA) θ(x0−x)+V (0)
z (zB) θ(x−x0) . (9)

The more irregular steps can be defined similarly, as dis-
cussed in the Appendix A. For two steps,

V (2)
z (x, z) = V (0)

z (zA) θ(x1 − x) + V (0)
z (zB) θ(x− x1)

θ(x2 − x) + V (0)
z (zC) θ(x− x2) .

Below we present our results on VO coupling for all cases
using the above potentials.

A. VO Coupling for a Smooth Interface

As a benchmark for VO coupling with interface steps,
and qualitative understanding on how the phase of VO
coupling arises, we first examine the effect of a smooth
interface. For an interface at z = zI , we obtain an analyt-
ical expression of VO coupling in the absence of Umklapp
processes by substituting Eq. (3) and Eq. (8) into Eq. (7),

∆(0) = U0c
z
0c

−z∗
0

N2z20
kb − 2ik0

e−2ik0zI . (10)

Here cz0 and c−z∗
0 are the Bloch coefficients, for which

we adopted values obtained via a density functional the-
ory calculation33,66. The magnitude and phase of the
VO coupling depends on the strength of the applied
electric field along the growth direction via the Fang-
Howard parameter kSi, and the location of the interface.
For a smooth interface with F = 15 MV/m, we have
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∣

∣∆(0)
∣

∣ ∼ 0.1 meV30,32. The interface location produces a
phase shift, which is a trivial global phase for a smooth
interface and can be removed by assuming zI = 0. How-
ever, when steps are present, the variations in this phase
shift play a crucial role in determining the overall mag-
nitude and phase of the VO coupling.

The phase shift 2k0zI arises from electron scattering
between the two conduction band minima at ±k0. With
zI = 0 as a reference, the interface at zI = ±d = ±aSi/4
leads to a phase shift of ±2k0d. For a monolayer step, d
is one quarter of the Si lattice constant, so that the phase
shift is ±0.85π (±153◦) (the range of phase is {−π, π}).
Hence, for step with height zI = ±2d, the relative phase
is ±0.30π (±54◦). This phase shift across an interface
step is at the heart of how a step modifies the overall VO
coupling at the interface.

B. VO Coupling: An interface with One Step

Now we calculate the effect of a single interface step
on the VO coupling, with particular focus on how the
magnitude and phase of the VO coupling depend on the
location and height of the step.

Figure 2(a) shows the numerical results of the magni-

FIG. 2: (Color online) In (a) we have shown the ratio of
magnitude of valley orbit coupling in the presence of a step
to smooth interface and in (b) phase change in valley orbit
coupling between interface have a step to smooth interface,
as a function of position of step. Here d = aSi/4 = 0.543 nm
is the monolayer height of the step.

tude of VO coupling as a function of the step position.
Clearly, when a step is introduced, it always leads to sup-
pression in the magnitude of the VO coupling because
the complex contributions from the two sides of the step
(regions A and B in Fig. 1(b)) have different phases19.
For a monolayer step this phase difference is 0.85π. If
the step is positioned at the center of the QD, the two
regions’ contributions to the VO coupling are equal in
magnitude but almost opposite in phase, so that they
largely cancel each other out. The resulting VO coupling
has a magnitude that is only 23% of the smooth-interface
value, as shown in Fig. 2(a). When the step moves away
from the center of the QD, one region starts to make
larger contribution to VO coupling than the other, until
the step moves outside the QD, at which point the VO
coupling magnitude recovers its smooth-interface value.
These results are consistent with the recent tight-binding
calculations reported in Ref. 23.

Figure 2(b) shows the phase of the VO coupling as a
function of the step position. On the right side of the
curve, the phase is zero (by defining that the particular
interface location zI = 0) and on the left side the phase
is different for step up and step down case because of
the different interface location, zI = ±d. The change
around the center of QD is faster than the edges, which
is the consequence of the varying complex contributions
from each regions. A change in the QD size along x
direction does not alter the general behavior of the curve
in either magnitude or phase, but modifies the width of
the changes around the center of the QD. A change in
the y dimension has no effect on VO coupling here, while
a change in the z dimensions brings a change in the VO
coupling for a smooth interface, but does not interfere
with the effects of the interface step. It is worth noting
that near x0 = 0 (i.e. when the step is close to the center
of the dot), a small shift in the step location can lead to a
sizable shift in the phase. For example, a shift of x0 from
-2 nm to 0 nm leads to a roughly 0.7 rad (or 40 degrees)
phase shift in the figure (for an electron wave function
with a radius of 10 nm). Such a change in phase could
significantly impact physical quantities that depend on
interdot VO coupling phase difference, such as interdot
tunneling45.

Under certain experimental conditions, interface steps
may become bunched during the growth process64 and
the resulting step height is of two atomic layers. Now
the phase change across the step is 4k0d = 1.7π = 306◦,
which is equivalent to −0.3π = −54◦. This phase differ-
ence is much less than the single monolayer case, so that
the suppression in the magnitude of VO coupling is now
less severe. The minimum value for VO coupling still
occurs at the center of the QD, though the reduction is
only about 10 % of the original value. The phase varies
from 0 to ±54◦ as shown in Fig. 2(b), with the step-up
and step down cases opposite in their trends.

Considering that each contribution to the VO cou-
pling from a particular step region is a complex num-
ber and can be represented by a two-dimensional vector,
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our results can be explained using a simple vector model.
Mathematically, the VO coupling defined in Eq. (7) can
be expressed as follows in the presence of an interface

step and neglecting the overlapping contributions from
the two sides of the step (assuming complementary error
function as a step function since Lx << ℓ0)

∆(1) ≈ Σ0

∫

dxdydz e−2ik0z |φ(x, y)|2 ψA(z)
2θ (x0 − x) + Σ0

∫

dxdydz e−2ik0z |φ(x, y)|2 ψB(z)
2θ (x− x0) ,

≈ ∆0

a
√
π

(
∫ ∞

−∞
dx e−

x2

a2 θ (x0 − x) + e−2ik0(zB−zA)

∫ ∞

−∞
dx e−

x2

a2 θ (x− x0)

)

,

= ∆A +∆B .

(11)

where Σ0 = U0c
z
0c

−z∗
0 . In the last expression above each

term can be assigned a two-dimensional vector. The first
vector represents contribution from region A, the sec-
ond vector region B. The magnitude of a vector is given
by the electron probability in the corresponding region,
while the relative direction of the vectors given by the
phase e−2ik0(zB−zA).
For the two interface regions A and B in Fig. 1(b)-

(d), we associate each as a vectors with the following
properties:

• The direction of each vector is fixed by the corre-
sponding zI , as −2ik0zI measured from the x-axis.

• The magnitude of each vectors depends on the frac-
tion of electron probability within the specific step
region in the QD.

• The algebraic sum of the magnitudes of all the
vectors is a constant (for one step here |∆A| +
|∆B| =

∣

∣∆(0)
∣

∣), reflecting normalization of the elec-
tron wave function.

Consider the example of a step at the center of the quan-
tum dot. Here the vectors from the two sides of the step
have the same magnitude (|∆A| = |∆B| =

∣

∣∆(0)
∣

∣ /2) but
are directed at different angles. The relative angle be-
tween the vectors for a monolayer step is 153◦. Hence
the ratio of the magnitude should be

∣

∣

1
2

(

1 + e−i0.85π
)∣

∣ =
0.23, consistent with our numerical calculation. When
the step moves away from the center , the magnitudes
of the two vectors increases and decreases with the same
pace and can be represented as |∆A| + δ and |∆B| − δ.
Assuming the phases of the two contributions to be 0 and
θ, the sum ∆(1) of these two vectors/complex numbers
can be expressed as ∆(1) = (|∆A|+ δ) + (|∆B| − δ) eiθ.
Its magnitude is

∣

∣

∣
∆(1)

∣

∣

∣
=

√

√

√

√

∣

∣∆(0)
∣

∣

2

2
+ 2δ2 + 2

(

∣

∣∆(0)
∣

∣

2

4
− δ2

)

cos θ ,

(12)
which is an even function of δ (which in turn is propor-
tional to the step location measured from the center of

the dot).
∣

∣∆(1)
∣

∣ also only depends on cos θ, so that the
sign of θ does not matter, which implies that the VO
coupling for the step-up and step-down situations should
have the same magnitude. The phase of the sum is given
by

tanφ =
(
∣

∣∆(0)
∣

∣− 2δ) sin θ
∣

∣∆(0)
∣

∣+ 2δ +
(∣

∣∆(0)
∣

∣− 2δ
)

cos θ
, (13)

which approaches 0 when δ → −
∣

∣∆(0)
∣

∣ /2 (smooth in-

terface with zI = 0) and θ when δ →
∣

∣∆(0)
∣

∣ /2 (smooth
interface with zI a constant of d or 2d). Therefore, our re-
sults presented above can be almost exactly represented
by the behavior of the sum vector ∆(1).

C. VO Coupling: Irregular One Step

With wave function overlap negligible across a step, the
VO coupling is mostly determined by the contributions
from different regions proportional to their respective ar-
eas within the QD range, as illustrated by the excellent
agreement between our simple vector model and the nu-
merical results for a single straight step above. Within
this model, the shape of the step also does not matter. To
demonstrate this point, we introduce two irregular steps,
one with a straight step along y direction but has a sharp
zigzag turn along x direction [Fig. 1(c)], the other with
two segments that are at an angle between each other
[Fig. 1(d)].
Figure 3 presents the results of the zigzag turn case,

with the VO coupling as functions of variables xd (the
length of the x-direction segment) and y0 (the location
of the zigzag). y0 = −20 nm represents the point where
the zigzag is below the QD so that there is only a straight
step through the QD. This is thus similar to the straight
step case. in particular, when xd = 0 we get a suppressed
VO coupling of 23% magnitude, the same as before, and
the phase is also the same as expected. Hence, we see
the similar results to one step for both magnitude and
phase. At y0 = 0 for xd = 10 nm, the area occupied by
region A is three-quarter whereas, region B one quarter.
They both will add-up with the phase factor and gives the
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FIG. 3: (Color online) Three dimensional plot of the ratios of
magnitudes in (a) and phase differences in (b) of VO coupling
as a function of positions of the step at y0 and a sharp turn
of width xd in x direction.

result of approx. 50% change in magnitude. This case
is symmetric when region B occupies three-quarter and
region A one quarter. On the other hand, when y0 = 20
nm the change of xd does not affect the VO coupling. The
changes happening outside the dimensions of the QD and
we see no change in the result.
For the angled-turn case shown in Fig. 1(d), we take y0

to be fixed at the center of the QD and study the VO cou-
pling’s dependence on the turning angle θ. For example,
when θ = −π/2, region A occupies three-fourth of the
total area of the QD, while region B occupies one-fourth.
The results presented in Fig. 4, for both magnitude and
phase of the VO coupling, are the same as in Fig. 3. In
short, the results illustrates again our point that it is the
areas of each region, not the shape the boundary, that
are the determining factor for the overall VO coupling.

D. VO Coupling for an Interface with two Steps

When two straight steps are present on an interface,
the VO coupling in a QD is the sum of contributions from
three step regions labeled as A, B and C, as illustrated
in Fig. 1(e) and (f). These regions differ by the z posi-
tion of the barrier potential between Si and SiGe. There

FIG. 4: (Color online) Magnitude (a) and phase (b) of VO
coupling as a function of tilt angle (θ) for geometry given in
Fig. 1(c). We fixed x0 = 0 and y0 = 0, i.e., at the center of
the QD.

are four possible geometrical combinations: stairs (up-
ward or downward) and rectangular terraces (normal or
inverted), as discussed in Sec. A 3. The VO couplings of
stairs-up and -down cases are differentiated only through
their phases, similar to the one-step case. Without loss of
generality, we focus on the stair-up and rectangular ter-
race cases in the following calculations and discussions.

1. VO coupling for Stairs

Figure 5 shows the results of both magnitude and
phase of the VO couplings as functions of the locations of
the two steps in a stair configuration. The most promi-
nent feature for the magnitude of VO coupling here is
that it can actually reach zero for a specific set of step
locations, when the steps are at x1 = x10 = −4.4 nm
and x2 = x20 = −x10 = 4.4 nm (recall that the radius
of the QD is 10 nm). While the chance of getting such a
step configuration is small in a real QD, the VO coupling
could be strongly suppressed if the two steps are close to
this configuration.
Physically, at this particular step configuration, the
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contributions from each region towards the VO coupling
cancel one another because of their phase differences.
Within our vector model, if we let ∆A = |∆A| e−iθ,
∆B = |∆B|, and ∆C = |∆C | eiθ represent the contribu-
tions from each of the step regions, with θ = 0.85π, the
condition for a complete cancellation of the VO coupling
in the QD is

|∆A| = |∆C | =
∣

∣∆(0)
∣

∣

2(1− cos θ)
(14)

|∆B| = −
∣

∣∆(0)
∣

∣ cos θ

1− cos θ
. (15)

With the magnitude of each contribution linearly propor-
tional to the electron probability in the respective step re-
gion, which is roughly proportional the area of the region
within the QD. Quantitatively, the middle step should
occupy about 47% of the electron probability in the QD,
while the other two steps split the rest.
The phase of the VO coupling is ill defined when its

magnitude vanishes, and could have a discontinuity as
we change the step configurations. This is indeed the
case as shown by the black solid line in Fig. 5(b), which
represents the configurations with x1 = x10 while x2 is
varied around x20. Somewhat surprisingly, in this case
the phase has only two values that differ by π. This
feature can again be explained within our vector model.
Qualitatively, when x1 is fixed at x10, the total vector

FIG. 5: (Color online) Magnitude ratios and phase differences
for stair case with each step of height one monolayer as a
function of second step. We use different fixed position of the
the first step and the position of step two begins from first
step location.

FIG. 6: (Color online) Results of magnitude ratios and phase
differences for stair case with each step of height 2d for sev-
eral fixed locations of first step as a function of second step
position.

changes only its magnitude but not its angle when x2 is
varied. When x2 sweeps past x20, the vector simply flips
its direction, so that the corresponding complex number
changes its phase by π. For a more detailed discussion
please see Appendix C.

Doubling the height of each step changes the phases
of regions A and C to ±4k0d = ∓0.3π (assuming the
phase of region B contribution is 0). Now the overall VO
coupling cannot vanish anymore, and generally has much
larger magnitude than the case of two single-monolayer
steps. The minimum magnitude occurs when the two
steps merges at the center of the QD with a height of
4d, with the value of

∣

∣

1
2

(

1 + e−4i0.85π
)∣

∣ = 0.59. As the
second step moves outside the dot the magnitude of VO
coupling gets the value of one step with height 2d. The
phase of the VO coupling smoothly shifts from the case of
a step of height 4d to a height of 2d. In term of the vector
notation, here the magnitude of total VO coupling never
goes to zero, and there is no discontinuity in its phase.

2. VO Coupling in Rectangular Terraces

When a rectangular terrace is present on the interface
(a step up followed by a step down), the magnitude of
VO coupling has a non-zero minimum value just like in
the single-step case. Furthermore, this minimum value
is identical to the value obtained in the single-step case
as well. In Fig. 7(a) we show some numerical results for
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different terrace configurations, with five different loca-
tions of first step on the left side of the quantum dot.
The second step position always satisfies x2 > x1. Each
of the curve starts from 1 when the two steps are on top
of each other so that the terrace is absent. As the sec-
ond step moves away from the first step, the value of the
magnitude of VO coupling drops to a minimum value and
then goes back up again. No matter where x1 is (as long
as x1 < 0), the minimum value of the VO coupling re-
mains the same. As for the phase of the VO coupling, for
each x1 the phase starts from zero when both steps are at
the same point and there is no terrace. The contribution
from the terrace increases as x2 moves away from x1 and
the terrace area becomes larger. Finally, when the sec-
ond step moves outside the QD we recover the single-step
case (with step location at x1) as shown in Fig. 2(b).
These results can be interpreted by our vector model

straightforwardly. As in the case of a stair, here the con-
tributions to the VO coupling again comes from three
regions, labeled as A, B, and C. What is different here is
that regionsA and C have the same location for the inter-
face, so that the vectors representing these two regions
are aligned and can be combined into a single vector,
whereas the contribution from region B is at an angle
0.85π from those of A and C. Clearly, the sum of these
three vectors (practically two if A and C are combined)
would never vanish. Writing the total VO coupling as
∆(2) = ∆A +∆B +∆C = |∆B|+ (|∆A|+ |∆C |) e−iθ, and
knowing that |∆A| + |∆B| + |∆C | =

∣

∣∆(0)
∣

∣ is a constant

FIG. 7: (Color online) Magnitude ratios and phase differences
for rectangular terrace of height one monolayer, d, as a func-
tion of second step. We use different fixed position of the the
first step and the position of step two begins from first step
location.

FIG. 8: (Color online) Results of magnitude ratios and phase
differences for rectangular terrace of height 2d for several fixed
locations of first step as a function of second step position.

determined by the QD area, we can easily find that the
minimum of

∣

∣∆(2)
∣

∣ happens when |∆B| = 1
2

∣

∣∆(0)
∣

∣ irre-
spective of what the split is between regionsA and C, and
the value of the minimum is

∣

∣∆(2)
∣

∣ ∼ 0.23 |∆0|, the same
as in the single-step case. Again, from the perspective
of this model, the key factor is the electron probability
distribution among the different step regions within the
QD, not where exactly the terrace is.
If the terrace step height is 2d (two atomic monolayer),

the magnitude of the VO coupling follows the same trend
as above, albeit with a smaller overall magnitude in mod-
ification, consistent with what we observed in the single-
step case. The phase also follows the same trend as in
the single-step case (the −2d dot-dashed curve in Fig. 2),
as would be predicted by our vector model.
Our results on two-step interfaces show that both the

magnitude and phase of the valley-orbit coupling in a
Si quantum dot are dependent on the configurations of
the steps. In particular, when the two steps are in a stair
formation, the VO coupling can be completely suppressed
for a specific combination of step locations. However,
digging beneath the surface, our effective mass model
also indicates that it is the electron probabilities in each
step region within the QD that determines the behavior
of the overall VO coupling. For example for the cases of
terraces, the VO coupling would be minimized as long
as half of the electron probability is within the terrace,
no matter exactly where the terrace is within the QD’s
geometric shape.
In general, the effective mass calculation performed

here, and the vector model we use to explain our results,
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can be generalized to interfaces with many steps, as long
as the terraces between steps are much broader than the
atomistic length. If these terraces are two narrow, con-
tributions from neighboring terraces cannot be neglected
(recall that our variational step width parameter takes
the value of 1.5 nm) and the envelope function approxi-
mation starts to break down. At this limit of atomistic
scale interface roughness, a tight-binding calculation that
can access the small length scale would be more appro-
priate.

IV. EFFECTS OF MAGNETIC FIELD AND

HIGHER ORBITAL STATES ON THE GROUND

STATE VALLEY ORBIT COUPLING

So far in this study our key observation is that in the
case of a relatively smooth interface with one or two
steps, the crucial factor in determining the magnitude
and phase of the VO coupling is the area/electron prob-
ability of each step (with a particular interface location
zI) within a quantum dot. There is no direct contribu-
tion from the step edge within our effective mass model.

When a magnetic field is applied along the growth di-
rection of a two-dimensional quantum dot, it causes a
stronger confinement and a reduction in the Fock-Darwin
radius of the electron wave function (i.e. the character-

FIG. 9: (Color online) In (a) has shown the percentage differ-
ence in |V O| and phase difference in VO given in Eqs. 17 and
18, respectively, for three different values of magnetic field as
a function of step location.

istic length of the electron wave function)58,

ℓ(B) = ℓ0

[

1 +
1

4

(

ℓ0
ℓB

)4
]− 1

4

, (16)

where ℓ0 is the radius of the ground Fock-Darwin elec-

tron state at B = 0, and ℓB =
√

~

eB is the magnetic

length for the applied magnetic field along the z direc-
tion. Such a change in the size of a QD could theoreti-
cally shift the position of a step relative to the center of
the QD, therefore leading to changes in the VO coupling.
However, since SiQD radius is generally quite small (we
have used a nominal value of 10 nm in this study), this
magnetic confinement effect turns out to be negligible.
Benchmarked against the zero-field results, the quanti-
ties of interest here are the percentage difference in the
magnitude of VO coupling and overall phase shift,

γ =

∣

∣∆(1) (B)
∣

∣−
∣

∣∆(1) (B = 0)
∣

∣

∣

∣∆(0) (B = 0)
∣

∣

× 100% , (17)

δ = φ(1) (B)− φ(1) (B = 0) . (18)

In Fig. 9 (a), we indeed observe a very small change in
VO coupling as a function of the magnetic field67 , in
the presence of a single step because of the relative small
change in the confinement radius: the largest change is
4.6%, at B = 6 T. There is no change in VO coupling if
the step is at the center of the QD because the magnetic
field does not shift the electron wavefunction. The phase
of the VO coupling has a similarly very weak dependence
on the magnetic field, as shown in Fig. 9(b). As we
mentioned before, these weak dependence on the applied
magnetic field is to be expected. Indeed, given a 10 nm
zero-field radius for the electron ground state, we have
total confinement radius for different values of B field as
ℓ (2T) = 9.94 nm, ℓ (4T) = 9.78 nm and ℓ (6T) = 9.54
nm. Even at 6 T, the confinement length is still only
modified by 5%. It is therefore not surprising that the
field does not cause the step location to change within
the QD, so that VO coupling is not affected significantly
by a magnetic field.
Our results so far indicate that the determining fac-

tor in the calculation of the VO coupling in the presence
of interface steps is the electron probability in each step
region within the QD. With our calculations based on
a variational ground-state wave function, it is important
to establish its validity by clarifying whether the steps
cause significant scattering between the ground and ex-
cited orbital states.
This can be done by introducing the higher-energy

p states in our calculations with a single interface
step. Now the low-energy Hilbert subspace comprises
of the ground and a two-fold degenerate excited or-
bital states,63 in addition to the valleys. The basis

are
{

D
(1)
z,s, D

(1)
−z,s, D

(1)
z,px , D

(1)
−z,px

, D
(1)
z,py , D

(1)
−z,py

}

. Quali-

tatively, the presence of a step on the interface breaks
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FIG. 10: (Color online) The ground and the first excited state
energy spectrum as a function of step position are shown in
(a) and (b), respectively. The solid line curves represents the
results which includes the coupling between s and p states and
dashed line approximate results with the exclusion of coupling
betweens and p states.

the symmetry of the Hamiltonian along the x direction,
resulting in a coupling between the ground and the ex-
cited px state.

FIG. 11: (Color online) Percentage difference in VO coupling
for ground state in the presence of p as a function of step
position.

The effective Hamiltonian within the s − p subspace
can be represented as

H =

[

Hss Hsp

Hps Hpp

]

.

Here the blocks Hss and Hpp represent the ground and
first excited orbital states manifolds (assuming valley
splitting is much smaller than the orbital excitation en-
ergy) and Hsp and Hps are the coupling between the
ground and excited states. We diagonalize this matrix
and plot the energy spectrum in Fig. 10. We have also
included results when assuming Hps = Hsp = 0, and ob-
serve a very small change as shown by the dotted lines in
Fig. 10. In Fig. 11 we plot the percentage change in the
VO coupling in the presence of excited state as compared
to ground-state-only results. Clearly, the contribution
from the excited states on the VO coupling in ground
state is negligible, and our ground-state-only calculation
above is justified.

V. CONCLUSION

In conclusion, we have calculated the Valley-Orbit cou-
pling in a Si/SiGe quantum dot in the presence of inter-
face steps. We employ a variational approach within the
effective mass approximation for this calculation. Our
results show that the presence of interface steps could
lead to significant suppression of the magnitude of the
VO coupling, and cause large phase shift (up to π) to
the VO coupling. Our results can be explained by the
assumption that the overall VO coupling is the sum of
contributions from individual step surfaces. The phase
of an individual contribution is determined by the in-
terface position of the step along the growth direction,
while its magnitude is determined by the electron proba-
bility on the particular step enclosed within the QD. This
model can be visualized using vectors to represent the in-
dividual step surface contributions, with the sum of the
magnitude of the vectors a constant and the direction of
each vector fixed. We have also explored the effects of an
external magnetic field and the excited orbit states, and
find both to have only minor effects. Our results on the
magnitude of the VO coupling are consistent with results
reported in the literature, while our results on the phase
of the VO coupling should be a useful guideline when ex-
ploring variations in the interdot tunneling and exchange
coupling in double and multiple quantum dots.
In this work we have systematically examined the de-

pendence of the complex VO coupling in a single quan-
tum dot on the presence of interface steps. As we have
discussed in the introduction, a clear understanding of
both the phase and magnitude of VO coupling is essen-
tial in the case of a double or multiple quantum dot. For
example, a phase difference between neighboring quan-
tum dots means that tunneling between different val-
leys are allowed45, while a smooth interface would have
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only allowed tunneling between the same valley eigen-
states. The modified single-electron tunneling in turn
would affect the exchange coupling between neighboring
electrons, which are proportional to the square of tunnel
couplings. We are currently exploring these effects and
how they could impact spin and charge qubits in Si, and
the results will be presented elsewhere.
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Appendix A: Variational Wave functions

1. How to determine Lx

As discussed in the main text, in the presence of an in-
terface step, we assume that the growth direction electron
wave function on each step surface takes the modified
Fang-Howard form. To ensure that the wave function
is continuous across a step, we stitch the two modified
Fang-Howard functions together using the complemen-
tary error function:

Erfc (β) =
2√
π

∫ β

−∞
e−t2 dt ,

where β = x−x0

Lx
, x0 is the position of the step in the

x direction, and Lx represents the width of the error
function. Lx thus dictates how smooth the wave function
transition is. We treat Lx as a variational parameter and
calculate it by minimizing the energy of the ground state:

E(1) =
〈

F (1)(r)
∣

∣

∣
H(1)(r)

∣

∣

∣
F (1)(r)

〉

.

The expectation value here depends on the location and
height of the step as well as the width of the error func-
tion. For a given height of the step, the optimal Lx varies
with the position of the step. In our calculation reported
in this paper, we choose three values of x0 near the center
of the QD, calculate the optimal value of Lx, and then
average over them. For the values of x0 used in Fig. 12,
we obtain Lx = 1.5 nm. Notice that while the value of
Lx is important in calculating the total energy of a state,
it has no significant impact on the calculation of the VO
coupling as we discuss below.
We observe in Fig. 12 that the variation in energy for

the one step case is small if we vary the Lx within 1 to
2 nm, whereas outside this range the change in energy
is more dramatic. Most importantly, we find that for
the one-step case the value of Lx (e.g. 0.5 nm and 5

nm respectively) has minimal effect on the VO coupling,
as shown in Fig. 13. In other words, the approximate
nature of our choice of Lx does not affect the objective
of evaluating the VO coupling.
When excited states are included in our calculation,

we adopt the same approach in stitching together the
growth-direction wave functions across a step. For these
states the optimal value of Lx is not necessarily the same
as that for the ground state. Nevertheless, we adopt the
same Lx for the p states, and observe through numerical
calculation that their effect on the ground state VO cou-
pling is less than 0.15 percent. It is thus safe to neglect
the effects of the higher-energy orbital states, as we have
done in the calculations presented in the main text.

2. Variational Wavefunction: Irregular One Step

On a realistic interface, a step is never a straight line.
To model irregular shapes of an interface step, we con-
sider two examples as shown in Fig. 1(d) and 1(e), with
one having a sharp zigzag turn along y direction and the
other having two segments at an angle with respect to
each other. The Hamiltonian for the two cases are,

H(a/b)
z = H(1)

z (x0) θ(y0−y)+H(1)
z

(

x0 + x(a/b)
)

θ(y−y0)
(A1)

FIG. 12: (Color online) Change in the expectation value of

energy
(

E(1) − E(0)
)

in the presence of (a) step up and (b)

step down as a function of variational parameter, the width
of complementary error function Lx. We consider three loca-
tions of the step close to the center of the QD.
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FIG. 13: Effect of Lx on VO coupling.

where H
(1)
z (x0) is given in Eq. (5) and the corresponding

wavefunction is given as,

F (a/b) (y0) =
1

2

N(a/b)

N1

[

F (1) (x0) Erfc

(

y − y0
Ly

)

+F (1)
(

x0 + x(a/b)
)

Erfc

(

y0 − y

Ly

)

]

(A2)

where N(a/b) are the normalization constants, and F (1)

is given in Eq. (6). The parameters x(a) = xd and x(b) =
(y − y0) cot (θ) define the step segment along y direction
and the slanted step edge in the xy-plane, respectively.
Compared to the case of a single straight step, here there
is an additional parameter in the form of the width of the
error function along y direction, Ly. We choose Ly = Lx,
considering that the value of Lx has a negligible effect on
the VO coupling.

3. Variational Wavefunction: Two Steps

In this Appendix we extend our formalism to the case
of two parallel straight steps along y-direction. Defining
the locations of the two steps at x1 and x2, we can now
divide the interface into three regions A, B and C with
respective interface positions at z = zA, z = zB and
z = zC , as illustrated in Fig. 1. Based on the locations
of each regions, there are four possible configurations:

FIG. 14: (Color online) Percentage difference in VO coupling
in the ground state in the presence of p to when there is only
s state for different values of Lx.

the steps can form either upward or downward stairs, or
rectangular terraces that can be either a bump or a dip.
The Hamiltonian along the z direction for both stair and
terrace configurations can be written as,

H(2)
z = H(0)

z (zA) θ (x1 − x) +H(0)
z (zB) θ (x− x1)×

θ (x2 − x) +H(0)
z (zC) θ (x− x2) ,

where H
(0)
z (zA), H

(0)
z (zB) and H

(0)
z (zC) the Hamiltoni-

ans for regions A, B and C, with wavefunctions ψA(z),
ψB(z) and ψC(z), respectively. Following the same pro-
cedure for the one-step case, the total wavefunction can
now be written as,

F (2) (x, y, z) =
N2

2
φ(x, y)

[

ψA(z) Erfc

(

x− x1
Lx

)

+
1

2
ψB(z) Erfc

(

x1 − x

Lx

)

Erfc

(

x− x2
Lx

)

+ψC(z) Erfc

(

x2 − x

Lx

)

]

(A3)

Here N2 is the normalization constant, which depends on
the locations of the steps at x1 and x2, and the width Lx

of the complementary error function. Since the value of
Lx is much smaller than the dimensions of the QD and
does not affect the VO coupling strongly, we assume that
the widths of the complementary error functions for the
two steps are the same. We use the value of Lx (= 1.5
nm), same as in the single-step case.

Appendix B: Effect of the Dot Size on VO Coupling

The VO coupling results in the main text are all ob-
tained assuming a QD radius of 10 nm. Within our vec-
tor model only the ratio of electron probability across
a step is important, thus we do not expect any qualita-
tive change in the step dependence for the VO coupling
when QD size is varied. To verify this assertion, here
we choose three different radii and calculated the phase
and magnitude of VO coupling as functions of step lo-
cation. We have chosen the same value of Lx for each
radii. As shown in Fig. 15, the overall behavior of the
magnitude and phase of VO coupling indeed remains the
same. Quantitatively, for smaller dots the changes in
both the magnitude and phase of VOC occur within a
smaller length scale, thus the rate of change increases
when the dot size decreases, making VO coupling in a
smaller quantum dot more sensitive to the location of an
interface step.

Appendix C: Vector Model for VO coupling

As we discussed in the main text, our results on valley
orbit coupling can be explained in terms of vectors rep-
resenting contributions from each step region. Here we
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FIG. 15: (Color online) Effect of in-plane quantum dot size
on the magnitude and phase of VO coupling.

provide a more detailed discussion of the vector model.
In the following we label individual vectors in terms of
the step regions they represent. After summing over all
contributions, the resultant vector R corresponds to the
total VO coupling. For illustration we consider the cases
of a single step, a two-step stair, and a rectangular ter-
race.
In the case of a single step, the step divides the QD

into two regions labeled as A and B. A top view with
step position x0 is shown in Fig. 16. The directions of
the two vectors A and B are 0.85π and 0 from the x-axis,
respectively, as we choose region B to have zB = 0 so that
its contribution to VO coupling is real. Their magnitudes
are proportional to the electron probability within the re-
spective areas within the quantum dot. Clearly, the mag-
nitude and direction of the resultant vector R depends
on the location of the step. The magnitude of R reaches
its minimum when the step location is at the center of
the dot, so that vectors A and B are of equal length. The
resultant vector R has a finite minimum magnitude and
its direction varies from direction vector B to vector A as

the step moves from left to right as shown in Fig. 16. The
presence of a second step divides the quantum dot into
three regions, as illustrated in Fig. 16. Here we consider
two geometrical configurations, either two-stairs-up or a
rectangular terrace. In both cases the directions of the
vectors representing regions A and B are at 0.85π and
0 from the x-axis, respectively, whereas direction of C is
−0.85π for stairs up case and 0.85π for the rectangular
terrace. The different direction of the third vector for
the stair-up case means that the resultant vector R can
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FIG. 16: (Color online) Vector representation of the VO cou-
pling for a single step, a two step stair, and a rectangular
terrace. We show the top view of the quantum dot in the
first row, the vector representation of each shaded regions
and their resultant sum are shown in the second and third
rows, respectively.

cancel out completely. For a rectangular terrace, on the
other hand, vectors A and C are parallel, so that the re-
sultant vector R behaves in the same way as the case of
a single step even though regions A and C are separated
by B physically. Like in the one-step case, the minimum
value of the VO coupling (or the minimum magnitude of
vector R) is reached when the electron probability splits
equally between region B and the collective of regions A
and C, and region B does not necessarily lie at the center
of the QD. The direction of the resultant vector R for
both stairs-up and terrace cases varies with the change
in the contributions from vectors A, B and C. A final
determination requires a more quantitative evaluation of
the individual vectors, as we discussed in the main text.
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