
This is the accepted manuscript made available via CHORUS. The article has been
published as:

Topological resonance and single-optical-cycle valley
polarization in gapped graphene

S. Azar Oliaei Motlagh, Fatemeh Nematollahi, Vadym Apalkov, and Mark I. Stockman
Phys. Rev. B 100, 115431 — Published 20 September 2019

DOI: 10.1103/PhysRevB.100.115431

http://dx.doi.org/10.1103/PhysRevB.100.115431


Topological resonance and single-optical-cycle valley polarization in gapped graphene

S. Azar Oliaei Motlagh, Fatemeh Nematollahi, Vadym Apalkov, and Mark I. Stockman
Center for Nano-Optics (CeNO) and Department of Physics and Astronomy,

Georgia State University, Atlanta, Georgia 30303, USA
(Dated: September 4, 2019)

For gapped graphene, we predict that an intense ultrashort (single-oscillation) circularly-polarized
optical pulse can induce a large population of the conduction band and a large valley polarization.
With an increase in the bandgap, the magnitude of the valley polarization gradually increases from
zero (for the native gapless graphene) to a value on the order of unity. The energy bandwidth of
the electrons excited into the conduction band can be very large (& 10 eV for a reasonable pulse
amplitude of ∼ 0.5 V/Å). These phenomena are due to the effect of topological resonance: the
matching of the topological (geometric) phase and the dynamic phase. Gapped graphene with
tunable bandgap can be used as a convenient generic model of two-dimensional semiconductors
with honeycomb generic lattice structures and broken inversion symmetry, such as transition metal
dichalcogenides.

I. INTRODUCTION

Interactions of ultrafast intense optical pulses with
solids create a unique platform to study highly nonlinear
phenomena such as ultrafast field driven currents, high
harmonic generation, and ultrafast ionization1–15. Pre-
viously several theoretical and experimental works have
addressed the problems of ultrafast nonlinear electron
dynamics in graphene and graphene-like materials, in-
cluding monolayers of transition metal dichalcogenides
(TMDC’s)4,8,16–21.

Graphene is a two-dimensional (2d) crystal with
unique physical properties22–25. Pristine graphene has
honeycomb crystal structure with two sublattices, A and
B – see Fig. 1 below in Sec. II. It possesses both inver-
sion (P) and time-reversal (T ) symmetries. Accordingly,
in the reciprocal space, there are two inequivalent points
and the corresponding valleys, K and K ′. The energy
dispersion near these K- or K ′-points is described by a
massless Dirac Hamiltonian.

Due to the inversion (P) symmetry, the electron dis-
persion in graphene is gapless. The valley polarization
induced by ultrashort chiral (i.e., with fields rotating)
laser pulses is rather small26. In contrast, if a honey-
comb lattice is not center-symmetric, then the electron
spectrum has an energy gap and the valley polarization
induced by chiral single-oscillation pulses may be rather
large, as we have predicted for TMDC’s19. A natural
question arises: does the single-cycle valley polarization
stems just from a chemical difference between graphene
and TMDC’s (in particular, the presence of a transition
metal), an appreciable spin-orbit interaction inherent in
TMDS’s but not in graphene, or simply due to a presence
of the bandgap?

In this Article we show that in the gapped graphene,
which is chemically identical to the pristine graphene
and whose inversion symmetry is broken by the exter-
nal environment, the chiral optical single-oscillation op-
tical pulses can induce extremely high valley polariza-
tion. We attribute such a high magnitude of the val-
ley polarization to the effect of topological resonance19,

which appears in TMDC’s and is due to the mutual
compensation of the dynamic phase, ∆gt, where ∆g is
the bandgap, and t is time, and the topological (Berry)
phase. Such a compensation can take place for a TMDC’s
and other 2d honeycomb crystals with a broken P sym-
metry but not in graphene, which is P-symmetric and
where ∆g = 0, which explains this difference between
graphene and TMDC’s.

The symmetry between the K- and K ′ valley in the
2d honecomb crystals is strictly protected by the time-
reversal (T ) symmetry irrespective of the P-symmetry.
A linearly-polarized light causes valley currents, which
causes valley separation and breaks the valley symmetry
in real space.27 In contrast, to generate the valley polar-
ization (i.e., asymmetry in the valley populations, which
is uniform in the real space), it is necessary to break
the T -symmetry, which can be done with circularly po-
larized radiation, magnetic fields, or spin-polarized car-
riers. The optical generation of the valley polarization
in gapped graphene in a regime of relatively weak fields
and a continuous-wave (CW) excitation with circularly
polarized light has been discussed in Refs. 28–31. In
the presence of a strong magnetic field or by injection of
spin-polarized electrons, a high valley polarization can be
achieved.32,33 In the presence of the valley polarization,
spatio-temporal symmetry of graphene is reduced allow-
ing, in particular, for second harmonic generation.34

Previously, we predicted19 a strong valley polarization
in the monolayer TMDC’s, MoS2 and WS2 which was in-
duced by a single cycle of a chiral (“circularly polarized”)
pulse35. Here we aim to show that the fundamentally
fastest induction of the valley population in the 2d hon-
eycomb crystals does not fundamentally depend on either
the spin-orbit coupling or chemical composition of the
monolayers. Namely, we predict that it is possible to gen-
erate a high valley polarization in the gapped graphene
with a chiral, ultimately-short (single-oscillation) optical
pulse whose duration is just a few femtoseconds with a
realistic amplitude of ∼ 0.5V/Å.

This is a non-resonant excitation, because the spectral
width of such a pulse is on the order of its frequency. We
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will show below in this Article that the ultrafast induc-
tion of the high valley polarization is a fundamentally
non-perturbative effect that is due to electron Bloch mo-
tion in the reciprocal space. Due to a large amplitude of
the optical pulse, the electron Bloch trajectory during the
pulse extends over a significant part of the Brillioun zone.
This causes electrons excited from the valence band (VB)
into the conduction band (CB) to occupy Bloch states in
an extremely wide energy range, & 12 eV. This enormous
bandwidth is determined solely by the pulse’s amplitude
and not by its spectral composition.

The gapped graphene is a real system where the sym-
metry of graphene is relaxed by positioning on a in-
commensurate substrate. For example, the bandgap in
graphene placed on hexagonal boron nitride (h-BN) or
silicon carbide (SiC) can be as large as 0.5 eV36,37. On
the other hand, it is a convenient generic model to study
two-dimensional hexagonal-lattice semiconductors where
the bandgap can be switched on gradually. In partic-
ular, as we show below in this Article, as the bandgap
increases, so the valley polarization increases.

II. MODEL AND MAIN EQUATIONS

The unit cell of the honeycomb lattice of the gapped
graphene model is shown in Fig. 1(a) where the differ-
ence between the two sublattices, A and B breaks the
P symmetry causing the bandgap to open up. The first
Brillouin zone of the reciprocal lattice is shown in Fig.
1(b) where the energy-dispersion symmetry between the
K and K ′ valleys is protected by the T symmetry.

We consider an ultrashort optical pulse with the du-
ration of less than 5 fs. For such a short pulse, since
the electron relaxation time is typically longer than 10 fs
for two dimensional materials38–43, we can assume that
the electron dynamics in the field of the pulse is coherent
and can, therefore, be described by the time-dependent
Schrödinger equation (TDSE), which has the following
form

i~
dΨ

dt
= H(t)Ψ (1)

with Hamiltonian in the space gauge as

H(t) = H0 − eF(t)r, (2)

where F(t) is the pulse’s electric field, e is electron
charge, and H0 is the Hamiltonian of the solid in the
absence of the optical field. We will approximate H0 as
a nearest neighbor tight-binding Hamiltonian for gapped
graphene44,

H0 =

( ∆g

2 γf(k)

γf∗(k) −∆g

2

)
. (3)

Here ∆g is the finite gap between the CB and the VB,
γ = −3.03 eV is hopping integral, and

f(k) = exp
(
i
aky√

3

)
+ 2 exp

(
− i aky

2
√

3

)
cos
(akx

2

)
, (4)

FIG. 1. (Color online) (a) Hexagonal lattice structure of
graphene with sublattices A and B. (b) The first Brillouin
zone of graphene with two valleys K and K′. (c) Energy
dispersion as a function of crystal momentum for gapped
graphene with the bandgap of 1 eV.

where a = 2.46 Å is the lattice constant. The energies of
CB and VB can be found from the above Hamiltonian,
H0, as follows

Ec(k) = +

√
γ2 |f(k)|2 +

∆2
g

4
,

Ev(k) = −
√
γ2 |f(k)|2 +

∆2
g

4
, (5)

where c and v stand for the CB and VB, respectively.
The energy dispersion is shown in Fig. 1(c).

In solids, an applied electric field generates both the in-
traband (adiabatic) and interband (non-adiabatic) elec-
tron dynamics. The intraband dynamics is determined
by the Bloch acceleration theorem45 for time evolution
of the crystal momentum, k, dependence on time t

~
dk

dt
= eF(t). (6)

From this equation, for an electron with an initial crystal
momentum q, one finds

k(q, t) = q +
e

~

∫ t

−∞
F(t′)dt′. (7)

The corresponding adiabatic wave functions, which are
the solutions of Schrödinger equation (1) within a sin-
gle band α without an interband coupling, are the well-
known Houston functions46,

Φ(H)
αq (r, t) = Ψ

(α)
k(q,t)(r) exp

(
iφ(D)
α (q, t) + iφ(B)

α (q, t)
)
,

(8)

where α = v, c for the VB and CB, respectively, and Ψ
(α)
k

are the Bloch-band eigenfunctions in the absence of the

pulse field. The dynamic phase, φ
(D)
α , and the geometric

(Berry) phase, φ
(B)
α , are defined by the following expres-

sions

φ(D)
α (q, t) = −1

~

∫ t

−∞
dt′Eα[k(q, t′)], (9)

φ(B)
α (q, t) =

e

~

∫ t

−∞
dt′F(t′)A(αα)[k(q, t′)]. (10)
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Here A(αα) =
〈

Ψ
(α)
q |i ∂∂q |Ψ

(α)
q

〉
is the (intraband) Berry

connection for band α.
Note that the original Houston functions, as intro-

duced in Ref. 46, were lacking the geometric phase be-
cause the periodic Bloch functions were considered real.
As was introduced by Berry47, the phase of quantum
mechanical wave functions is important as it defines the
topology of electronic states. The phase accumulated
along a closed adiabatic loop in a space of parameters,
which is called geometric or Berry phase47, plays a fun-
damental role in many quantum mechanical and classical
wave phenomena.

In our case, the Berry phase appears due to the Bloch
motion of an electron along a closed trajectory in the re-
ciprocal (crystal momentum) space. It would anyway ap-
pear as a result of the numerical solution of Schrödinger
equation. We have added this phase prior to the numer-
ically solving the problem. Fundamentally, this does not
change the final result because both the original Houston
functions and our modified functions of Eq. (8) form com-
plete basis sets. However, for our choice of the basis, cou-
pling amplitude Â of Eq. (19) has only off-diagonal ma-
trix elements. This means that we have exactly treated
the intraband dynamics, and only the interband transi-
tions need to be taken into account numerically. This
simplifies analytical theory and makes the numerical cal-
culations much more efficient. From the point of view
of general theoretical classification, our theory is based
on the interaction representation in an exact adiabatic
basis.

In the present model, the Berry connection can be
found analytically for the both VB and CB as

A(cc)
x (k) =

−aγ2

γ2|f(k)|2 + (∆g/2− Ec)2

× sin

√
3aky
2

sin
akx
2
, (11)

A(cc)
y (k) =

aγ2

√
3(γ2|f(k)|2 + (∆g/2− Ec)2)

×
(

cos akx − cos

√
3aky
2

cos
akx
2

)
, (12)

A(vv)
x (k) =

−aγ2

γ2|f(k)|2 + (∆g/2 + Ec)2

× sin

√
3aky
2

sin
akx
2
, (13)

A(vv)
y (k) =

aγ2

√
3(γ2|f(k)|2 + (∆g/2 + Ec)2)

×
(

cos akx − cos

√
3aky
2

cos
akx
2

)
. (14)

The interband electron dynamics is determined by so-
lutions of TDSE (1). Such solutions can be expanded in

the adiabatic basis of the Houston functions, Φ
(H)
αq (r, t),

Ψq(r, t) =
∑
α=c,v

βαq(t)Φ(H)
αq (r, t), (15)

where βαq(t) are expansion coefficients.
These expansion coefficients satisfy the following sys-

tem of differential equations

i~
∂Bq(t)

∂t
= H ′(q, t)Bq(t) , (16)

where wave function (vector of state) Bq(t) and Hamil-
tonian H ′(q, t) are defined as

Bq(t) =

[
βcq(t)
βvq(t)

]
, (17)

H ′(q, t) = −eF(t)Â(q, t) , (18)

Â(q, t) =

[
0 D(cv)(q, t)

D(cv)(q, t)∗ 0

]
. (19)

Here

D(cv)(q, t) = A(cv)[k(q, t)]×

exp
(
iφ(D)

cv (q, t) + iφ(B)
cv (q, t)

)
, (20)

φ(D)
cv (q, t) = φ(D)

v (q, t)− φ(D)
c (q, t) (21)

φ(B)
cv (q, t) = φ(B)

v (q, t)− φ(B)
c (q, t) (22)

A(cv)(q) =

〈
Ψ(c)

q |i
∂

∂q
|Ψ(v)

q

〉
, (23)

where A(cv)(q) is a matrix element of the well-known

non-Abelian Berry connection48–50, and φ
(D)
cv (q, t) and

φ
(B)
cv (q, t) are the transitional dynamic phase and Berry

(geometric) phase, respectively. Note that the interband
dipole matrix element, which determines optical transi-
tions between the VB and CB at a crystal momentum q,
is expressible in terms of the interband Berry connection
as D(cv)(q) = eA(cv)(q).

The non-Abelian Berry connection matrix elements
can also be found analytically as

A(cv)
x (k) = −N a

2|f(k)|2

(
sin

akx
2

sin
a
√

3ky
2

+i
∆g

2Ec

(
cos

a
√

3ky
2

sin
akx
2

+ sin akx

))
, (24)

A(cv)
y (k) = N a

2
√

3|f(k)|2

(
− 1− cos

a
√

3ky
2

cos
akx
2

+2 cos2 akx
2
− i3∆g

2
Ec sin

a
√

3ky
2

cos
akx
2

)
, (25)

where

N =
|γf(k)|√

∆2
g

4 + |γf(k)|2
. (26)

Schrödinger equation (16) completely describes the dy-
namics of the system. A formal general solution of this
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equation can be presented in terms of the evolution op-
erator, Ŝ(q, t), as follows

Bq(t) = Ŝ(q, t)Bq(−∞) , (27)

Ŝ(q, t) = T̂ exp

[
i

∫ t

−∞
Â(q, t′)dk(q, t′)

]
, (28)

where T̂ is the well known time ordering operator51, the
integral is affected along the Bloch trajectory [Eq. (7)],
and dk(q, t) = e

~F(t)dt.
After the pulse, the electron returns to its initial posi-

tion in the reciprocal space, k(q,∞) = q, i.e., the Bloch
trajectory is necessarily closed. The evolution operator
after the pulse, correspondingly, becomes

Ŝ(q,∞) = T̂ exp

[
i

∮
Â(q, t) dk(q, t)

]
. (29)

III. RESULTS AND DISCUSSION

We apply an ultrafast single-oscillation chiral
(circularly-polarized) optical pulse incident normally to
the gapped graphene layer. The electric field, F=(Fx,
Fy), of this pulse is set to have the following form

Fx = F0(1− 2u2)e−u
2

(30)

Fy = ±2F0ue
−u2

, (31)

where F0 is the amplitude of the pulse, u = t/τ , and τ is
a characteristic time of the optical oscillation (below we
choose τ = 1 fs). Here ± determines the handedness of
the chiral pulse, where the “+” sign corresponds to the
right-handed circular polarization, and the “-” sign corre-
sponds to the left-handed circular polarization. Such an
optical pulse contains a broad frequency spectrum with
the mean frequency of ω = 1.4 eV/~ and bandwidth ∼ 2
eV.

For a given waveform of the pulse, we solve TDSE
with the following initial condition: βcq(−∞) = 0,
βvq(−∞) = 1, which means that initially the conduction
band is completely empty, and the valence band is fully
occupied. The applied pulse transfers electrons from the
VB to the CB, resulting in a nonzero residual (after the

pulse) CB population N
(res)
CB (q) = |βcq(∞)|2 .

The residual CB population distribution in the recipro-
cal space is shown for gapped graphene in Fig. 2 for vari-
ous bandgaps ∆g. The excitation pulse has right-handed

circular polarization and the amplitude of 0.5 VÅ−1.
For the case of graphene, ∆g = 0, Fig. 2(a), for both

K and K′ valleys, one can see a bright caustic of the elec-
tron population only along closed lines whose apexes are
at the K and K′ points. Such a closed line has been intro-
duced earlier and called a separatrix19. The separatrix is
defined as a set of points (line) such so an electron Bloch
trajectory originating from any point on this line passes
exactly through the K (or K′) point during the pulse. Its

FIG. 2. (Color online) Residual CB population N
(res)
CB (k)

for gapped graphene in the extended zone picture. The ap-
plied optical pulse has right circular polarization with the
amplitude of F0 = 0.5 VÅ−1. Inset: Waveform of the pulse
F(t) = {Fx(t), Fy(t)} as a function of time t. The white solid
line shows the boundary of the first Brillouin zone with the
K,K′-points indicated.The bandgap is 0 (a), 0.2 eV (b), 0.8
eV (c), and 1.6 eV (D), as indicated on the corresponding
panels. The separatrix is shown by a solid black line.

FIG. 3. (Color online) Same as in Fig. 2 but for the pulse
with left-hand circular polarization.
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analytical expression in a parametric form is19

k(t) = K− e

~

∫ t

−∞
F(t′)dt′ , (32)

where t is a parameter, and K is a crystal momentum for
the corresponding K- or K′-point.

Only the electrons with the initial crystal momenta
close to the separatrix will pass close to the regions with
high interband coupling, which are the vicinities of the
corresponding K- or K ′ points and, consequently, have
a large probability to undergo transitions VB→ CB.
Therefore the separatrix will be surrounded by a bright
closed arc of a high electron population – a caustic, as
clearly seen in Fig. 2(a). In this case, the electron distri-
bution at the K-points vs. that at the K′-points is almost
(though not perfectly) identical, which tells one that only
a very small chirality in the electron distributions is in-
duced.

For ∆g = 0, the CB population distribution is sym-
metric with respect to the y-axis, and total population of
both K and K′ valleys are equal, resulting in a zero total
valley polarization. This can be explained by the pres-
ence of both the T symmetry and mirror-reflection sym-
metry with respect to both the xz-plane (Pxz-symmetry)
and the yz-pane (Pyz-symmetry). In fact, the application
of the T symmetry operation leads to change k → −k,
while Pxz operation implies that ky → −ky. Thus appli-
cation of the combined T Pxz symmetry operation leads
to the change kx → −kx implying symmetry of the elec-
tron distribution with respect to the mirror reflection in
the yz plane, which is clearly seen in Fig. 2(a).

Breaking the Pxz symmetry of graphene by introduc-
ing an asymmetry between sublattices A and B causes
opening of a bandgap, ∆g. It also eliminates the exact
symmetry of the electron distributions with respect to
Pyz reflection discussed above in the previous paragraph
and, consequently, will cause a valley polarization. The
calculated CB population distributions for ∆g > 0 are
shown in Figs. 2(b)-(d). With increasing the bandgap,
the CB population at the K′ valley is strongly suppressed,
resulting in a correspondingly increasing valley polariza-
tion. For a “resonant” bandgap, i.e., ∆g ∼ ~/(2τ), the
valley polarization is almost perfect – see Fig. 2(d).

Note that the phenomena that we consider are non-
resonant in the common sense: the pulse is too short
and, correspondingly, too broad spectrally to cause the
conventional frequency-defined resonances. The opti-
mum duration of the pulse that causes the maximum
valley polarization is defined mostly by the bandgap:
τ ∼ ~/(2∆g). The dependence of the valley polariza-
tion on the pulse duration is very smooth. However, one
must point out that the bandgap, ∆g. should not be too
small, so the pulse duration is still short enough with re-
spect to the electron collision times, & 10 f. Thus the
carrier frequency of the pulse should be from mid-ir and
into the visible range.

For the left-hand circularly-polarized pulse, the ob-
tained electron distributions are shown in Fig. 3. These

data are directly calculated but could also be obtained
from those in Fig. 2 by the application of the T rever-
sal. Under such a transformation, the chirality of the
pulse is changed to the opposite, and the crystal momen-
tum is inverted, k → −k. Consequently, the electron
CB-population distributions in Fig. 3 are obtained from
those in Fig. 2 by the central inversion, i.e., transforma-
tion PO = PxzPyz.

IV. TOPOLOGICAL RESONANCES IN
GAPPED GRAPHENE

We attribute the valley polarization of gapped
graphene in the field of a chiral pulse to be due to the re-
cently introduced effect of topological resonance19. The
topological resonance occurs because of the interference
and compensation of the two phases: the dynamic phase
and the topological phase, which is a combination of the
geometric phase and the phase of the dipole matrix ele-
ment,

φ(tot)
cv (q, t) = φ(B)

cv (q, t) + φ(A)
cv (q, t) + φ(D)

cv (q, t) , (33)

where the dipole matrix element phase, φ
(A)
cv (q, t), is de-

fined as

φ(A)
cv (q, t) = arg

{
A(cv)[k(q, t)]n(t)

}
, (34)

and n(t) = F(t)/F (t) is a unit vector tangent to the
Bloch trajectory.

A. Topological Resonance in Perturbation Theory

To elucidate the origin of the topological resonances,
we will consider a simplified theory for the case where
the perturbation theory is applicable. In this case, Eq.
(29) becomes

Ŝ(q,∞) = 1 + i

∮
Â(q, t) dk(q, t) . (35)

From this, using Eq. (27), we find the residual CB pop-
ulation in the first order of perturbation theory,

nc =

∣∣∣∣∮ A(cv)[k(q, t)]dk(q, t)

∣∣∣∣2 . (36)

We rewrite Eq. (36) in terms of the phase of effective

interband coupling Â(cv) as

nc =

∣∣∣∣ ∮ ∣∣∣A(cv)[k(q, t)]n(t)
∣∣∣×

exp
[
iφ(tot)

cv (q, t)
]
dk(q, t)

∣∣∣∣2 , (37)

where n(t) = F(t)/F (t) is a unit vector tangent to the

Bloch trajectory; the total phase, φ
(tot)
cv (q, t), is given

above by Eq. (33).
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FIG. 4. (Color online) For a pulse with right-hand circular po-

larization and amplitude F0 = 0.5 VÅ−1, phases φ
(tot)
cv (q, t),

φ
(D)
cv (q, t), φ

(B)
cv (q, t), and φ

(T)
cv (q, t) are shown for different ini-

tial wave vectors. (a) The initial wave vector, q, is inside the
separatrix in the K valley. (b) The initial wave vector, q, is
outside of the separatrix in the K valley. (c) The initial wave
vector, q, is inside the separatrix at the K′ valley. (D) The
initial wave vector, q, is outside of the separatrix in the K′

valley. The separatrix is shown in Fig. 2 by a solid black line.

The topological resonance, which manifests itself as a
caustic in the reciprocal space (i.e., as an arc where the
residual CB population is large), occurs when the total

phase φ
(tot)
cv (q, t) is stationary, i.e., the time variation of

the topological phase cancels the time variation of the

dynamic phase. The corresponding phases, φ
(tot)
cv (q, t),

φ
(D)
cv (q, t), φ

(B)
cv (q, t), and φ

(A)
cv (q, t), are shown in Fig. 4

for gapped graphene with the bandgap of 1.6 eV for the
right-hand circular polarization. We show these phases
for different values of initial wave vector (crystal momen-
tum), q, which are in the vicinity of the separatrix either
inside or outside of it. Since the magnitude of the inter-
band coupling is strongest near the K- and K ′ points,
which corresponds to t = 0 in Fig. 4, we need to analyze
the behavior of the total phase at t close to zero.

To start, we notice that while phases φ
(B)
cv (q, t) and

φ
(A)
cv (q, t), for a given valley, have opposite signs for

points q inside and outside of the separatrix, their sum

[the total topological phase, φ
(tot)
cv (q, t)] has the same be-

havior for points close to the separatrix, both inside and
outside of it. Thus, the time dependence of the total
topological phase strongly depends on the valley, K or
K ′, and not very significantly on the position of q, situ-
ated near the separatrix either inside or outside of it. As

we see in the case of Fig. 4, the total phase, φ
(tot)
cv (q, t), is

stationary at t = 0 only for the K-valley [Figs. 4 (a) and
(b)] but not for the K ′-valley [Figs. 4 (c) and (d)]. Thus,
for the right-hand circular-polarized pulse, the topolog-

FIG. 5. (Color online) Residual CB population N
(res)
CB (k) of

gapped graphene with bandgap ∆g = 2 eV is shown with
color-coding on the background of (a) the corresponding ex-
citation energy and (b) the corresponding Berry curvature in
the extended zone picture. The applied pulse is left-handed
with the amplitude of 0.5 V/Å

.

ical resonance favors the residual population of the K-
valley while the residual CB population of the K ′-valley
is relatively small – cf. Fig. 2.

In contrast, for the left-hand circularly-polarized pulse,
the topological phase for a given valley has the opposite
sign. Consequently, it is the K ′ valley that is predom-
inantly populated, and K-valley is almost unpopulated,
i.e., the valley polarization is exactly opposite – cf. Fig.
3.

B. Energy Band and Valley Polarization for
Topological Resonances

In one respect, the topological resonance is similar to a
regular resonance, which occurs when the frequency, ~ω,
of a long pulse coincides with the bandgap between the
CB and VB states. For both resonances, the dynamic

phase, φ
(D)
cv (q, t), is canceled by another phase, which is
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the total topological phase, φ
(A)
cv (q, t)+φ

(B)
cv (q, t), for the

topological resonance and the phase of the pulse, φp =
ωt, for the regular resonance.

However, there is a fundamental difference between
these two resonances. Namely, the regular resonance de-
pends on the frequency of the pulse, but not on its ampli-
tude, while the topological resonance depends mostly on
the amplitude of the pulse, but not on its frequency. The
regular resonance would be represented by a CB pop-
ulation close to the bottom of the corresponding valley
(K- or K ′-points) where pulse frequency almost exactly
bridges the bandgap, ~ω ≈ ∆g. In a sharp contrast, for
the topological resonance the electrons promoted to the
CB occupy the states along the separatrix in a very wide
energy band of ∼ 12 eV – see the next paragraph. This
energy range increases with the pulse amplitude but does
not depend on the pulse carrier frequency.

To illustrate these fundamental properties, we show in

Fig. 5(a) the CB population distribution, N
(res)
CB (k), to-

gether with the corresponding excitation energy, Ec(k)−
Ev(k). These data show that the CB population is
spread along the separatrix almost uniformly over an
enormously large excitation-energy range of ∼ 12 eV.
At the same time, our excitation pulse has the central
frequency of 1.4 eV and the duration of ∼ 2 fs, i.e.,
its bandwidth is . 2.5 eV. Thus the regular resonance
cannot be responsible for such a large CB population,

N
(res)
CB (k) ∼ 1, which is almost uniformly spread over the
∼ 12-eV bandwidth along the separatrix in one type of
the valley (K or K ′) selected by the chirality of the pulse.
This is a hallmark of the topological resonance. Addi-
tionally, Fig. 5(b) indicates that the region of the excited
electrons in the reciprocal space always includes the cen-
ter of the Berry curvature, i.e., the K- or K ′-point, which
is an indication of its origin: in a sense, this region is an
image of the region of the high Berry curvature, which is
produced by the Bloch motion of the electrons.

Finally, the number of electronic states available and,
correspondingly, the maximum number of electrons that
can be transferred to the CB by the regular resonance is
limited by its small energy band due to the Pauli block-
ing. In a sharp contrast, this number for the topological
resonance is orders of magnitude larger proportionally to
its gigantic energy range. This is of a paramount impor-
tance for the application of the valley-polarized materials,
in particular, for anomalous Hall effect.

For a given residual CB distribution, we define the val-
ley polarization as

η =
nK − nK′

nK + nK′
, (38)

where nK = Σk∈KN
(res)
CB (k) is the total CB population

of the K valley, i.e., the sum is over all k points at the
K valley, while nK′ is the same for the K ′ valley.

The valley polarization is shown in Fig. 6 as a function
of the pulse amplitude. As expected, the valley polar-
ization is large and increases with the bandgap. For

FIG. 6. (Color online) Valley polarization of gapped graphene
as a function of the amplitude F0 of the excitation right-
handed pulse for different bandgaps, ∆g, 0, 0.2 eV, 0.4 eV,
0.8 eV, 1.2 eV, 1.6 eV, 2 eV.

example, for a field amplitude of 0.2 V/Å, large val-
ley polarization of more than 50 percent is achieved in
gapped graphene with the bandgap of 0.8 eV or higher.
Even for bandgap as low as 0.4 eV, which can be experi-
mentally achieved for graphene epitaxially grown on SiC
substrate36, the valley polarization is about 25 percent
(see Fig. 6). With increasing the field amplitude, the
valley polarization decreases and even reverses its sign.
The reason for this behavior is that for large field ampli-
tudes, the electron trajectory, which starts at one valley,
reaches the other valley during the pulse, which results
in populating both of the two valleys.

C. Topological Resonances in Strong Field Case

Above in Sec. IV A we have elucidated an origin of
topological resonances in perturbation theory. Here we
briefly consider a strong field case without invoking an
assumption of perturbation theory. We will show that the
condition of the topological resonances remains the same
– mutual compensation of the dynamic and topological
phases as given by Eq. (33).

Let us consider general properties of the evolution op-
erator (S-matrix), Ŝ = Ŝ(q,∞). Doing so, we follow the
standard theory of the S-matrix52.

We introduce the transition amplitude operator, Â, by
an expression

Ŝ = 1 + iÂ . (39)

Then we take into account that the S-matrix is necessary
unitary, i.e.,

Ŝ†Ŝ = 1 . (40)
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Substituting Eq. (39), we obtain

A†A = i
(
A† −A

)
. (41)

Averaging this equation over the initial state of the sys-
tem, |0〉, we obtain the well-known optical theorem∑

f

∣∣∣〈f ∣∣∣Â∣∣∣ 0〉∣∣∣2 = 2Im
〈

0
∣∣∣Â∣∣∣ 0〉 . (42)

where the summation is extended over all final states
|f〉. Taking into account that the left-hand side of this
equation is the total population of all conduction bands,

n
(tot)
c , and taking into account Eq. (39) we arrive at the

desired exact relation

n(tot)
c = −2Re

〈
0
∣∣∣Ŝ − 1

∣∣∣ 0〉 . (43)

The S-matrix operator of Eq. (29) contains in the ex-
ponent the operator of non-Abelian Berry connection,
Â(q, t) of Eq. (19), which possesses only the non-diagonal
matrix elements. This implies that in the quantum me-
chanical average in the right-hand side of Eq. (43) only

even powers of Â will contribute. Consequently, imagi-
nary unity i in the exponent of the S-matrix operator of
Eq. (29) will be eliminated. Thus the compensation of
the dynamic and topological phases will cause a coherent

accumulation of real contributions into
〈

0
∣∣∣Ŝ − 1

∣∣∣ 0〉 and,

thus, maximize the total population of the conduction

bands, n
(tot)
c , in Eq. (43). This is precisely what we find

solving numerically the Schrödinger equation for strong
fields. This demonstrates that the phase-compensation
condition of Eq. (33) is the necessary and sufficient con-
dition of the topological resonance irrespectively of the
field strength.

V. CONCLUSIONS

We predict that large, ultrafast, valley-selective CB
population can be induced in gapped graphene by a
circularly-polarized single-oscillation optical pulse. The
corresponding residual (after the pulse) valley polariza-
tion strongly depends on the bandgap. While the valley
polarization is zero for the native gappless graphene, it
monotonically increases with the bandgap, resulting in
considerable valley polarization at the bandgap of ∆g ≈ 2
eV. This bandgap value is defined by the length of the
pulse (i.e., optical period), ∆g ∼ ~/(2τ).

The origin of such valley-selective CB population is the
topological resonance, which occurs because the electron
wave functions gradually accumulate the topological (ge-
ometric) phases along the electron Bloch trajectory in the
field of the pulse. Such gradual accumulation of the topo-
logical phase is possible only in gapped graphene where
the corresponding Berry curvature (topological magnetic
field) is extended over finite regions near the K and K ′

points. In a sharp contrast, in gappless graphene, the

Berry curvature is singularly concentrated at the corre-
sponding Dirac points. The topological phases are op-
posite in the valleys of different types due to the time-
reversal symmetry.

The accumulated topological phase interferes with the
dynamic phase, which is related to the bandgap energy.
This interference results in the topological resonance ef-
fect when the topological phase compensates the dynamic
phase. Such compensation results in the total phase
of the interband transition amplitude becoming almost
stationary (time-independent). In such a case, the in-
terband transition amplitude accumulates coherently in
time leading to a large CB population, which is the topo-
logical resonance.

The Bloch trajectories that cause the maximum pop-
ulation are those that pass through the regions of a high
Berry curvature, which are in the vicinities of the K-
and K ′-points. The initial crystal momenta of such tra-
jectories lie in the vicinity of the curves that we called
the separatrices. These are seen in the electron momen-
tum distribution in the CB as caustics – the bands of a
high electron population along the separatrices. These
caustics are clearly seen in the electron CB distributions
presented in Figs. 2, 3, and 5.

Depending on the handedness of the circularly-
polarized pulse, the topological resonance occurs pre-
dominantly in either K- or K ′-valleys, which induces a
significant valley polarization in the gapped graphene.
Experimentally, the distribution of the residual CB elec-
tron population and the corresponding valley polariza-
tion in the reciprocal space can be directly observed by
time resolved angle-resolved photoelectron emission spec-
troscopy (TR-ARPES)53,54.

The topological resonance is a general nonlinear phe-
nomenon. It is due to the electron orbital dynamics and
is mostly independent from the electron spin. It occurs
in any semiconductor or insulator material with a non-
zero Berry curvature and invokes the Bloch states in the
vicinity of the bandgap. In particular, its is pronounced
for graphene-like two-dimensional materials possessing a
hexagonal lattice with broken inversion symmetry. Such
materials have the bandgap at the K- or K ′-points. In
contrast, in the III-V semiconductors such as GaAs and
GaN, the bandgap is at the Γ-point, which is a time-
reversal-invariant point implying a zero Berry curvature.

The topological resonance only weakly depends on the
carrier frequency but has a strong dependence on the am-
plitude of the pulse. This is in a sharp contrast to the
regular resonance, which is determined by the frequency
of the radiation but not its amplitude. The electrons that
populate the CB due to the topological resonance are dis-
tributed in an ultrawide energy range. For instance, for a
pulse with the amplitude of ∼ 0.5 V/Å, this range is ∼ 12
eV, which is much greater than the energy bandwidth of
the pulse, ~/(2τ) ∼ 2 eV. This is in a sharp contrast
to the regular resonance where the excited electrons are
distributes in a narrow energy region near the bandgap.
This ultrawide energy width of the topological resonance
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also provides much more CB states available to obtain a
high CB population and allows for ultrafast excitation of
it within a fundamentally shortest time period – just a
single optical oscillation.

The phenomena associated with the topological reso-
nance can be experimentally studied with a variety of
approaches. As we have already mentioned above in this
Section, the resulting electron distributions can be exam-
ined using the TR-ARPES. This should have temporal
resolution to catch the distribution before electron mo-
mentum relaxation smears it, which is & 10 fs. Other
phenomena are electron currents and a charge transfer
occurring during and after the pulse duration due to the
asymmetric electron CB distributions characteristic of
the topological resonance. These can be measured in
experiments similar to those of Refs. 3 and 8.

The topological resonance induces a high CB popula-
tion and valley polarization. The latter breaks the time
reversal symmetry and causes effects similar to those in
a very high magnetic field. This will lead, in particu-
lar, to anomalous (i.e., without the presence of magnetic
field) Hall effect, which can be probed, for instance, by a
strong THz radiation similar to Ref. 55 where strong THz
pulses were used to control high-harmonic generation in
a two-dimensional material.

Finally, a promising perspective application of the

topological resonance is an ultimately fast optical mem-
ory. The topological resonance allows one to record a
reciprocal-space texture during the fundamentally short-
est time – just one optical oscillation, i.e., one or a few fs.
This texture can be read out by another single-oscillation
pulse during the same ultrashort time. However, the
recorded information will live as the CB electron popula-
tion during a much longer time, likely on the nanosecond
scale, which is determined by the CB→VB spontaneous
transitions.
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