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Dopants, even single atoms, can influence the electrical and magnetic properties of materials.
Here, we demonstrate the opportunity for detecting the magnetic response of an embedded magnetic
impurity in a nonmagnetic host material. We combine a depth sectioning approach with electron
magnetic circular dichroism (EMCD) in scanning transmission electron microscopy (STEM), to
compute the depth-resolved magnetic inelastic scattering cross-section of single Co impurity buried
in the host crystal of GaAs. Our calculations suggest that the magnetic dichroic signal intensity is
sensitive to the depth and lateral position of the electron probe relative to the magnetic impurity.
Additionally, a more precise dichroic signal localization can be achieved via choosing higher collection
angle (β) apertures. Quantitative evaluation of the inelastic scattering cross-section and signal-to-
noise ratio indicates that the magnetic signal from a single Co atom is on the verge of being detectable
with today’s state-of-the-art instrumentation.

I. INTRODUCTION

The rise of the knowledge and data economy demands
novel techniques and materials for both higher data pro-
cessing and storage capability. The quest towards the
ultimate data storage limit drives scientific investigation
towards controlling and manipulating single atom mag-
nets [1–5]. In pursuit of ultra-dense storage and effi-
cient computation capability, quantum computing has
attracted significant attention. Quantum computing uti-
lizing a single atomic spin as a quantum qubit is envis-
aged as one of the most viable solutions [6–8]. In order to
understand, manipulate and control atomic spins in the
quantum regime, the ability to measure magnetic proper-
ties with atomic level sensitivity will be essential. Neces-
sarily, detecting these properties in the quantum regime
requires a probe of atomic size and sensitivity.

Previous works utilizing scanning tunneling micro-
scope (STM) have captured the magnetic response
of magnetic impurities at free surfaces and began a
paradigm shift in atomically sensitive surface magnetic
measurements [9–11]. More recently, the spin informa-
tion of an atom on a surface was detected by utilizing
the magneto-Seebeck effect. Such investigations further
promise routes to energy efficient data processing [12].
Although, STM based detection methods are promising,
they are restricted only to the surface of a material, and
experience further challenges due to the poor surface sta-
bility of adatoms. In pursuit of robust and more dense
memory storage, three dimensional (3D) atomic mag-
netic detection and manipulation capability would cer-
tainly lead to a manifold increment in storage capability
[13]. A technique capable of providing atom-by-atom in-
formation will certainly be crucial in realizing any 3D
magnetic detection.

In the context of 3D atomic scale magnetic measure-
ments, electron beams in scanning transmission electron
microscopy (STEM) can be focused into a sub-Ångström
probe with current state-of-art instruments [14]. Al-
though some existing techniques e.g., spin polarized tun-
neling electron microscopy [15, 16], x-ray magnetic cir-
cular dichroism (XMCD) [17, 18] are capable of ren-
dering magnetic information with nano-scale precision,
each of these techniques are also only surface sensitive
and lack sufficient depth resolution. STEM, however, of-
fers promising possibilities to overcome these limitations,
with atomic scale imaging and spectroscopy are becom-
ing increasingly common. For instance, recently deep
sub-Ångström spatial resolution was successfully demon-
strated in 2D materials utilizing electron ptychography
[19]. On the other hand, the depth dependent informa-
tion can also be retrieved in STEM, by combining the
normal lateral scanning with a depth-sectioning (through
focal series) approach.

Various investigations have unraveled 3D information
with depth sectioning in STEM [14, 20–25]. For instance,
a single buried Hf atom was imaged with nanometer
precision by combining depth sectioning and Z-contrast
imaging techniques[26]. Dislocations at a certain depth
were also imaged by depth sectioning [27]. Furthermore,
depth sectioning is indeed a promising approach from
the perspective of three dimensional imaging in STEM
[28–31], but it lacks so far of applications in the field of
magnetism.

In order to retrieve depth-dependent magnetic infor-
mation, an atomic-size probe is required, a sample thin
enough to be electron transparent, and a detection strat-
egy sensitive to magnetic interaction. These criteria are
met by the electron probe and the electron magnetic
chiral dichroism (EMCD) technique in aberration cor-
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rected STEM. EMCD is based on electron energy-loss
spectroscopy (EELS) and has gained significant atten-
tion since its first experimental demonstration [32–41].
Furthermore, EMCD sum-rules enable the quantitative
determination of spin and orbital magnetic moments
[42, 43]. Progress in EMCD is constantly pushing the
spatial limits of magnetic detection towards atomic level
[44]. In the most recent development of EMCD, magnetic
dichroism has been imaged with atomic scale precision
[45].

Although EMCD is quite promising for nano- and
atomic-scale magnetometry, the weak cross-section for
the underlying interaction means it suffers from low
signal-to-noise ratios (SNRs). Enhancing magnetic signal
to obtain higher magnetic SNR remains a key challenge in
EMCD. Recent efforts in EMCD have been dedicated to
enhancing the signal-to-noise ratio with novel signal col-
lection strategies [46]. Detecting the magnetic response
from a single magnetic atom will certainly pose a grand
challenge for the ultimate capability of EMCD. It is note-
worthy that by utilizing depth-resolved core-loss spec-
troscopy the feasibility of detecting a single embedded
impurity in a host matrix was well proven by a theoreti-
cal study [47] and was subsequently demonstrated exper-
imentally [48]. Such an approach is often termed energy-
loss scanning confocal electron microscopy (SCEM).

In a previous paper we have computationally studied
the feasibility of magnetic depth sectioning using electron
vortex beams (EVBs) in STEM [14], evaluating the mag-
netic response of an Fe interlayer sandwiched in GaAs.
An EVB was chosen as the probe, because it was deter-
mined to offer the strongest EMCD signal per electron
dose in the atomic resolution regime [49]. Such theo-
retical insights are essential in aiming for the ultimate
detection of a single magnetic impurity in a material.
Although the experimental feasibility of this present pro-
posal hinges on advanced techniques and instrumenta-
tion, there are nevertheless encouraging recent develop-
ments in the generation of electron vortex beams [50–53],
detection strategies [46, 54], and other instrumental de-
velopments [55, 56]. All of these factors bring the pos-
sibility of detecting a single magnetic atom closer than
ever before.

In this work we quantitatively evaluate the inelastic
scattering cross-section of a single Co atom implanted
at a certain depth in a GaAs host matrix. Our calcula-
tions illustrate the intensity of the magnetic response as
a function of the lateral and depth proximity of the probe
focus and the magnetic impurity, see Fig. 1. The remain-
der of this manuscript is structured as follows; section II
describes the method of quantitatively calculating the in-
elastic scattering cross-section. In Sec. III, the magnetic
and non-magnetic components of the inelastic scatter-
ing cross-sections are presented. Using this simulation
framework, the focus of the probe is varied in the lat-
eral and vertical directions, and the influence of the size
of the collection angle is discussed. Quantitative evalu-
ation of the magnetic SNR was also performed in order

FIG. 1. Schematic illustration of the calculation methodology
for depth sectioning by EMCD for a system with a single Co
atom embedded in a non-magnetic GaAs host matrix. EVB
probes can be shifted in lateral (x, y) and vertical (z) direc-
tion.

to estimate the experimental feasibility of the proposed
measurement. Finally, Sec. IV summarizes our findings.

II. METHODS

In this section, we describe the quantitative evalua-
tion of the magnetic and non-magnetic components of
the inelastic scattering cross-section and the correspond-
ing electron-counts recorded for a given electron-dose in-
cident on the sample.

A. Inelastic scattering cross-section and detected
electron counts

Calculation of the inelastic scattering cross-sections
was performed using a combined multislice/Bloch-waves
approach [57] as implemented in the MATS.v2 software
[58]. These calculations are based on the first Born ap-
proximation formula

∂2σ

∂E∂Ω
=

4γ2

a2
0

kout

kin

∑
a,q,q′

Aq,q′ei(q
′−q)·aS(q,q′, E)

q2q′2
(1)
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where σ represents the scattering cross-section which is
dependent on both the energy loss E and scattering an-
gle Ω. Factors γ and a0 stand for the relativistic mass
enhancement factor and Bohr radius, respectively. The
wave-vector lengths kin and kout are the relativistically
corrected de Broglie electron wave-lengths before and af-
ter the inelastic event. Element of spherical angle ∂Ω
is centered around kout and defines the direction, with
respect to which the momentum transfers q,q′ are cal-
culated [57]. The sum runs over all magnetic atoms in
the simulation cell across the thickness of the simulated
material (positions a) and over pairs of momentum trans-
fer vectors q,q′, for which their complex amplitude Aq,q′

has a modulus larger than a given cut-off. Determination
of these terms and their amplitudes Aq,q′ is the primary
task of the MATS.v2 code. Finally, S(q,q′, E) stands
for the mixed dynamical form-factor (MDFF, [59]).

In the dipole approximation, for isotropic materials
magnetized along the z-direction, the MDFF can be writ-
ten as [49]

S(q,q′, E) = (q · q′)N(E) + i(q× q′)zM(E), (2)

where N(E),M(E) are determined by the electronic
structure of the material. If one neglects the orbital mag-
netic moment, magnetic dipole term and the anisotropic
orbital term [60, 61] in the sum rule expressions [42], one
obtains the following approximation for the MDFF

S(q,q′) ≈ 1

45
〈r〉2[4Nh(q.q′) + i

mS

µB
(q× q′)z], (3)

where 〈r〉 is an integral over the radial parts of the ini-
tial 2p electron wave-function and the final 3d electron
wave-function multiplied by r, which can be evaluated by
density functional theory (DFT); this is discussed in the
next subsection. Similarly, the number of holes in the 3d
shell Nh and the spin moment of the Co atom mS , ex-
pressed in Bohr magnetons µB , can be calculated using
DFT.

By integrating the double-differential scattering cross-
section over the L3-edge and over a suitable range of
scattering angles collected by the detector, we obtain for
the non-magnetic (σN ) and magnetic (σM ) components
of the total scattering cross-section the following expres-
sions:

σN =
16Nhγ

2〈r〉2
45a2

0

kout

kin

∫
det.

dΩ
∑
a,q,q′

Aq,q′ei(q
′−q)·aq · q′

q2q′2
(4)
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4mSγ

2〈r〉2
45µBa2

0

kout

kin

∫
det.

dΩ
∑
a,q,q′

Aq,q′ei(q
′−q)·a i(q× q′)z

q2q′2
(5)

An important advantage of these expressions lies in the
complete separation of the electronic structure depen-
dent part (the prefactor) from the dynamical diffraction
dependent part (the sum), which can be thus calculated
entirely independently. While MATS.v2 solves the dy-
namical diffraction part, DFT calculations provide the
necessary inputs for the prefactor.

The conversion from the components of the inelastic
scattering cross-section to electron counts is straightfor-
ward. Assume a beam current I hitting the sample and
a dwell time of ∆t. The electron dose (number of elec-
trons) irradiating the sample is I∆t/e, where e > 0 is
an elementary charge. Due to periodic boundary condi-
tions in lateral coordinates x, y, the predicted detected
electron counts can be obtained as

Nmag =
I∆t

e

σM
S

and Nnon-mag =
I∆t

e

σN
S

(6)

where S = ab is the lateral area of the supercell with lat-
tice parameters a, b, c, assuming that the electron beam
propagates parallel to the c-axis. In these expressions,
the σM,N/S represent the fraction of incoming electrons
that get inelastically scattered into the detector aper-
ture within the energy range of the Co L3-edge. Note
that while Nnon-mag is always positive, Nmag can also
be negative. However, one cannot measure Nmag sepa-
rately from Nnon-mag, in comparison to which it is strictly
smaller, because mS/µB ≤ Nh < 4Nh (see Eq. 3).

In this paper we considered an illuminating electron
probe current of 100 pA and a dwell time of 50 ms for the
evaluation of detected electron counts (Eq. 6). An atomic
size coherent beam with current of 100 pA is achiev-
able with today’s state-of-the-art cold field emission guns
[62]. What still remains a challenge is to create isolated
atomic size vortex beam with enough current and main-
taining coherence. Yet, reports using magnetized needle
[63, 64], and lately programable phase plates [65] indicate
that 100 pA vortices should be realizable with technol-
ogy of today or of the near future. On the other hand,
dwell times of 50ms/pixel for total acquisition times of
few minutes in spectrum images are common in STEM-
EELS experiments. The particular chosen value bears no
special importance other than being on the higher end of
the commonly used values. Eventually the resistance of
the sample to the radiation damage will determine the
practical dwell times in each experiment.

B. Evaluation of radial integral using density
functional theory

The method for evaluating the average radial integral
〈r〉 is similar to the evaluation of the radial integrals over
Bessel functions given in the supplementary material of
Ref. [32]. Focusing on the L2,3 edges, the inelastic tran-
sitions from initial 2p states to final 3d states (L = 2) are
considered. The final state wave-function depends on the
energy E above the Fermi level EF and, assuming that
it depends only weakly on E, 〈r〉 is computed as an av-
erage of radial integrals 〈r〉EjLS over an energy interval
∆E = [EF, EF + 20.0 eV],

〈r〉 =
1

∆E

∫
∆E

dE 〈r〉EjLS , (7)

where j ∈ { 1
2 ,

3
2} is the total angular momentum quan-

tum number of the initial state and S = ± 1
2 the spin
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quantum number. Strictly speaking 〈r〉 as defined here
is dependent on j and S but the differences between the
values for different combinations of j and S are below 3%
and the average over the possible combinations of j and
S is therefore taken to be a representative value of 〈r〉.
The energy dependent radial integrals themselves read

〈r〉EjLS =

∫
dr r3 RjS(r) uELS(r). (8)

Here RjS(r) and uELS(r) are the radial parts of the ini-
tial and (energy-dependent) final state wave functions,
respectively. Note that in the dipole approximation used
in this work the radial integral is q-independent. That
means, that the radial wavefunctions of the orbitals in-
volved in the atomic excitation, influence the inelastic
scattering cross-section only via an overall scaling factor
〈r〉2, see Eqns. 4 and 5.

For the purposes of this semi-quantitative study, the
value of 〈r〉 was calculated for the elemental hcp-Co crys-
tal instead of using the large supercell of GaAs with a sin-
gle Co impurity shown in Fig. 1. Combined LAPW+lo
and APW+lo basis, as implemented by WIEN2k in ver-
sion 14.2 [66], was used in the DFT calculations with a
basis size cut-off value of RKmax = 8.0. RjS(r) is then
taken to be the radial part of the corresponding core wave
function as computed by WIEN2k and uELS(r) is calcu-
lated as a solution to the scalar relativistic Schrödinger
equation incorporating the converged (spin-dependent)
spherical potential as calculated by WIEN2k. The ra-
dial integral in Eq. 8 is performed up to the muffin-tin
radius RMT = 2.3 a0. Following this procedure, a value
of 0.139 a0 is obtained for 〈r〉. The energy-dependent
radial integral 〈r〉EjLS is a smoothly and slowly varying
function of energy E. Its values vary within ±10% of the
average 〈r〉 in the energy interval ∆E, motivating the as-
sumption of a weak energy dependence and thus taking
the average according to Eq. 7 as a representative value
for all 〈r〉EjLS .

The same WIEN2k calculation yields for the 3d-shell
of Co a spin magnetic moment of mS ≈ 1.7 µB and a
value of Nh = 2(2L + 1) − [N↑ + N↓] = 10 − Ne ≈ 2.8
for the number of holes. Ne is thereby the total number
of electrons in the shell, and N↑ and N↓ the correspond-
ing numbers of electrons in the spin-up and spin-down
channels, respectively.

C. Dynamical diffraction calculations

Figure 1 shows a schematic diagram representing the
calculation scheme. A single magnetic impurity in form
of a Co atom is implanted in a GaAs block. GaAs is
a technologically important semiconductor material and
serves as a nonmagnetic host in this case study. It has a
cubic structure with lattice parameter of 5.65 Å. In our
simulation study, a 6 nm thickness of GaAs, oriented in
[001] zone axis is considered as the host material, and
one Ga atom was substituted with a Co atom at ∼ 3 nm

depth. The Co atom was implanted at the center of the
(3× 3× 11) supercell of GaAs with dimensions a = b =
16.95 Å and c = 62.15 Å, thus S = ab = 287.3 Å2. Such
a supercell contains 792 atoms in total.

The acceleration voltage of the electron microscope
was set to 200 kV. A typical aberration-corrected con-
vergence semi-angle of 40 mrad was considered for the
convergent EVB probe with orbital angular momentum
of +1~. In the multislice calculations the cell was fur-
ther extended (3× 3× 1) times in (x, y, z) directions to
minimize overlap of the probe with its periodic images.
Calculations were carried out by varying the defocus
from ∆f = −0.5 nm to ∆f = −6.0 nm in steps of
∆f = −0.5 nm. Zero defocus puts the focal plane on
the entrance surface of the sample and negative ∆f rep-
resents an underfocus, moving the focal plane deeper in-
side the sample. The differential scattering cross-section
was evaluated on a grid of scattering angles ranging from
−25 mrad to +25 mrad in both scattering directions,
θx, θy, with a step of 2 mrad. The influence of lateral and
vertical proximity of the probe focus to the impurity col-
umn was calculated by shifting the probe in x (∆X) and
z (∆f) directions. The total scattering cross-section was
calculated by integrating the differential scattering cross-
section over on-axis circular detectors of radii 5−25 mrad
corresponding to a choice of different spectrometer collec-
tion apertures. The convergence parameter in MATS.v2
was set to 5 ×10−7.

III. RESULTS AND DISCUSSION

A. Dichroic signal distribution

Figure 2 (a) shows the distribution of the magnetic
dichroic signal within the calculated range of scatter-
ing angles for various defocus values and probe distances
from the atomic column containing Co atom. The range
of calculated ∆f covers the entire thickness of the mate-
rial. The peak value of the differential scattering cross-
section is obtained at ∆f = −2 nm and ∆X = 0. The
differential scattering cross-section is integrated over the
energy loss range covering the Co-L3 edge.

In the top row, the EVB is passing directly through the
atomic column containing the magnetic impurity. The
magnetic dichroic signal is uniformly distributed around
the center of calculated grid of scattering angles. The
intensity of the dichroic signal increases progressively as
the defocus approaches the depth of the magnetic impu-
rity. It is intriguing to observe that the dichroic intensity
attains maximum values around ∆f = −2 nm, while the
magnetic impurity is located at the depth of 3 nm (i.e.,
corresponding defocus would be ∆f = −3 nm). Note
also the widening of the magnetic signal distribution as
a function of scattering angles, as the defocus moves the
beam waist closer to the Co atom. The intensity of the
magnetic dichroic signal quickly vanishes by moving the
focal plane away from the location of the Co atom.
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FIG. 2. Evolution of (a) magnetic (σM/S) and (b) nonmagnetic (σN/S) signal with varying defocus ∆f (nm) and the probe
shift ∆X (nm) from the atomic column containing magnetic impurity. Each panel spans a range of scattering angles Θx,Θy

from −25 to +25 mrad. Scattering cross-sections are discretized over a spherical angle of 4 mrad2, corresponding to pixel size
in the diffraction patterns.

The relation of maximum dichroic signal and optimized
∆f can be comprehended by the depth of focus (∆z).The
depth of focus defines the vertical depth around the fo-
cal plane, within which the probe diameter remains less
than the factor of

√
2 larger than the beam waist. ∆z

proportionally depends on the probe wave length (λ) and
inverse proportionally to the square of the convergence
semi-angle (α), and is given by the relation ∆z = 1.77λ

α2

[47]. In the present calculation, these parameters are
α = 40 mrad and λ(Vacc = 200 kV) ≈ 2.51 pm and the
depth of focus is thus ∆z ≈ 2.7 nm. Therefore, the im-
precision of depth-location of the impurity atom is safely
within an expected error range of ∼ ∆z

2 .

The nonmagnetic signal distribution follows qualita-
tively the footprint of the EMCD signal distribution, see
top line of Fig. 2(b). As for the magnetic signal, also the
nonmagnetic component of the inelastic scattering cross-

section maximizes at the focal plane 1 nm above the Co
atom. Note, however, that we discuss the peak values of
the differential scattering cross-section here. Integration
over a range of scattering angles may lead to a different
picture due to widening of the signal in the diffraction
pattern as the focal plane approaches the location of Co
atom, see Sec. III B.

Next we focus on the EMCD signal distribution as
a function of the lateral proximity (∆X) of the probe
to the magnetic impurity. In Fig. 2(a), rows 2–4 show
the EMCD signal distribution while shifting the probe
progressively away from the atomic column, containing
the magnetic impurity. Compared to the dependence on
defocus parameter, the dichroic signal intensity reduces
more rapidly as ∆X increases. This is a consequence of
depth of focus being over an order of magnitude larger
than the beam waist. Using the Rayleigh criterion for
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the definition of the beam diameter at the beam waist
one obtains 0.61λ/α = 0.038 nm. Shifting the probe by
0.02 nm, which is approximately the size of the probe ra-
dius, leads to a significant decrease of the inelastic scat-
tering cross-section. When setting ∆f ≈ 2.5 nm, the
maximum EMCD signal intensity retains ∼ 70% at the
nearest probe shift (0.01 nm), whereas, setting the lo-
cation of the probe at ∼ 0.03 nm away from Co atomic
column, the maximum dichroic signal intensity remains
below 10% of the maximum EMCD signal. The distri-
bution of the magnetic signal in the diffraction plane
becomes gradually more distorted as the probe focus is
moved away from the Co atom.

The qualitative analysis presented so far has discussed
the dependence of the EMCD and nonmagnetic signal
on scattering angles, and further outlined the influence
of vertical and lateral proximity of the electron probe fo-
cus to the embedded magnetic impurity. Although the
computational results are encouraging, a successful mea-
surement will hinge on the available state-of-art TEM in-
strumentation [55, 56, 67], because the detection of single
atom magnetism via EMCD is expected to be extremely
challenging due to the limited number of detectable elec-
tron counts. Therefore, before undertaking such an ex-
periment, it would be imperative to have prior informa-
tion at hand about the approximate depth and lateral lo-
cation of embedded magnetic impurities. One approach
could be to detect the core loss (Co-L3,2) spectra as a
function of ∆f . Previously, it has been shown that such
an approach can also provide a rough estimation of the
thickness of the specimen at hand [68]. The intensity
of the characteristic core loss signal will be maximized
at the depth of the embedded impurity. Therefore, a
through-focal series core loss (Co-L3,2) experiment would
provide a valuable quick estimation of the location of the
magnetic atom [47, 48]. Alternatively such information
can also be retrieved via careful Z-contrast imaging, un-
der the condition of a sufficient relative mass difference
between the dopant and the host crystal to enable dis-
cernible contrast differences [26]. The next step can be
a fine tuning of ∆f to obtain the most probable depth
location of the magnetic atom, for maximizing the signal
intensity. Such method can also be useful for detecting
certain magnetic layers in heterostructures or magnetic
multilayer systems. For determining the probable lat-
eral location of the magnetic impurity, the process men-
tioned above can be repeated across a 2D raster scan.
The necessary electron dose is another key factor crucial
in obtaining sufficient signal intensity while minimising
unwanted radiation damage. Recently such challenges
were tackled to maximize the signal-to-noise ratio while
minimizing damage of the sample by the electron beam
[69].

B. Magnetic depth-sectioning

The EMCD and nonmagnetic signal distribution at
various scattering angles as a function of ∆f and probe
displacement from the impurity column was presented
in the previous section. This section will focus on opti-
mizing the signal collection. Therefore the ∆f -dependent
magnetic and nonmagnetic electron counts (Eq. 6) as well
as the resulting relative EMCD strength at a collection
angle of β = 25 mrad are computed. β is chosen such
that the dichroic signal is enclosed within the calculated
range of scattering angles.

Figure 3 shows the line plots which illustrate the ∆f
dependent EMCD, nonmagnetic, and relative EMCD sig-
nals at various ∆X. The EMCD and nonmagnetic signal
maximize at ∆f = −2.5 nm, whereas the maximum rel-
ative EMCD signal is achieved at ∆f = −3.5 nm. Since
the plots in Fig. 2 show that the magnitude of the non-
magnetic signal reduces more steeply than magnetic sig-
nal as the focal plane moves below the impurity location,
the intensity of the relative EMCD signal keeps grow-
ing until ∆f = −3.5 nm. Still, the optimal ∆f remains
close to the location of the buried magnetic impurity,
within the expected imprecision range of ∆z/2 given by
the depth of focus.

Moving the probe ∼ 0.01 nm away from the atomic
column containing the magnetic impurity shows similar
trends in the EMCD and nonmagnetic signal profiles.
However, shifting the probe a bit further away from the
Co column (∆X = 0.02 nm), a distinct trend can be
observed in the EMCD signal. The EMCD signal dras-
tically reduces and remains below approximately 15% of
the maximum EMCD signal. In the extreme case, when
the probe is displaced by a distance ∆X ≈ 0.3 nm away
from the impurity column, the EMCD signal falls into the
negative regime. Interestingly, the maximum amplitude
of the magnetic signal remains at ∆f = −2.5 nm.

Overall, it is interesting to see that the optimum of
the scattering cross-section (i.e., integral of differential
scattering cross-section over the detector aperture) is ob-
served at a focal plane closer to the impurity atom than
the calculated optimal value of the differential scattering
cross-section discussed in the previous section. A more
detailed dependence of the scattering cross-section on the
collection angle will be presented in the next section.

C. Signal collection

This section explores the dependence of the predicted
electron counts on the collection semi-angle β and dis-
placement of probe focus from the Co atom. Fig-
ure 4 summarizes the results for different collection an-
gles. The predicted magnetic and non-magnetic elec-
tron counts, Eq. 6, the relative strength of magnetic sig-
nal and a semi-quantitative estimation of the SNR as
2Nmag/

√
2Nnon-mag are presented. The latter is an upper

limit estimate, assuming that the power-law background
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FIG. 3. Depth-dependence of (a) magnetic (σM/S) and (b) non-magnetic (σN/S) components of the scattered electron fraction
for a collection semi-angle of β = 25 mrad. σN,M are non-magnetic and magnetic components of inelastic scattering cross-
section (Eqns. 4 and 5) and S represents lateral area of simulation supercell, see Sec. II A for details. (c) Relative strength of
EMCD signal (σM/σN ). Different curves correspond to different distances ∆X of the beam from the atomic column containing
Co impurity atom.

is negligible compared to the intensity of the Co-L2,3

white lines. In Refs. [49, 70, 71] a more precise estimate
suggests that an additional factor of 1/

√
1 + b should be

added to consider the background counts, where b is the
ratio of the energy-integrated background to the Co L3-
edge counts. Factors of 2 in the SNR expression come
from an assumption that the magnetic signal is extracted
as a difference of two measurements of inelastic scattering
cross-sections, which have the same non-magnetic com-
ponent, while the magnetic one changes sign. This can
be achieved by changing the sign of the orbital angular
momentum of the electron beam.

Figure 4 indicates that a higher accuracy in the local-
ization of the impurity atom can be achieved by using
a larger collection aperture: by increasing the collection
angle, the optimal ∆f value approaches the depth loca-
tion of the magnetic impurity from above. Our results
show an agreement with previous reports, which stud-
ied the core-loss SCEM and advocated the requirement
of higher probe convergence and collection aperture for
achieving a more localized signal from the single impurity
embedded in GaAs [47, 48], and with our previous work,
where the optimal defocus was as well found to be located
above the magnetic layer [14]. Qualitatively one can ex-
plain the observation that the optimal defocus might be
different from the location of the impurity in the following
way: At lower collection angles a significant fraction of
detected inelastically scattered electrons originates from
beam electrons, which hit the sample under (near-)zone-
axis orientation. These electrons are subjected to dy-

namical diffraction effects more strongly than electrons
that hit the sample under larger inclination angles. Such
dynamical effects could explain reduced precision of the
atom localization for small collection angles. As the col-
lection angle increases, the weight of the more inclined
beam electrons (which are less diffracted by lattice) in the
scattering cross-section increases. With reduced impact
of dynamical diffraction effects, the precision of atom lo-
calization improves.

As a function of ∆f , the appreciable EMCD and non-
magnetic counts span ∼ ±1 nm from the maximal value.
The relative EMCD signal strength as a function of ∆f
and ∆X shows a rather different pattern. For lower col-
lection angles (β between 5–15 mrad), the relative EMCD
signal persists from ∆f = −0.5 to ∆f = −4.5 nm,
whereas at higher collection angles (20 − 25 mrad) it
stretches from ∆f = −1 to ∆f = −5 nm. At higher col-
lection angles, the relative EMCD signal approaches the
trend of the EMCD signal and tends to localize around
the embedded magnetic impurity. For β in the range
5–20 mrad, the intensity of the relative EMCD signal
maximizes for ∆f very close to the depth location of Co
atom. However, at higher collection angles (25 mrad) the
maximum intensity of the relative EMCD signal is found
about 1 nm deeper than the position of Co atom.

As a function of lateral probe shift, the relative EMCD
signal is centered on the atomic column containing the
Co atom. At lower collection angles, the nonzero relative
dichroic signal persists from the surface down to greater
depth. In an earlier report it was suggested that while
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FIG. 4. Depth-resolved magnetic and nonmagnetic electron counts, relative EMCD strength and magnetic SNR for all defoci
(∆f) and probe shifts from the Co impurity column (±∆X) evaluated at various collection semi-angles (β = 5–25 mrad).

the probe is focused on the surface and if it couples to
1s-like Bloch state, then a subsequent channeling along
the column can exert the ionization even at the impurity
depth [47]. However, at higher collection angles such
channeling is necessarily less effective.

The behavior of the SNR is qualitatively similar to the
EMCD counts. As the collection angle is increased, the
peak of the SNR approaches the position of the impurity
atom. From a practical perspective, the predicted val-
ues of the SNR are very important, because they should
determine how realistic it is to perform such an experi-
ment. For a beam current of 100 pA and a dwell time
of 50 ms the maximal SNR values approach a value of
approximately 2.5. Such value does not allow for unam-
biguous detection of the EMCD signal per scan point.
Moreover, this value assumes pure Poisson noise, i.e.,
achievable only with direct electron detectors. Further-
more, the background signal will decrease the SNR by a

factor of 1/
√

1 + b as discussed above, bringing it deeper
below three. On the other hand, with increase of the
beam current, the dwell-time, or by using frame sum-
ming [72], SNR values above three should be achievable.
We conclude this analysis by noting that our simulations
suggest that the detection of EMCD from a single mag-
netic impurity is near the edge, or rather slightly beyond
the present technical possibilities. Nevertheless, with im-
provements of instrumentation, e.g., using high bright-
ness electron guns and direct electron detectors, sup-
ported by advanced data post-processing methods [73],
capable of taking an advantage of correlations of datasets
with neighboring ∆f and ∆X values, the realization of
such an experiment is not out of reach.
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IV. OUTLOOK AND CONCLUSIONS

We have computationally explored the feasibility of de-
tecting the magnetic response of a single magnetic impu-
rity embedded in a nonmagnetic host material. We com-
bine an optical depth sectioning approach with EMCD
in STEM to detect the magnetic response of a single Co
atom, buried in nonmagnetic GaAs host material. The
intensity of the depth resolved magnetic component of
the inelastic cross-section of the Co atom in GaAs is sen-
sitive to the lateral and depth proximity of the probe
focus to the embedded Co atom. In the lateral direction,
the magnetic signal practically disappears for shifts com-
parable to the size of the beam waist, while in the vertical
direction, the determining parameter is the depth of fo-
cus. The precision of localization of the impurity atom
improves for larger collection angles.

Our simulations, as a proof of concept study, affirm
the viability of the ultimate limit of three-dimensional
magnetic measurements in STEM, placing the predicted
signal to noise ratios at the verge of detectability. The

present proposal certainly poses significant challenges
from the perspective of the experimental realization, yet,
current advances in STEM instrumentation are bound to
surpass such challenges. Successful realization of such an
experiment has the potential to revolutionize our under-
standing of magnetism.
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