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We present momentum-resolved spectral functions and band gaps from bare and self-consistent
second order perturbation theory for insulating periodic solids. We establish that, for systems with
large gap sizes, both bare and self-consistent perturbation theory yield reasonable gaps. However,
smaller gap sizes require a self-consistent adjustment of the propagator. In contrast to results
obtained within a quasi-particle formalism used on top of bare second order perturbation theory, no
unphysical behaviour of the band gap is observed. Our implementation of a fully self-consistent, Φ-
derivable and thermodynamically consistent finite temperature diagrammatic perturbation theory
forms a framework on which embedding theories such as the dynamical mean field theory or self-
energy embedding theories can be implemented.

I. INTRODUCTION

A truly ab-initio quantitative many-body description
of weakly correlated systems beyond density functional
theory (DFT)1,2 remains challenging despite enormous
theoretical3 and computational4–9 advances in the last
thirty years. While such calculations are important for
explaining the behavior of insulating materials, they are
also necessary as a first step for many strongly correlated
computational techniques such as some derivatives10–14

of the dynamical mean field theory (DMFT)15–17, where
the first calculation step consists of evaluating the system
by a perturbative weak coupling method.

Three types of perturbation theories exist: bare (non-
self-consistent) perturbation theory based on the expan-
sion of the original Hamiltonian in interaction terms,
where neither propagators nor interactions are renormal-
ized; self-consistent perturbation theories where propa-
gators but not the interactions are renormalized; and
perturbation theories with both propagators and inter-
actions renormalized.

Bare second order perturbation theory is known as
Møller - Plesset second order (MP2)18–27 when applied to
real materials. The self-consistent second order Green’s
function perturbation theory (GF2)28–33 renormalizes
propagators but not interactions. While fully self-
consistent GW3 renormalizes both propagators and inter-
actions, its non-self-consistent variants such as G0W0

4,34

(partially) renormalize interactions without renormaliz-
ing propagators.

The differences in the treatment of propagators and
interactions between all these types of perturbation the-
ories are crucial since approaches that do not renormalize
the interactions are expected to fail in metallic 3D sys-
tems27,35. This breakdown is not expected to occur in
insulators.

For weakly correlated materials, most results so
far have been obtained within approaches such as
MP223,24,27,36 and GW37–39 at zero temperature. Only
recently, finite-temperature results for solids have started

to appear40–43. It was demonstrated that MP2 gaps are
wildly inaccurate for materials with band gaps smaller
than 6 eV27, leading to a breakdown of the band gap es-
timation for silicon and silicon carbide. In contrast, zero-
temperature, non-self-consistent GW3 has been very suc-
cessful in predicting band gaps for semiconductors. This
success is usually attributed to the renormalization of
the interactions by an infinite series of ‘bubble’ (RPA3)
diagrams – the same diagrams that render this method
convergent in the metallic limit.

The renormalization of interactions and propagators is
commonly discussed in many-body textbooks35,44, usu-
ally at the example of weakly interacting or uniform sys-
tems. Due to both the computational cost and implemen-
tation difficulties, their effect in realistic solids is difficult
to explore. Since there is no obvious reason for the break-
down of the perturbative series in semiconductors and
band insulators, it is interesting to explore how the renor-
malization with self-consistent propagators but unrenor-
malized interactions affects the band gaps and to com-
pare these results to the ones obtained by MP2. More-
over, since the MP2 band gap is evaluated using approx-
imate band energies for the lowest unoccupied and high-
est occupied bands27 reminiscent of the formulas usually
employed to solve the quasi-particle (QP) equations in
GW45, it is interesting to compare these band gaps to
gaps evaluated without solving the QP equations.

In this paper, we focus on quantifying the effects of
the renormalization of propagators and self-energies on
the value of band gaps in simple 3D solids. This is
made possible by the implementation of a fully self-
consistent finite temperature second order perturbation
theory (GF2) that was so far not available for realistic 3D
systems. Comparison between renormalized calculations,
unrenormalized calculations, and experimental data also
allows us to indirectly infer the contribution of higher or-
der terms excluded from our calculations. Among these
are the ‘RPA’-like screening terms included in the GW
approximation.
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II. METHOD

We investigate the physics of 3D solids by choosing a
finite basis set on each atom, and choosing a finite lattice
of atoms periodic in all three spatial directions. This
yields a periodic electronic structure Hamiltonian best
expressed in a Bloch basis in reciprocal space, resulting
in the Coulomb integrals

V k1k2k3k4

ijkl =

∫∫
φ∗ik1,r

φlk4,rφ
∗
jk2,r′

φkk3,r′

|r− r′|
drdr′, (1)

where φ are basis functions in reciprocal space. Trans-
lational invariance is guaranteed by the momentum con-
servation k1 + k2 = k3 + k4. These integrals can be
decomposed46–49 into a product of two low-rank tensors,

V k1k2k3k4

ijkl =
∑

Q Ṽ
Q
ik1,lk4

Ṽ Q
jk2,kk3

, where Q is an auxil-
iary basis index. For the first order diagram we employ
Ewald summation to treat the divergence at zero mo-
mentum. For the second-order diagram we excluded this
point to avoid the divergence of the exchange diagram.

The second-order self-energy is then evaluated in re-
ciprocal space in an imaginary time formalism,

Σ
k,(2)
ij (τ) = −(2Ṽ Q′

qk1,jk
Ṽ Q′

lk2,nk3
− Ṽ Q′

lk2,jk
Ṽ Q′

qk1,nk3
) (2)

×Ṽ Q
ik,pk1

Ṽ Q
mk3,kk2

Gk1
pq (τ)Gk2

kl (τ)Gk3
nm(−τ)δk+k3,k1+k2

,

with τ denoting imaginary time 0 ≤ τ ≤ β and β =
1/kBT the inverse of the physical temperature T (as-
suming Einstein summation over repeated indices).

In bare second-order perturbation theory, the Hartree-
Fock Green’s function is employed in Eq. 2 and the Dyson
equation is evaluated only once to yield the interacting
Green’s function.

In renormalized perturbation theories such as GF2, to
achieve self-consistency in both the density matrix (or,
correspondingly, the Fock matrix and the frequency in-
dependent term of the self-energy Σ∞) and the dynamical
self-energy Σ(τ), we employ a modification of the itera-
tive procedure described in Ref. 28 for molecular systems.
First, we adjust the chemical potential to find the cor-
rect particle number of the Hartree-Fock (HF) solution.
We then obtain the HF propagator, calculate the second-
order self-energy, and recompute the interacting Green’s
function and density matrix using the Dyson equation,
adjusting the chemical potential until the correct den-
sity is found. This propagator is then used for the next
second-order self-energy evaluation, until convergence is
achieved in all quantities.

Energies, entropies, free energies, and specific heats
are then computed using standard thermodynamic
formulae31,35,50–52, for detailed derivations see ap-
pendix B.

Quantities obtained in diagrammatic approximations
by thermodynamic integration are in general dependent
on the integration path53,54; i.e. the integration of a
quantity such as the energy or the entropy may differ if it
is obtained by integration from zero T , infinite T , infinite

chemical potential or via coupling constant integration.
So-called ‘Φ-derivable’50, self-consistent methods, such as
the self-consistent GF2 method investigated here or the
fully self-consistent GW approximation, avoid this prob-
lem and are intrinsically thermodynamically consistent.

Standard finite temperature perturbation theories are
formulated on the imaginary axis, thus, static quantities
such as the density matrix, the energy, the entropy, the
static magnetic susceptibility or the specific heat are di-
rectly accessible. In contrast, real-frequency-dependent
quantities such as the spectral function, the gap, the op-
tical conductivity, or the dynamical magnetic suscepti-
bility require analytical continuation to the real axis in
order to be compared to experiment. This analytical
continuation is ill conditioned and leads to an amplifi-
cation of uncertainties, even for data known up to nu-
merical precision, in particular at high temperature and
high frequency. The problem is intrinsic to the finite-
temperature field-theory formalism on the imaginary axis
and can only be overcome by reformulating the method
in frequency space or real time. In the present work, we
used the maximum entropy method55,56. Other meth-
ods, such as the spectral method57, Padé58, stochastic
analytical continuation59–61, or Consistent Constraints62

could be explored, as could the continuation of the self-
energy to obtain spectra and gaps via the quasi-particle
equation63.

System HF27 QPMP227 MP2 GF2 scGW39 QSGW42 exper.

C 13.1 1.9 7.19 4.6 6.41 6.18 5.5a

LiH 11.2 – 7.33 5.93 – – 4.99b

MgO 15.5 7.1 9.49 7.32 9.53 9.42 7.8c

LiF 21.8 14.2 13.03 13.03 – 16.63 14.2d

Ne 25.3 20.3 20.55 20.55 – – 21.7f

a Refs.64–68. b Refs.69,70. c Ref.71. d Ref.72. f Refs.73,74.

Table I. Band gaps. Columns: numerical results as obtained
in Refs. 27, 39, and 42 or as described in text. Last column:
experiment.

III. RESULTS

We analyze five solids in this paper: Ne, LiF, MgO,
LiH, and diamond. The experimental band gaps of these
solids are listed in Table I, along with literature values
obtained by other methods. To confirm the thermody-
namic consistency of our implementation, we present the
evaluation of thermodynamic properties for solid LiH in
Fig. 1. Smooth curves have been obtained by Chebyshev
interpolation on a temperature grid.

As these insulators have such vastly different band
gaps, a different amount of Green’s function renormal-
ization is expected to be necessary, allowing us to exam-
ine how the iterative nature of GF2 changes the results
in comparison to bare perturbation theory and Hartree-
Fock. Moreover, since evaluating band gaps using ei-
ther the QP equation as used in Ref. 27 or analytical
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Figure 1. Thermodynamics of solid LiH. Clockwise from the
top: Internal energy, Helmholtz energy, Specific heat, and
entropy as a function of temperature. Data evaluated on a
periodic 4×4×4 lattice in the pob-TZVP75 basis.

continuation55 may give different results, we compare our
values for band gaps (obtained using analytical continu-
ation) to the ones available in the literature, where QP
equations were used with the bare perturbation theory.

Our GF2 implementation for periodic systems uses
a compact Chebyshev polynomial76 representation of
Green’s functions that converges exponentially (for alter-
native techniques see77,78) and relies on the open source
ALPS library79. We use periodic density-fitted integrals
in Gaussian orbitals, evaluated using the open source
pySCF package80,81. Our calculations result in a set
of imaginary time self-energies on discrete k-points in
the Brillouin zone. In order to obtain smooth spectral
functions, we perform a three-dimensional periodic spline
interpolation82,83. The validity of this procedure is as-
sessed by repeating calculations on a set of grid sizes
and obtaining convergence of the interpolated quantities.
Throughout this work we show data at an inverse tem-
perature of β = 100Ha−1 (T ∼ 3158K ∼ 0.27 eV). This
temperature is much lower than other energies in the sys-
tem, in particular much lower than the gaps of the solids
discussed here, so that results can be considered to be
close to the ground state.

Solid neon has a large experimental band gap of 21.7
eV73. Consequently, we do not expect strong ‘screening’
or a substantial renormalization of the Green’s function.
The left panel of Fig. 2 shows the momentum-resolved
spectral function obtained with bare and self-consistent
second order techniques along a standard path in the
Brillouin zone (from Γ via X and W back to Γ) for this
system, illustrating that self-consistency leads to a neg-
ligible change of the Green’s function renormalization.
Data is evaluated in the 6-311+G∗ basis of Gaussian
orbitals84,85. Thick lines denote points in the Brillouin
zone that coincide with our momentum grid. Thin lines
denote interpolated values. All spectral functions are

plotted as a function of frequency in eV.

In this system, the band gap and the spectral functions
are converged with respect to the momentum discretiza-
tion. This is illustrated in the middle panel of Fig. 2,
where we show results on a 3×3×3 and on a 4×4×4 lat-
tice along the ∆ direction in momentum space. Thick
lines denote values on the respective momentum grids
(black for 4×4×4, green for 3×3×3), thin lines are ob-
tained by interpolation. The X point is absent on the
smaller grid. Data has been obtained in the 6-311+G*
basis set.

Our calculations also demonstrate that, in the fre-
quency window shown, the spectral function is relatively
insensitive to the choice of the basis set, see right panel
of Fig. 2. However, it should be stressed that while our
results do not show significant differences between aug-
cc-pVDZ86 and 6-311+G∗ basis sets, they may not be
converged with respect to the basis set size, since both
bases are small. Converging our calculations with respect
to the basis set size would require a systematic increase
of the cardinal number X in the series of aug-cc-pVXZ
basis sets. This is exceedingly difficult in ordinary solid
state calculations since regular Gaussian basis sets such
as aug-cc-pVXZ become linearly dependent for higher
cardinal numbers.

Hartree-Fock gaps can be extracted directly from the
eigenvalues. The determination of the gap in correlated
methods via the spectral function leaves some arbitrari-
ness, as finite temperature Green’s functions are broad-
ened by self-energy, temperature, and analytical continu-
ation artifacts. For GF2, we chose to define the band gap
as the peak-to-peak distance of the k-space peaks clos-
est to the Fermi energy from above and below. For solid
neon, GF2 in both the aug-cc-pVDZ and the 6-311+G∗

basis yields a band gap of 20.55 eV at the Γ point. We
find that the difference between the GF2 gap (20.55 eV)
and the experimental band gap (21.7 eV) is consistent
with the previous bare perturbation theory studies27.

Solid LiF also has a wide experimental band gap of 14.2
eV72. For the 4×4×4 k-point grid, we observe a band
gap of 13.03 eV in self-consistent GF2, as extracted from
the peak-to-peak distance of the spectral function. The
difference of the spectral function between the first iter-
ation and self-consistent GF2 is negligible, see left panel
of Fig. 3. For k-grid convergence of the unit cell energy
and band gap see Tab. III and Fig. 5 in appendix A.

Both LiH and diamond have moderate band gaps.
Therefore, a significant change of the band gap between
the first iteration of GF2 and the fully self-consistent
result is expected. Indeed, both the middle and the
right panel of Fig. 3 confirm that the band gaps ob-
tained in the initial GF2 iteration are much wider than
the self-consistent result, and gradually shrink during
the self-consistent iteration progress. Here, to evalu-
ate spectral functions during the first iteration of GF2,
we use the analytical continuation of G(iω) = [(iω +
µ)1 − FHF − Σ(2)]−1, where Σ(2) was obtained in the
first iteration of the GF2 method, i.e. using GHF(iω) =
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Figure 2. Momentum-resolved spectral function for 3d neon obtained at β = 100 Ha −1. Left panel: comparison between self-
consistent GF2 (black lines) and bare second-order perturbation theory (orange lines) on a periodic 4×4×4 lattice. Thick lines:
directly evaluated k-points. Thin lines: interpolation. Results are listed in the 6-311+G* basis set. Middle panel: Comparison
of the momentum resolved GF2 spectral function along the ∆ direction on a periodic 4×4×4 (solid black) and 3×3×3 (dashed
green) lattice. Right panel: GF2 on a periodic 4×4×4 lattice, in the basis set 6-311+G* (black) and aug-cc-pVDZ (purple).
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Figure 3. Momentum-resolved spectral function of solid LiF (top left), MgO (top right), LiH (bottom left), and diamond
(bottom right) obtained from GF2 (black lines) and bare second-order perturbation theory (orange lines) on a periodic 4×4×4
lattice. Results are listed in the pob-TZVP basis. Inset: zoom to the upper gap edge as indicated in the main panel.

[(iω + µ)1 − FHF]−1 as the propagator in Eq. 2. The
Fock matrix FHF comes from a preceding HF calculation.
Consequently, the first iteration of GF2 lacks two types of
renormalization: first, the renormalization coming from
the self-consistently updated Σ∞ and then consequently
updated Fock matrix and, second, the one from the fully
self-consistent evaluation of Σ(2) which in subsequent it-
erations is evaluated with renormalized propagators.

For diamond in the pob-TZVP basis, we observe an
indirect band gap of 4.8 eV between Γ and the point
halfway between the Γ and X points. The direct band
gap at the Γ-point is about 6.6 eV. The positions and
values of the direct and indirect band gaps are in good
agreement with previous experimental and theoretical re-
sults.65–68 It is worth emphasizing that the band gap
for diamond obtained from self-consistent GF2 is 4.8 eV,
while the MP2 band gap obtained using a QP formalism
listed in Ref. 27 is 1.9 eV. This underestimation of band
gaps smaller than 6 eV is very noticeable (as listed in
Ref. 27) for bare second order perturbation theory cou-

pled with band gap evaluation based on the QP formal-
ism. This deficiency seems to be avoided when the fully
self-consistent GF2 is employed, as we observe both in
the case of LiH and of diamond.

In order to compare results to implementations of
MP2, scGW, and QSGW, we also present results for
MgO, which has an experimental band gap of 7.8 eV.

For LiH, we plot the convergence of the band gap
and unit cell energy for different k-grids in Tab. II and
in Fig. 4. The data clearly show that while the unit
cell energy converges rather quickly, the convergence of
the band gap is less rapid. While the width of the ob-
tained band gap is bigger than the experimentally ob-
served value, we did not achieve convergence with system
size. An extrapolation of the gap with inverse system size
yields a gap value close to 4.0 eV.
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Size E (HF) eg (HF) E (GF2) eg (GF2)

3×3×3 -8.0659 11.82 -8.1097 10.08

4×4×4 -8.0629 11.44 -8.1079 7.73

5×5×5 -8.0618 11.31 -8.1076 6.66

6×6×6 -8.0612 11.24 -8.1075 5.93

Table II. HF and GF2 total energies (E) and band gaps (eg)
of LiH for different system sizes in pob-TZVP basis
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Figure 4. Gap size in solid LiH for different k-grids. Results
are listed in the basis pob-TZVP.

IV. CONCLUSIONS

In conclusion, we illustrated the effect of propagator
renormalization on the example of gaps and momentum-
resolved spectral functions for Ne, LiH, MgO, LiF, and
diamond. In all of these cases, we found reasonable agree-
ment of GF2 with experimental values. Wide-gap insu-
lators were found to be fully converged w.r.t the k-point
grid, whereas larger momentum grids are needed to con-

verge the band gap (but not the total energy) of LiH.
We showed that thermodynamic consistency is obeyed in
our calculations, opening the door for systematic ther-
modynamic calculations of the electronic system of real
materials.

Our study reveals four major results. First, the com-
parison between our results for bare perturbation the-
ory and self-consistent perturbation theory to experiment
shows that renormalized propagator diagrams are respon-
sible for most of the difference between bare results and
the experiment. This illustrates the importance of propa-
gator renormalization to obtain the reasonable band gaps
for insulators. Second, the fact that our results from
bare second order perturbation theory yield reasonable
gap values that differ substantially from the published
MP2 values indicates a breakdown of the QP formalism
for gap extraction. The approximations inherent to this
formalism allow the expression of the results in a con-
venient real-frequency ‘band’ picture but, in light of our
discrepancies, will need to be revisited. Finally, our re-
sults show that controlled self-consistent diagrammatic
many-body calculations in standardized Gaussian basis
sets are now routinely possible.
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Phys. Rev. B 98, 155143 (2018).
40 A. Kutepov, K. Haule, S. Y. Savrasov, and G. Kotliar,

Phys. Rev. B 85, 155129 (2012).
41 A. L. Kutepov, Phys. Rev. B 94, 155101 (2016).
42 A. L. Kutepov, Phys. Rev. B 95, 195120 (2017).
43 A. L. Kutepov, Journal of Physics: Condensed Matter 29,

465503 (2017).
44 R. Mattuck, A Guide to Feynman Diagrams in the Many-

body Problem, Dover Books on Physics Series (Dover Pub-
lications, 1992).

45 T. Kotani, M. van Schilfgaarde, and S. V. Faleev, Phys.
Rev. B 76, 165106 (2007).

46 J. L. Whitten, The Journal of Chemical Physics 58, 4496
(1973).

47 H. F. Beebe Nelson and J. Linderberg, International Jour-
nal of Quantum Chemistry 12, 683 (1977).

48 L. Maschio, Journal of Chemical Theory and Computation
7, 2818 (2011).
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Appendix A: System-size convergence for LiF

Tab. III shows convergence of the unit cell energy and
band gap with momentum grid. Fig. 5 shows the band
structure obtained from two momentum grids.

Size E (HF) eg (HF) E (GF2) eg (GF2)

3×3×3 -107.092 21.95 -107.325 13.36

4×4×4 -107.089 21.84 -107.321 13.03

Table III. HF and GF2 total energies (E) and band gaps (eg)
of LiF for systems of size 3×3×3 and 4×4×4 in pob-TZVP
basis.

Γ    Χ
-100

-50

0

50

100

ω
 [e

V]

Figure 5. Band structure for the LiF obtained from GF2 cal-
culations on 3×3×3 (dashed red) and 4×4×4 (green) periodic
lattices in pob-TZVP basis set.

Appendix B: Evaluation of thermodynamic
properties

The grand potential is defined in terms of Green’s func-
tions, self-energies, and a Φ-functional as50

Ω =
1

β

{
Φ[G]− Tr

[
ln
[
−G−1

]]
− Tr [ΣG]

}
. (B1)

In practice, the evaluation direct evaluation of the sec-
ond term in this form is complicated by the slow decay
of Green’s functions as a function of frequency52. We
therefore by defining

G−1 = (iωn + µ)S − F − Σc [G] , (B2a)

G−1HF = (iωn + µ)S − F, (B2b)

G−10 = (iωn + µ)S −H0, (B2c)

in terms of Matsubara frequencies iωn, the chemical
potential µ, the overlap matrix S, the non-interacting
(V = 0) Hamiltonian H0 and the Fock matrix F can
evaluate the logarithmic term as52

Tr
[
ln
[
−G−1

]]
= Tr

[
ln
[
Σc −G−1HF

]]
=

Tr
[
ln
[
(−G−1HF )(−GHF Σ + 1)

]]
=

Tr
[
ln
[
−G−1HF

]]
+ Tr [ln [1−GHF Σ]]. (B3)

The Φ-functional is expressed as

Φ [G] =

∞∑
n=1

Φ(n) [G] =

∞∑
n=1

1

2n
Tr
[
Σ(n) [G]G

]
, (B4)

where Σ(n) [G] is the total n-th order self-energy part.
Within the second-order theory, the self-energy is ap-
proximated as Σ ≈ Σ[2] = Σ(1)+Σ(2), and using Eq. (B4)
Φ ≈ Φ[2] = Φ(1) + Φ(2) = 1

2Tr
[
Σ(1)γ

]
+ 1

4Tr
[
Σ(2)G

]
. Us-

ing Eqs. (B2) Σ(1) = F −H0, such that

Tr [Σ [G]G] = Tr
[
Σ(1)γ

]
+ Tr

[
Σ(2)G

]
. (B5)

Combining Eq. B3-Eq. B5 we obtain the second order
approximation of the grand potential as

http://dx.doi.org/ 10.1002/wcms.1340
http://dx.doi.org/ 10.1002/wcms.1340
http://dx.doi.org/10.1137/0717021
http://dx.doi.org/10.1137/0717021
http://dx.doi.org/ 10.1103/PhysRevB.83.235113
http://dx.doi.org/10.1063/1.438955
http://dx.doi.org/10.1002/jcc.540040303
http://dx.doi.org/10.1002/jcc.540040303
http://dx.doi.org/10.1063/1.456153
http://dx.doi.org/10.1063/1.456153
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Ω[2] =
1

β

{
Φ[2][G]− Tr

[
ln
[
−G−1

]]
− Tr

[
Σ[2]G

]}
=

=
1

β

{
1

2
Tr [Σ∞γ] +

1

4
Tr
[
Σ(2)G

]
− Tr

[
ln
[
−G−1HF

]]
− Tr

[
ln
[
1−GHF Σ(2)

]]
− Tr

[
Σ(1)γ

]
− Tr

[
Σ(2)G

]}
=

=
1

β

{
−1

2
Tr [Σ∞γ]− 3

4
Tr
[
Σ(2)G

]
− Tr

[
ln
[
−G−1HF

]]
− Tr

[
ln
[
1−GHF Σ(2)

]]}
(B6)

Standard textbook relations yield the entropy, specific
heat, total energy and free energy as thermodynamic
derivatives

S = −∂Ω

∂T
, (B7a)

CV = T
∂S

∂T
, (B7b)

E = T 2 ∂lnZ

∂T
, (B7c)

F = Ω + µN (B7d)

Alternatively, the entropy can be evaluated from the
Gibbs-Duhem relation Ω = E − TS − µN ; the specific
heat from its definition CV = ∂E

∂T ; and the energy from

the Galitskii-Migdal formula51.
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