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The entanglement entropy of a quantum critical system can provide new universal numbers that depend on
the geometry of the entangling bipartition. We calculate a universal number called κ, which arises when a
quantum critical system is embedded on a two-dimensional torus and bipartitioned into two cylinders. In the
limit when one of the cylinders is a thin slice through the torus, κ parameterizes a divergence that occurs in
the entanglement entropy sub-leading to the area law. Using large-scale Monte Carlo simulations of an Ising
model in 2+1 dimensions, we access the second Rényi entropy, and determine that, at the Wilson-Fisher (WF)
fixed point, κ2,WF = 0.0174(5). This result is significantly different from its value for the Gaussian fixed point,
known to be κ2,Gaussian ≈ 0.0227998.

I. INTRODUCTION

As an alternative to traditional critical exponents, univer-
sal numbers extracted from the Rényi entanglement entropy
(EE) can be used to characterize quantum critical points. In
general, it is an open question whether the universal informa-
tion about a fixed point contained in entanglement quantities
differs from that contained in critical exponents. Recently,
there has been considerable progress in relating the content of
universal numbers from entanglement entropies to those ob-
tained from two-point functions in 2 + 1 dimensions. A par-
ticular success story is the contribution from a local corner in
the entangling boundary. There, the universal coefficient of
the corner contribution has been shown to be related to the
central charge CT defined by the two-point function of the
stress tensor. This result was initiated by numerical studies of
interacting quantum critical systems,1,2 where the corner con-
tribution was observed to scale with the number of degrees
of freedom of the underlying field theory.3,4 Subsequent com-
parison to similar scaling in CT , numerically calculated from
the conformal bootstrap,5 motivated a conjecture relating the
two quantities,6–8 which was eventually proven in general.9

Further studies have examined the behaviour of universal cor-
ner coefficients for more general angles and Rényi indices in
2 + 1 dimensions,10 while other work has examined universal
features due to corners in higher dimensions.11–18

A corner or vertex is only one geometry that induces a uni-
versal contribution to the Rényi entanglement entropy in 2+1
dimensions. In this paper, we turn to a critical system defined
on a torus, where the entangling region is a cylindrical slice
and the Rényi entropy contains a universal scaling coefficient
that we call κ. Contrary to the recent efforts described above
to study a corner’s universal contribution to the Rényi entropy
in both free and interacting theories, studies of κ have been
relatively restricted, with results obtained only for free theo-
ries and theories with a gravitational dual. The cases where
κ has been studied include the free scalar field theory with
the dynamical exponent z = 17,11,19,20 and z = 2 (the quan-
tum Lifshitz model),21,22 as well as their fermionic analogues:
Dirac fermions with z = 17,11,23 and z = 2 (the quadratic
band touching model).22,23

For CFTs in 2 + 1, the universal coefficient κ is known

to be rigorously related to the universal corner coefficient
through an exact conformal mapping in the thin-slice and
small-angle limit of the cylindrical and corner geometries,
respectively.11,24 In general, the similarity between these two
universal coefficients seems to extend well beyond this limit
(and to other models).20 However, while cylindrical entangle-
ment geometries are amenable to lattice calculations, corner
contributions to the entanglement entropy are notoriously dif-
ficult to measure in lattice calculations beyond certain special
angles that are natural to the lattice.10

In (2 + 1)-dimensional interacting theories, no exact re-
sults for κ have been obtained to date. Here, we examine
the cylindrical-slice Rényi EE in a (2 + 1)-dimensional Ising
model, an interacting theory for which the critical behaviour
is governed by the scalar Wilson-Fisher fixed point. To extract
universal characterizations of the Wilson-Fisher fixed point
from the EE, we utilize a mapping from the quantum theory
in 2 + 1 dimensions to a 3-dimensional critical Ising model.
Such quantum to classical mappings are well-understood for
the purposes of extracting universal critical exponents, but
are much less explored for extracting universal numbers from
EE.25–28 This mapping allows us to utilize Monte Carlo sim-
ulations of a critical isotropic 3-dimensional classical Ising
model, which can be tuned to a thermal phase transition de-
scribed by the Wilson-Fisher fixed point. We numerically
access the second Rényi EE, for which the scaling has been
shown to behave qualitatively similarly to that of the more fa-
miliar (von Neumann) EE,3,4 by confining our Ising model to
a two-sheeted Riemann surface29,30. We devise an improved
estimator25,31 based on the Fortuin-Kasteleyn cluster repre-
sentation of the Ising model,32,33 which allows us to obtain
a high-quality dataset. While these simulations allow us to
access the Rényi EE numerically, strong lattice effects occur
in the entanglement scaling, which can significantly bias ex-
trapolated estimates if not accounted for properly. We thus
develop a novel fitting procedure that makes it possible to ac-
curately probe the thin-slice scaling limit of the EE on the
lattice. The procedures we introduce are crucial for obtaining
our final result, which reveals that while the numerical value
for the universal κ2 obtained for the Wilson-Fisher fixed point
is close to the Gaussian result, it nonetheless shows a statisti-
cally significant difference.
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II. SCALING THEORY

We consider an interacting quantum field theory regular-
ized on a two-dimensional square lattice with lattice spacing
(cutoff) δ and linear dimensions Lx and Ly . The theory is
wrapped on a torus such that the system has periodic bound-
ary conditions.

We analyze features of the Rényi entanglement entropy

Sn(A) =
1

1− n ln
[

Tr ρnA
]
, (1)

where ρA = TrĀ ρ is the reduced density matrix for subregion
A with Ā being its complement, and n is the Rényi index. In
the limit where n → 1, Eq. (1) yields the von Neumann en-
tropy such that S1(A) = −Tr

[
ρA log ρA

]
. Our numerical

simulations focus on S2(A). In this work, we consider cylin-
drical subregions A of length ` as illustrated in Fig. 1.

We first consider the general scaling behavior of the Rényi
entropy expected at a scale-invariant fixed point. To do so,
we employ two simple postulates, applied in the context of
a renormalization group (RG) flow. First, we assume that at
each RG length scale r, the significant contribution to the en-
tanglement entropy occurs local to the entangling boundary.
Second, due to scale invariance, we postulate that we must
sum the EE contributions from every length scale r along the
renormalization group (RG) flow. This procedure gives us a
scaling form for any entangling bipartition of interest. When
applied to our cylindrical entanglement bipartition on a torus,
we expect that34,35

Sn(`, Lx, Ly) ∝
∫ rmax

δ

∂A

r
d(log r) + . . . , (2)

where ∂A = 2Ly is the size of the entangling boundary and
rmax is the maximum contributing length scale along the RG
flow. In general, rmax depends upon the lengths `, Lx and Ly
(and it does not depend on the lattice cutoff δ). The ellipses
denote further (non-universal) corrections, which are elements
of O(δ/`) and can be expressed as gn(δ/`) + . . .. For our
cylindrical choice of entangling region A, we thus expect the
Rényi entropy to obey the scaling form

Sn(`, Lx, Ly) = an
Ly
δ

+ χn(u, b) + gn

(
δ

`

)
+ · · · , (3)

where u = `/Lx, b = Lx/Ly , and the ellipses denote fur-
ther finite-size subleading corrections such as those that scale
as δ/L. The first term in this equation is the leading non-
universal area law,36–38 which is proportional to the boundary
of regionA. The function χn is universal (cutoff-independent)
and is fully determined by the geometric aspect ratios defining
the system. The so-called conical singularity term gn arises
solely for Rényi entropies (n ≥ 2). In this work, we focus on
the second Rényi entropy, for which n = 2.

The behaviour of χn as a function of the aspect ration u
is known to obey certain restrictions. In particular, being an
entropy measure of pure states, it must respect a symmetry
around u = 1

2 such that χn(u) = χn(1 − u). In the limit

(a)

`

A

(b)

A
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FIG. 1. Entanglement bipartition used to extract the universal num-
ber κ. The system has periodic boundary conditions such that it can
be visualized on the surface of a torus as in (a), or within the two-
dimensional plane as in (b). Region A is a cylindrical subregion that
wraps around the y-direction and has length ` along the x-direction.

where u � 1 (i.e., ` � Lx), the EE contributions at differ-
ent length scales are expected to be indifferent to the infrared
boundary conditions and we expect that we can estimate Sn
by considering the EE of a strip-like region embedded in in-
finite space.11 In this case rmax = ` in Eq. (2) and we expect
that

Sn(`� Lx, Ly) = an
Ly
δ
− κn
bu

+ gn

(
δ

`

)
+ · · · , (4)

where κn is a universal coefficient that can vary with the
Rényi index n. By comparing with Eq. (3), we see that the
second term in this equation reveals the behaviour of the uni-
versal scaling term for the cylinder entanglement in the thin
slice limit such that

χn(u→ 0, b) = −κn
bu
. (5)

The numerical value of κn has previously been calculated
in a number of free theories, holographic duals, and phe-
nomenological models.19–23 Specifically, values of κ for the
free scalar field theory in 2+1 are κ1,Gaussian = 0.0397 for the
von Neumann entropy11 and κ2,Gaussian = 0.0227998 for the
second Rényi entropy S2(A).7 This second value κ2,Gaussian is
of particular relevance to the present study.

While the main focus of this study is to better understand
the universal geometric function χn, it is important to control
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the behaviour of the other terms in order to properly extrap-
olate to the thermodynamic limit. In particular, the conical
singularity term gn(δ/`) is unavoidable in Monte Carlo cal-
culations of the Rényi entropies. Physically, this conical sin-
gularity is due to the restructuring of the lattice that occurs
when one calculates Rényi entropies using the replica trick,
as we will explain in Sec. III B. While this modification does
not change the coordination number of the lattice, it affects its
topological structure, giving arise to a relevant operator that is
locally confined. This effect transpires through the sublead-
ing anomaly correction term that we have called gn(δ/`).39

As a recent study shows,40 when unaccounted for, the pres-
ence of this term can lead to erroneous extrapolation results.
Unfortunately for us, while its scaling form is known for 1+1
systems, no such analytical result exists in 2+1. However, the
EE contribution from this term is expected to grow when ` be-
comes small, which is exactly the scaling regime in which we
are interested. Therefore this conical singularity term cannot
be safely neglected. For this reason, we develop an extraction
procedure, outlined in Sec. IV, designed to directly access the
universal term χ2 by isolating the effect of the conical singu-
larity term .

III. MONTE CARLO METHODS

A. Simulation Space

In order to connect the quantum mechanical entanglement
entropy to a classical computer simulation, we exploit the
well-known correspondence between a d-dimensional quan-
tum system and a (d+ 1)-dimensional classical path integral.
In the case of, say, the transverse-field Ising model in two spa-
tial dimensions, one knows exactly how to map the parame-
ters of the model to a 3-dimensional classical Ising model with
anisotropic couplings in space and imaginary time. This map-
ping is routinely exploited in path-integral quantum Monte
Carlo methods. However, one does not necessarily need to de-
termine the exact parametric correspondence when studying
critical properties. Indeed, the renormalization group guar-
antees that both the quantum critical point in d dimensions,
and the thermal phase transition in d+ 1 dimensions, are gov-
erned by the same fixed point. Therefore, in this paper we take
the strategy of directly simulating the 3-dimensional isotropic
Ising model with classical spins s ∈ {−1, 1} and reduced
Hamiltonian given by

E(s) = −J/Tc
∑
〈i,j〉

sisj , (6)

at its critical temperature J/Tc = 0.221654441.
Since the field theory of interest (the scalar φ4 theory) is

Lorentz invariant with a dynamic exponent z = 1, finite size
scaling studies often scale the imaginary time dimension Lτ
proportional to the linear spatial dimension L (with a pro-
portionality constant being close to unity for some observ-
ables26). However, this dimension effectively represents the
quantum inverse temperature, namely, JQβQ = Lτ∆τ where

0.00 0.25 0.50 0.75 1.00

`/L

0.00
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S
2

0.95 1.00 1.05

−0.005
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FIG. 2. Test of the thermal convergence of S2 for a system of linear
size L = 16. The direction corresponding to the imaginary time is
taken to be Lτ = 15L. The reflection symmetry of the measured S2

around `/L = 0.5 is in correspondence with the theoretical expecta-
tion that the entanglement entropy of region A is the same as the one
of its complement in the ground state . The inset zooms in on a sin-
gle datapoint corresponding to region A comprising the full system.
Its value is zero within the errorbar further indicating the absence of
thermal fluctuations.

∆τ is the unitless discretization constant of the lattice in the
imaginary time direction and JQ is the interaction parameter
for the quantum model (for instance, the ferromagnetic cou-
pling). For studies of the ground-state entanglement entropy,
one must be careful to ensure that this new dimension is large
enough to eliminate all thermal contributions. For this reason,
we adopt the practical strategy of converging our simulations
below the energy gap ∆ (L) due to the finite system size L,
such that βQ � 1

∆(L) . The convergence can be tested by
studying the amount of thermal entropy contained in the en-
tire system, which should be zero if we are indeed probing the
(pure) quantum ground state. As shown on the inset of Fig.
2, the entropy of the whole state is zero within the statistical
uncertainty for a proportionality constant Lτ/L = 15.

B. Rényi Entropy Estimator

In order to gain quantitative access to the Rényi EE Sn,
we employ the replica trick,29,30 which reformulates the prob-
lem of calculating Sn as finding the ratio of modified partition
functions. We introduce the notation Z [n,A] to refer to a
partition function defined over an n-sheeted Riemann space-
time surface with A defining the connectivity between those
sheets/replicas in the imaginary time direction: spins that are
part of region A have inter-replica interactions while spins
outside of this region have only intra-replicas interactions.
One can then show that

Sn (A) =
1

1− n log
Z [n,A]

Z [n,∅]
, (7)

where Z [n,∅] = Zn represents n independent replicas with-
out connections between them. Two sheets are used to obtain
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the second Rényi entropy S2, which is the quantity of interest
in our paper.

In order to estimate the ratio of partition functions, we em-
ploy the general identity

Z ′

Z
=

〈
W ′(x)

W (x)

〉
x∼Z

, (8)

where x refers to a configuration, for instance a spin config-
uration, sampled from the distribution defined by the unnor-
malized probability W (x). The partition function can be ex-
pressed as Z =

∑
x′ W (x′), and a similar expression holds

for Z ′ in terms of W ′(x). By using the definition of the ex-
pectation value 〈Q〉x∼W (x) ≡ 1

Z

∑
xQ(x)W (x), one can see

that Eq. (8) holds whenever the partition functions Z and Z ′

share the same configuration space.
In our case, the configuration space is that of the Ising

model with x = s and the weights are the Boltzmann weights
e−βcE(s). Thus from Eqs. (7) and (8), an estimator for our
calculations of S2 (A) is

S2 (A) = − log
Z [2, A]

Z [2,∅]
= − log

〈
e−βc[EA(s)−E∅(s)]

〉
s∼Z[2,∅]

,

(9)
where E is the Ising model energy and its subscript refers to
the size of region A. A simplification is possible through the
realization that the bulk contribution to the energy is exactly
the same between EA and E∅. Therefore, the difference in
energies of a configuration s is entirely due to the difference
in energies of the inter-replica connections in region A.

The exponential form of the estimator means that its value
will be dominated by rare events. This problem is accen-
tuated as the size of region A increases leading to an ex-
ponential decrease in the performance. In order to combat
such prohibitively inefficient scaling, one subdivides region
A into N subregions Ai such that Ai+1 contains Ai, and
Ai+1−Ai ≤ ∆A, where ∆A is a hyper-parameter. With these
intermediate region As, one can employ the so-called “ratio”
or “increment” trick42,43 in order to express the desired ratio
of partition functions as

Z [2, A]

Z [2,∅]
=

N−1∏
i=0

Z [2, Ai+1]

Z [2, Ai]
, (10)

where A0 = ∅ and AN = A. Each term in this product
is amenable to computation through the application of an es-
timator analogous to Eq. (9), with s sampled from Z [2, Ai]
instead of Z [2,∅]. With such a decomposition, we adjust the
size of ∆A in order to control the variance of each estima-
tor in the product, and we also give ourselves the option to
parallelize the computation into N separate processes.

We can express Eq. (10) in a conceptually useful way as

S2(A)− S2(A0) =

N−1∑
i=0

[S2(Ai+1)− S2(Ai)] , (11)

with A0 = ∅. However, this expression also generalizes to
other choices ofA0. As each term in the sum is measured with

a replica-based quantum Monte Carlo estimator analogous to
Eq. (9), this expression reveals that the Rényi entropy differ-
ence between any pair of regions A and A0 can be estimated
directly without the need to compute the values S2(A) and
S2(A0). This property can be exploited numerically in order
to reduce the resulting uncertainty in the quantities of inter-
est. Indeed, via a careful choice of A0, contributions present
in both S(A) and S(A0) can be cancelled out exactly without
affecting the statistical uncertainty of the desired quantities.
In particular, for our calculations we choose A0 such that the
area law term is cancelled exactly and we directly probe the
universal term χn (see Sec. IV).

As a final means of improving the estimator for S2, for the
Ising model one can employ Fortuin-Kasteleyn cluster decom-
position in order to derive a cluster version of the estimator in
Eq. (9) such that25

Z [2, Ai+1]

Z [2, Ai]
=
〈

2
n
Ai+1

(c)−n
Ai

(c)
〉
c∼Z[2,Ai]

. (12)

Here, c is a sampled configuration of Fortuin-Kasteleyn clus-
ters and n

Ai
(c) is the number of those clusters when the

boundary conditions for region Ai are imposed (with simi-
lar notation for n

Ai+1
(c)). We note that similar estimators

can be derived in fully quantum simulations, such as within
the framework of the Stochastic Series Expansion44,45 for in-
stance, as demonstrated in Ref 31.

For Eq. (12), a similar simplification occurs as that de-
scribed for Eq. (9): the bulk clusters cancel out in the dif-
ference n

Ai+1
(c) − n

Ai
(c), such that only the clusters that

connect the replicas in region ∆A need to be built. One can
achieve this simplification by starting the generation of every
new cluster from spins located at the inter-replica connections
and inside of region ∆A until all of those spins are partitioned
into corresponding clusters. Due to the non-local extent of the
clusters on which it is built, this estimator has an exponentially
improved performance with respect to the estimator based on
Eq. (9). This improved performance increases the step size
∆A in Eq. (10) that can be used to achieve a targeted accuracy
with given computational resources. Specifically, we find that
we can push ∆A to values as large as 20. This cluster-based
estimator is the key ingredient that enables us to achieve the
desired precision in the extraction of κ2.

IV. RESULTS

We now turn to a discussion of our numerical extraction of
κ2. The raw data obtained from Monte Carlo simulations on
the Ising model requires significant analysis due to a number
of factors. In particular, the area law and the unknown conical
singularity term pollute the universal contribution χ2(u, b).
Additionally, we are tasked with striking a fine balance when
choosing the right cylinder height `. On one hand, we are
interested in the thin-slice limit ` � Lx, while on the other
hand the continuum EE scaling is only expected to apply when
` � δ. For this reason, we first perform the scaling anal-
ysis on the free Gaussian scalar field theory on a lattice to
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FIG. 3. Entanglement entropy with respect to a reference region for
the free model as function of the system size. Different colours cor-
respond to different sizes of region A between ` = 1 and ` = 15.
The solid lines are linear fits to four largest system sizes. The dashed
continuations of the same color are the extrapolation of those fits to
lower system sizes. The linear fit seems to capture most of depen-
dence on L. Only upon closer examination can one observe that the
extrapolation quality deteriorates for larger `, in line with the expec-
tations discussed for the thin-slice limit in the main text.

benchmark against previously known results.7 We then use
this benchmark to aid in the analysis of the interacting Ising
case.

As discussed in Section II, we wish to perform fits to the
function given in Eq. (3). We consider toroidal rectangular
geometries and fix Ly = L and Lx = 4L, where the factor
of 4 allows us to better probe the ` � Lx limit. In this thin-
cylinder limit the universal geometric function is expected to
take the form given in Eq. (5) such that

χ2(u→ 0) ∼ −κ2
L

`
, (13)

where we have removed the implicit dependence on the aspect
ratio b since we take it to be constant.

In order to remove the dominant area law contribution to
the entropy scaling, we consider the difference in EE between
two cylinders with different lengths ` and `0, with ` < `0.
In the case where the first cylinder is in the thin-slice regime
such that `� Lx, we expect:

S2(`, L)−S2(`0, L) = −κ2
L

`
+g2

(
δ

`

)
−χ2

(
`0
L

)
− g2

(
δ

`0

)
︸ ︷︷ ︸

≡B(`0,L)

.

(14)
As discussed in Sec. III B, this difference is directly measured
in MC simulations, making our dataset completely free of the
area law term and the associated statistical variance. We use
the convention δ = 1 for our lattice calculations.

A. Free theory

We warm up with a free (Gaussian) scalar field theory on
the toroidal system described above. In order to avoid zero

modes that could lead to a logarithmic EE contribution,22

we impose anti-periodic boundary conditions along the y-
axis while periodic boundary conditions are kept for the x-
direction. The Hamiltonian is given by

Hfree =
1

2

∑
i

(
π2
i +m2φ2

i

)
+

1

2

∑
〈i,j〉

(φi − φj)2
, (15)

where φi is a bosonic field with mass m and conjugate mo-
mentum πi. Exact methods for calculating the Rényi en-
tropies for such free scalar theories are described in detail in
Refs. 11, 35, 46, and 47, and have been employed previously
by some of the authors in Refs. 10, 17, 19, and 20.

We plot in Fig. 3 the left-hand side of Eq. (14) for this free
theory versus L, grouping points by their value of `. The be-
havior appears linear over a wide range of ` values, strongly
hinting at a dominant contribution from the thin-cylinder form
for χ2(`/L) as in Eq. (13). Motivated by this observation, we
perform fits of S2(`, L) − S2(`0, L) to a function f1 that is
linear in `−1. This is given by

f1 (`) = −κL2
L

`
+ C1, (16)

for each system size L, where there are two fitting parameters
κL2 and C1. The role of C1 is to absorb the offset due to the `-
independent term B (`0, L). When performing these and the
following fits, instead of fitting all points at once, we fit data
over a sliding window. For this reason, the estimate for κ2 has
an explicit dependence on both ` and L. However, to reduce
the notational clutter, we avoid showing the dependence on
`, since the x-axis in all the figures makes this dependence
explicit.

The results for the extracted κL2,Gaussian are shown in Fig. 4.
This plot reveals non-linear dependencies on `−1 and demon-
strates the challenge in extracting an unbiased estimate for κ2.
Most notably, as judged by the proximity to the known exact
result from the Gaussian theory, the best estimate for κL2 does
not come from the thinnest cylinders with ` = δ = 1. This
observation is not surprising since the EE scaling prediction
is only expected to hold in the continuum, which, on a lattice,
amounts to the requirement δ � `. Both this condition and
the thin-slice requirement ` � L constitute the challenge of
tuning to a regime where both criteria are satisfied. One possi-
ble approach is to consider the largest extracted κL2 as the best
estimate for each system size. However, these values converge
quickly to an underestimate for the true value, implying that
this extrapolation technique will yield a biased result.

An alternative approach originates from the following in-
sight: any length on a lattice is only defined up to the lattice
spacing. As a consequence, on a lattice it is impossible to dis-
tinguish between the class of continuum cylindrical regions A
with lengths in the range (`− δ, `+ δ). In light of this realiza-
tion, let us introduce a parameter γ ∈ (−δ, δ) designed to cap-
ture the degree of freedom associated with mapping the lattice
and continuum theories such that the left-hand side of Eq. (14)
instead takes the form−κ2

L
`+γ +g2

(
δ
`

)
+B (`0, L). Here we

have included γ only within the term for which it contributes
most significantly. Notice that with L and `0 kept constant,
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FIG. 4. κ2 values for the free theory extracted from Fig. 3 via the lin-
ear fit in Eq. (16), for different system sizes L. The x-axis indicates
the lowest value of ` used in each six-point fit divided by the system
size. The density of the extracted values on the x-axis is so high that
plotting each point results in too much clutter and thus a continu-
ous line representation is used instead. The dashed line represents
the theoretical value for the Gaussian theory in the thermodynamic
limit.7
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FIG. 5. κ2 values for the free theory extracted from Fig. 3 via the
non-linear fit in Eq. (17), with an additional parameter γ introduced
to capture the short-distance behavior important in the regime of
small `. Each fit again uses six points, and the value of ` for the
x-axis corresponds to the lowest value used in each fit. The dashed
line indicates the known value for the Gaussian theory in the thermo-
dynamic limit.7

B (`0, L) is also a constant and, therefore, can be ignored in
the following discussion. The expected first-order offset due
to γ is then −L`

(
κ2 − κ2

γ
` −

g2(δ/`)`
L

)
, and the expression

in the parentheses is a good approximation for the value of κL2
extracted under a linear fit to Eq. (16). This expression thus
explains well the biases observed in Fig. 4. Namely, we ob-
serve that the estimate for κ2 is polluted by two terms. While
the term containing the conical singularity scaling function
g2 (δ/`) can be eliminated by taking the thermodynamic limit
L→∞, the systematic offset due to γ can only be suppressed
by scaling ` to infinity as well. In addition, this term explains
the observed increased negative offset in the regime ` ∼ δ.

In order to take these considerations into account, we pa-
rameterize the ambiguity in the definition of the cylinder’s
length by including the parameter γ in out fits. We perform
new non-linear fits of S2(`, L)− S2(`0, L) to the function

f2 (`) = −κL2
L

`+ γ
+ C2, (17)

for each L, now with three fitting parameters κL2 , γ and C2.
The outcome for the free theory is illustrated in Fig. 5. The
dependence of the extracted κL2 estimate on ` for this theory
has now drastically changed. In particular, the introduction of
the parameter γ has completely removed the downward drop
observed at small ` in Fig. 4. Moreover, the systematic off-
set, i.e., the difference between the peak and the known value,
which seemed to survive to the thermodynamic limit in Fig. 4,
is also remedied.

With a firmly-supported understanding of the short-distance
scaling of the Rényi entropy, we are ready to account for the
conical singularity in our estimate for κ2. For this we note
that although the non-linear fit based on Eq. (17) cannot dis-
tinguish the contributions from the universal term and the con-
ical singularity, the latter is independent of system size and
therefore its relative magnitude decays as L−1. To be more
specific, κL2 ≈ κ2 − g2(δ/`)`

L . Consequently, we perform a
second fit, extrapolating the previously extracted κL2 towards
L = ∞ via a two-parameter fit linear in L−1 such that, for
each `, we fit the results from Fig. 5 to the function

fextrap. (L) = −Cextrap./L+ κ∞2 , (18)

where κ∞2 and Cextrap. are fitting parameters. Here κ∞2 rep-
resents our final estimate for κ2 extrapolated to the thermo-
dynamic limit, with the results for the free theory illustrated
in Fig. 6. Taking the value corresponding to the smallest re-
gion A on the largest system considered as our best numerical
estimate, we find κ∞2,Gaussian = 0.0227558, which is less than
0.2% below the known value of 0.0227998.7 To put this result
into context, we can compare our estimate to that obtained in
Ref. 19, which also aims to numerically extract κ2,Gaussian but
does not take into account the proposed offset that scales as γ` .
Although the authors were able to collect a dataset for system
sizes as large as L/δ = 2000, their extrapolation to the ther-
modynamic limit yielded a value for κ2,Gaussian that is still 9%
off from its theoretical value. Therefore, our fitting procedure
produces an estimate which is two orders of magnitude closer
to the theoretical value, despite considering system sizes an
order of magnitude smaller.

B. Interacting theory

We now use the insight gained in the previous section to
proceed with the extraction of κ2,WF for the interacting Ising
theory at the Wilson-Fisher fixed point. As before, we begin
by plotting the full data set as a function of L (see Fig. 7),
and we again note a dominant linear behaviour attributed to
the universal term’s contribution in the thin-slice limit. This
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FIG. 6. κ2 values for the free theory extrapolated to the thermody-
namic limit. These values are obtained via an additional six-point
fit to the form in Eq. 18 to the results in the Fig. 5. The x-axis
indicates the value of ` used in each fit. The dashed line repre-
sents the known continuum value for the Gaussian theory7, while
the solid black circle indicates our best numerical estimate, namely
κ∞
2,Gaussian = 0.0227558, for the free theory in the thermodynamic

limit.
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FIG. 7. Entanglement entropy with respect to a reference regionA of
size `0 = 13 for the 2d Transverse Field Ising model at criticality as a
function of the system size. Different colours correspond to different
sizes of regionA from ` = 1 to ` = 12. The solid lines are linear fits
to the two largest system sizes, and the dashed continuations of the
same colour are the extrapolations of those fits to lower system sizes.
As in Fig. 3, the linear fit seems to capture most of the dependence
on L, and it is only upon closer examination that one can appreciate
the need for the two-step fitting procedure developed in Sec. IV A.

observation suggests that the two-step fitting procedure devel-
oped above for the free theory can be carried over and applied
for this interacting data set.

The effect of including the fit parameter γ for extracting
an unbiased estimate for κ2,WF can be seen by comparing fits
with (Fig. 8) and without it (Fig. 9). The estimates obtained
via fits containing γ are all above the corresponding estimates
without it. This situation is analogous to the systematic bias
towards lower values of the extracted κ2,Gaussian observed for
the free theory when the γ parameter is not included in the fits
(see Fig. 4 and Fig. 5).

0.00 0.12 0.24

`/L

0.015

0.020

κ
L 2
,W

F

FIG. 8. κ2 values for the Ising theory extracted from Fig. 7 via the
linear fit in Eq. 16, for different system sizes L. Markers with the
same color and style share the same value of `. The x-axis indicates
the lowest value of ` used in each six-point fit divided by the system
size. The dashed line represents the theoretical value for the Gaussian
theory in the thermodynamic limit.7

0.00 0.06 0.12

`/L

0.02

0.03

0.04

κ
L 2
,W

F

0.24

FIG. 9. κ2 values for the Ising theory extracted from Fig. 7 via the
non-linear fit in Eq. 17, with each fit using six point. Here we include
the additional parameter γ introduced to capture the short-distance
behavior important in the regime of small `. Markers with the same
color and style share the same value of `. The value of ` for the
x-axis indicates the lowest value of ` used in each fit divided. The
dashed line represents the theoretical value for the Gaussian theory in
the thermodynamic limit.7 The x-axis is split into two parts in order
to focus on the values of the extracted κL2,WF at low `/L, since the
values are noisy for `/L > 0.12.

Concentrating further on the fits including the parameter
γ in Fig. 9, we note a systematic increase in error bar with
increasing `/L. This trend can be explained by considering
the relative strength of the leading contribution to the univer-
sal term (proportional to L/`), against the subleading terms.
These terms originate from contributions due to the conical
singularity and the next-order Taylor expansion in χ2 (u), and
scale like u = `/L relative to the leading term. Since our fit-
ting form ignores these additional terms, the error bars can be
seen as a qualitative indicator for the validity of the assump-
tion of their relative insignificance. Indeed, the regime where
the error bars are empirically small is also that in which we are
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FIG. 10. κ2 values for the Ising theory extrapolated to the thermo-
dynamic limit. These values are obtained by fitting the results from
Fig. 9 to form in Eq. 18. The x-axis indicates the ` value used in each
six-point fit. The black marker for ` = 1 indicates our best numeri-
cal estimate κ∞

2,WF = 0.0174(5), and the dashed line represents the
known value for the Gaussian theory in the thermodynamic limit.7

The plot is split into two halves, with the right half providing a wider
range of y values. These values are not as accurate as the ones on the
left half but show the trend of decreasing error-bars and a decreasing
estimate for κ∞

2,WF.

interested (`/δ → 1), allowing us to proceed with confidence
onto the second extrapolation that estimates κ2,WF. This step
is completely analogous to that done in the free theory extrap-
olation (see Sec. IV A), and our results for the Ising theory are
shown in Fig. 10. As before, this step is based on the fact that
the relative strength of the previously neglected terms decay
as δ/L. In correspondence with our previous discussion, the
error bars are significantly reduced for small `. Furthermore,
we note that for a decreasing ` the value for κ∞2,WF seems to
decrease at first, similar to the trend observed for the free the-
ory in Fig. 6. However, our κ∞2,WF estimates seem to stabilize
within error-bars for ` ≤ 3. This fact can be interpreted as an
indication that we have reached system sizes large enough to
accurately probe the u → 0 limit. Concluding our analysis,
we take the extrapolated value κ∞2,WF = 0.0174(5), which is
extracted at ` = 1, as our best estimate for κ2 at the Wilson-
Fischer fixed point.

V. DISCUSSION

We have studied a novel universal quantity, κ2, which quan-
tifies a divergence of the Rényi entanglement entropy when
a torus is bipartitioned into two cylinders. The divergence
appears subleading to the area law, in the limit when one of
the cylinder lengths approaches zero. We have performed a
Monte Carlo calculation on a 2+1 dimensional Ising model to
discover the value of κ2,WF for the interacting Wilson-Fisher
fixed point.

Our calculations are performed on the lattice and require
careful control of finite-size effects in the scaling of the
Rényi entropy. In order to benchmark our novel fitting pro-
cedure used to extract the subleading divergence, we first

performed calculations for a free scalar field theory, regular-
ized on finite-size lattices. In this case, the thermodynamic
value of κ2,Gaussian was calculated previously in the contin-
uum, which allows us to test our fitting procedures based
against a known exact result. This benchmark illuminates the
crucial importance of the fitting parameter γ that we intro-
duce in order to extend the range of applicability of contin-
uum results to the lattice. Surprisingly, this parameter enables
us to take advantage of more of our dataset, increasing the
efficiency of our calculations in thin-slice regime. For the
second Rényi entropy of the free field, we extract the value
κ2,Gaussian = 0.0227558, which is accurate to within 0.2% of
the continuum value.

We then performed extensive Monte Carlo simulations on
the interacting Ising model, using the same lattice geometries
as in the analysis of the free theory. The use of an improved
Rényi entropy estimator based on Fortuin-Kastelyn cluster
decomposition in conjunction with the ratio trick proves to
be fundamental in obtaining the accuracy required for a re-
liable analysis.31 After the extrapolation to the thermody-
namic limit, our best estimate for the value of this univer-
sal coefficient at the interacting (Wilson-Fisher) fixed point
is κ2,WF = 0.0174(5). In total, extracting this value used ap-
proximately 200 years of CPU time.

The coefficient κ2 that we have extracted from cylindrical
geometries in the thin-slice limit additionally serves to give
insight about entangling geometries with corners that are dif-
ficult to access through direct means on a lattice. Specifi-
cally, κ2 is related to the logarithmic coefficient a2(θ) that
arises in the scaling of the Rényi EE when the entangling ge-
ometry contains a corner such that, in the small-angle limit,
a2(θ → 0) = κ2/θ.11,24 Further, combining our results for
κ2,WF with previous results for a2,WF(π/2) in the same inter-
acting theory, we expect that one can approximately recon-
struct the behaviour of a2,WF(θ) for all angles θ using tech-
niques similar to those proposed in Ref. 7.

Our numerical value of κ2 for the interacting fixed point is
relatively close to the value for the free theory, but does have
a significant difference when statistical errors are taken into
account. This finding is interesting in the context of a recent
large-N calculation for the more generalN -componentO(N)
model,48 in which the κ1 value, extracted from the von Neu-
mann EE, of the Wilson-Fisher fixed point is expected to be
directly related to the non-interacting Gaussian fixed point as
κ1,WF(N) ' Nκ1,Gaussian to leading order in N−1. This the-
oretical prediction is only applicable to κ1, thus leaving an
intriguing possibility that κ2 captures non-trivial differences
between the Gaussian and Wilson-Fisher fixed points that ex-
tend to the large-N limit. In addition, the observed proxim-
ity of κ2,WF to κ2,Gaussian for the Ising (N = 1) case is sim-
ilar to the situation encountered for the universal coefficient
of the logarithmic scaling term that arises due to a corner in
an entangling boundary in 2 + 1. There, the interacting value
is numerically very close to the free Gaussian theory. This
behaviour changes for N > 1, where extensive calculations
show the universal coefficient increasing with N . An interest-
ing avenue for future work would be to examine if κ2 obeys a
similar trend.
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The effort required by our numerical strategy illustrates the
challenge implicit in the calculation of universal quantities in
the entanglement entropy for interacting theories in 2 + 1 di-
mensions. Indeed, a high degree of numerical precision is re-
quired if such universal numbers are to be of potential use in
future studies of novel interacting lattice models, where they
may be useful in identifying underlying field theories and their
emergent degrees of freedom,4 and possibly even in attaching
an organizational hierarchy to the associated fixed points.49

The program to calculate such universal quantities in a wide
variety of interacting critical theories will continue with con-
centrated numerical studies for many years to come.
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12 I. A. Kovács and F. Iglói, EPL (Europhysics Letters) 97, 67009
(2012), arXiv:1108.3942.

13 I. R. Klebanov, T. Nishioka, S. S. Pufu, and B. R. Safdi, JHEP
07, 001 (2012), arXiv:1204.4160.

14 R. C. Myers and A. Singh, JHEP 09, 013 (2012),
arXiv:1206.5225.

15 T. Devakul and R. R. P. Singh, Phys. Rev. B 90, 054415 (2014),
arXiv:1407.0084.

16 P. Bueno and R. C. Myers, JHEP 12, 168 (2015),
arXiv:1508.00587.

17 L. E. Hayward Sierens, P. Bueno, R. R. P. Singh, R. C. Myers, and
R. G. Melko, Phys. Rev. B 96, 035117 (2017), arXiv:1703.03413.

18 G. Bednik, L. E. Hayward Sierens, M. Guo, R. C. Myers, and
R. G. Melko, (2018), arXiv:1810.02831.

19 L. Chojnacki, C. Q. Cook, D. Dalidovich, L. E. Hayward Sierens,
E. Lantagne-Hurtubise, R. G. Melko, and T. J. Vlaar, Phys. Rev.

B 94, 165136 (2016), arXiv:1607.05311.
20 W. Witczak-Krempa, L. E. Hayward Sierens, and R. G. Melko,

Phys. Rev. Lett. 118, 077202 (2017), arXiv:1603.02684.
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