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As an analogy to the Weyl point in k-space, we search for energy levels which close at a single point
as a function of a three dimensional parameter space. Such points are topologically protected in the
sense that any perturbation which acts on the two level subsystem can be corrected by tuning the
control parameters. We find that parameter controlled Weyl points are ubiquitous in semiconductor-
superconductor quantum dots and that they are deeply related to Majorana zero modes. In this
paper, we present several semiconductor-superconductor quantum dot devices which host parameter
controlled Weyl points. Further, we show how these points can be observed experimentally via
conductance measurements.

I. INTRODUCTION

Like Dirac and Majorana fermions, Weyl fermions are
a solution to the relativistic Dirac equation. Further-
more, like Dirac and Majorana fermions, Weyl fermions
emerge in certain solid state systems as quasiparticle
modes. In particular, they emerge in Weyl semimetals1–6
which are characterized by a band degeneracy point in
3-dimensional k-space. This point, known as the Weyl
point, is topologically protected from environmental per-
turbations. Any perturbation, which acts only on the
two degenerate bands can, at most, move the Weyl point
to a different location in k-space.

Recently, it has been shown that systems of multi-
terminal Josephson junctions can host Weyl points with
the analogy that k-space is replaced by the space of phase
differences between the terminals.7–11 Just like the tradi-
tional Weyl points, these points are immune to perturba-
tions which, instead of removing the point, simply move
it around the space of phase differences. As charge is the
conjugate variable to flux, it is natural to wonder if Weyl
points can also be found by replacing k-space with charge
space.

In this work, we take the analogy even further by look-
ing for Weyl points in any three dimensional space of con-
trol parameters. In other words, we will look for Weyl
Hamiltonians H = ~k · ~σ with ~k replaced by a three di-
mensional set of control parameters. In particular, we
will show how to search for these points in systems of
three and four quantum dots like the one depicted in
Fig. 1. The control parameters of the system can be
anything that influences the Hamiltonian, however, we
will attempt to use the dot potentials (ε1, ε2, ...) when
possible. The idea being that the potentials arise from
charging back gates and that charge is the conjugate vari-
able to flux. Recently, other control parameters have
been considered such as magnetic field12. Besides being
of fundamental interest, these parameter controlled Weyl
points are a signature that the chosen parameter space
fully controls the Hamiltonian of a two level system. If a
Weyl point is found in any 3-dimensional space of control
parameters then it is guaranteed that those parameters
provide access to the entire Hilbert space for those two
levels. Because the Hilbert space is fully controllable, any
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Figure 1. Schematic of a three quantum dot system. a) three
dots (blue) are proximity coupled to a parent superconductor
with strength ∆, the potential on each dot (labeled εi) is
controlled by a back gate, the dots couple to their neighbor
with a hopping strength t and spin orbit coupling α, and the
leftmost dot couples to a lead with strength τ . There is a
magnetic field gradient in the system. The magnetic field on
the end dots points in the opposite direction and must have
both an x̂ and ŷ component. b) orientation of the ground state
in the two level system which forms the Weyl point. The Weyl
point is controlled by the parameter space (ε1, ε3, By)

.

unwanted perturbation to the system can be corrected.
To find these parameter controlled Weyl points, we

employ unconventional superconductivity. Generic level
crossings in quantum dot systems occur on a sheet, in
a three dimensional parameter space (e.g. potentials),
instead of at a single point. However, there are special
points in certain unconventional superconductor devices
in which the level crossing is Weyl-like. In particular,
we will look for these Weyl points near the vicinity of
separated Majorana zero modes (MZMs) in systems of
quantum dots. Kitaev predicted that MZMs will emerge
from spinless p-wave superconducting chains.13 It has
been shown that the Kitaev chain can be simulated by
semiconductor nanowires with spin orbit coupling which
are proximity coupled to a normal s-wave superconductor
and which are subject to a magnetic field which is in-line
with the semiconductor.14–22 Signatures of the MZMs
in these devices have been observed experimentally.23–25
Another way to simulate the Kitaev chain is with chains
of semiconductor-superconductor quantum dots.26–30 For
an infinite chain of quantum dots, the MZMs are sepa-
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rated in a continuous range of control parameters. How-
ever, for a chain of a finite number of dots, as in Fig. 1,
the MZMs only separate at discrete points. Our model
is very similar to this finite Kitaev chain. As we argue in
section IV, we expect to find Weyl points in the vicinity
of those points where MZMs maximally separate. There
are a number of multi-dot systems in which Weyl points
emerge, however, we suggest that the system in Fig. 1 is
the most experimentally accessible.

The remainder of the paper is organized as follows.
In Sec. II we present two spinless models which host
Weyl points, Sec. II A a 3-dot chain and Sec. II B a 4-dot
tri-junction. These models are solved analytically. In
Sec. III we add the spin degree of freedom to the 3-dot
device and discuss the similarities and differences from
the spinless version. In Sec IIIA we present the model
for the device, in Sec. III B we show how the Weyl point
emerges and discuss which control parameters are rele-
vant, in Sec. III C we propose an experimental method
for observing the Weyl point, in Sec. IIID we define the
charge of the Weyl point and discuss its origins, and in
Sec III E we discuss alternative control parameters. In
Sec. IV we discuss the relationship between Weyl points
and Majorana operators. In Sec. V we conclude.

II. SPINLESS MODELS

We begin our search with spinless, Kitaev-like mod-
els13 of superconducting quantum dots. Although, spin-
less models are unphysical they can be approximate so-
lution of spinfull models under magnetic fields and are,
therefore, a useful starting point. In sec. III we will study
a spinful model and show how it corresponds to the spin-
less version.

In Sec. IV we observe that the Weyl points often ac-
company MZMs. Therefore, we will narrow our search
to the parameter regimes where the MZMs become max-
imally separated. The concept of maximal separation is
also discussed in Sec. IV.

A. 3-dot chain

The first configuration is a chain of three dots for which
we will try to use the chemical potential of each dot as the
3-dimensional control parameter. However, we will show
that the parameter space of potentials is not enough to
find Weyl points in this device. The Hamiltonian for this
system is the following,

H =

3∑
i=1

εic
†
i ci + t

2∑
i=1

(c†i ci+1 + c†i+1ci)

+∆

2∑
i=1

(eiφic†i c
†
i+1 + e−iφici+1ci) (1)

where εi is the potential on dot i, t is the coupling
between dots and ∆ is the p-wave superconducting

strength. States with an odd number of electrons (odd
parity) and an even number of electrons (even parity)
are uncoupled so we can consider the two parity sectors
separately. Here we will discuss even parity.

We allow the superconducting coupling to have a dif-
ferent phase φi depending on which dots are coupled.
Consider, for example, when the two segments have op-
posite phase (φ1 = −φ2 = −1) and the system is at the
Kitaev point t = ∆. For such a system, the even parity
eigenstates at ε1 = ε2 = ε3 = 0 are:

|ψ1〉 = |000〉+
1√
2

(|110〉 − |011〉)

|ψ2〉 = |101〉 − 1√
2

(|110〉+ |011〉)

|ψ3〉 = |000〉 − 1√
2

(|110〉 − |011〉)

|ψ4〉 = |101〉+
1√
2

(|110〉+ |011〉) (2)

where the first two states are degenerate H |ψ1,2〉 =

−
√

2∆ |ψ1,2〉 and the second two states are degenerate
H |ψ3,4〉 =

√
2∆ |ψ3,4〉. For large ∆, we can ignore the

high energy states by projecting onto the low energy sub-
space. Turning the potentials back on we find,

〈ψ1|H |ψ1〉 =
1

2
(ε3 + ε1) + ε2 −

√
2∆

〈ψ1|H |ψ2〉 =
1

2
(ε3 − ε1)

〈ψ2|H |ψ1〉 =
1

2
(ε3 − ε1)

〈ψ2|H |ψ2〉 =
1

2
(3ε3 + 3ε1) + ε2 −

√
2∆ (3)

Representing this low energy projection in terms of the
Pauli matrices, we have:

H ≈ ε2 −
√

2∆ + (ε3 + ε1)(1− 1

2
σz) +

1

2
(ε3 − ε1)σx.

(4)

We see that two of the Pauli matrices can be controlled
by ε1 and ε3, however, ε2 does not lift the degeneracy and
there is no way to control σy using the potentials.

On the other hand, we can pick up σy by controlling the
phase of the superconductor. Consider the perturbation
Hamiltonian;

Hδ = δc†1c
†
2 + δ∗c2c1 (5)

For some δ � ∆. Projecting this onto the low energy
subspace we get,

〈ψ1|Hδ |ψ1〉 =
1√
2

(δ + δ∗)

〈ψ1|Hδ |ψ2〉 = − δ∗√
2

〈ψ2|Hδ |ψ1〉 = − δ√
2

〈ψ2|Hδ |ψ2〉 = 0 (6)



3

𝑡

𝑡

𝑡

𝑒𝑖
2𝜋
3 Δ

Δ

𝑐1
†

𝑐2
† 𝑐3

†

𝑐4
†

𝑒𝑖
4𝜋
3 Δ

Figure 2. A four dot device that hosts Weyl points which can
be fully controlled by the potentials of the outer dots. Each
outer dot is coupled to the inner dot by a hopping term of
strength t and a p-wave superconducting term with a partic-
ular phase and a magnitude of ∆.

In terms of the Pauli matrices, the entire Hamiltonian
becomes

H +Hδ ≈ ε1 + ε2 + ε3 +
1√
2

Re[δ]−
√

2∆ (7)

+
1

2
(
√

2Re[δ]− ε3 − ε1)σz

+
1

2

(
ε3 − ε1 −

Re[δ]√
2

)
σx +

Im[δ]√
2
σy (8)

Therefore, we can control the full Weyl Hamiltonian by
including phase control on the superconductors.

B. 4-dot tri-junction

Given the results of the last section, it is alluring to
ask if the Weyl Hamiltonian can be controlled entirely
by potentials if a fourth dot is added to the system. We
will show that the answer is yes if the dot is added in a
specific way.

Consider the system of four dots depicted in Fig 2. The
Hamiltonian for the system is

H =

4∑
i=1

εic
†
i ci + t

4∑
i=2

(c†1ci + c†i c1)

+∆

4∑
i=2

(eiφic†1c
†
i + e−iφicic1) (9)

where we choose φ2 = 2π/3, φ3 = 4π/3, and φ4 = 0.
The eigenstates at t = ∆ and ε1 = ε2 = ε3 = ε4 = 0
break up into 4 sets of 4-fold degenerate states. Each set
has 2 even parity states and 2 odd parity states. Once
again, the lowest energy states are separated from the
next set of states by ∆. Therefore, we can project small

perturbations onto the low energy states without worry-
ing about the other states. The two lowest energy, even
parity states are:

|ψ1〉 = i√
6

[√
3

2
|0000〉

+ |1〉 ⊗
(
− |001〉+ χ2 |010〉+ (χ2)∗ |100〉

)
+ |0〉 ⊗ (−i |110〉+ χ∗ |101〉+ χ |011〉) 1√

2

]
|ψ2〉 = 1√

6

[√
3

2
|1111〉

+ |0〉 ⊗
(
− |110〉 − (χ2)∗ |101〉+ χ2 |011〉

)
+ |1〉 ⊗ (−i |001〉+ χ |010〉 − χ∗ |100〉) 1√

2

]
.

(10)

where χ = exp(iπ/6). Using this basis, we can write the
low energy projection of the Hamiltonian in terms of the
Pauli matrices. Keeping ε1 = 0 but turning on the other
three potentials, we have:

H ≈− 1

6
(ε2 + ε3 + ε4)σz

− 1

6
√

2
(ε2 + ε3 − 2ε4)σx

− 1

2
√

6
(ε2 − ε3)σy (11)

where we have dropped the terms which multiply the
identity matrix. We see that each of the three Pauli
matrices can be controlled by the potentials under the
three outer dots. Since the Hilbert space of two level
systems is exhausted by the Pauli matrices, any small
perturbation to the system can be corrected by tuning
these three potentials. In other words, the Weyl point
cannot be removed form the three dimensional space of
potentials by perturbing the system with energies less
than ∆. However, if any two superconducting phases
are the same then we lose control over one of the Pauli
matrices.

III. SPINFUL 3-DOT CHAIN

Kitaev-like spinless models can be obtained as the low
energy limit of a spinfull model in the presence of spin
orbit coupling and a magnetic field. In the last section,
we saw that in order to control all three Pauli matrices
in the spinless 3-dot chain we needed to control the su-
perconducting phase. However, we will see that instead
of controlling the phase difference of superconductors, we
can instead control the orientation of either the spin or-
bit coupling or the magnetic field. We suggest that the
spinful 3-dot device (see Fig. 1) is the most easily accessi-
ble system for experimental study and that the magnetic
field orientation is the most easily accessible control pa-
rameter.
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A. Spinful 3-dot chain model

We study a three dot Hamiltonian with on site poten-
tial, nearest neighbor hopping, spin orbit coupling, prox-
imity induced Andreev reflection, a magnetic field, and
interactions (see Fig. 1). This is the most general model
which hosts MZMs. The interactions are not necessary
to observe a Weyl point but we include it to demonstrate
the stability of the Weyl point.

H = Hε +H∆ +Ht +Hα +HB +HU (12)

Here the onsite potential Hamiltonian is,

Hε =
∑
i,σ

εic
†
iσciσ (13)

where εi is the onsite potential, i ∈ {1, 2, 3} runs over the
three dots, and σ ∈ {↑, ↓}. The Andreev Hamiltonian is,

H∆ =
∑
i

(
∆ic

†
i,↑c
†
i,↓ + ∆∗i ci,↓c,i↑

)
(14)

where ∆i is the induced Andreev reflection amplitude on
dot i.

The hopping Hamiltonian is,

Ht =
∑
i,σ

ti

(
c†i,σci+1,σ + c†i+1,σciσ

)
(15)

where ti is the nearest neighbor hopping strength be-
tween dot i and dot i+ 1. The spin-orbit coupling term
is broken up into its two component directions:

Hα = Hαx +Hαy (16)

with

Hαx =
∑
i

αi cos(ξi)
(
c†i,↑ci+1,↓ − c†i,↓ci+1,↑ + h.c.

)
Hαy = i

∑
i

αi sin(ξi)
(
c†i,↑ci+1,↓ + c†i,↓ci+1,↑ + h.c.

)
(17)

where αi is the overall strength of the spin orbit coupling
between dot i and i+1, and ξi is the angle that a line be-
tween the two dots makes with the x-axis. The magnetic
field Hamiltonian is also broken up into its component
directions,

HB = HBx
+HBy

+HBz
(18)

with

HBx
=
∑
i

Bi sin(θi) cos(φi)
(
c†i,↑ci,↓ + c†i,↓ci,↑

)
HBy

= i
∑
i

Bi sin(θi) sin(φi)
(
c†i,↑ci,↓ − c

†
i,↓ci,↑

)
HBz

=
∑
i

Bi cos(θi)
(
c†i,↑ci,↑ + c†i,↓ci,↓

)
(19)

where Bi is the magnitude of the magnetic field on dot
i, θi is the polar angle, and φi is the azimuthal angle of
the field on dot i. The interaction term is,

HU =
∑
i

Uic
†
i,↑ci,↑c

†
i,↓ci,↓ (20)

where Ui is the interaction strength on dot i.
In what follows, we will assume that all three dots are

isomorphic except where otherwise specified and we will
refer to isomorphic parameters by dropping the site index
(e.g. we will refer to ∆ when ∆1 = ∆2 = ∆3).

B. Energy levels for the spinfull 3-dot chain

In order to obtain Weyl points, we want to mimic the
spinless model already discussed (Eq. 1). There we had
that the two p-wave pairing terms had opposite sign. We
can mimic this behaviour, without applying a phase dif-
ference directly to the superconductors, by instead con-
trolling the magnetic field orientation under each dot. We
take this approach as we expect it to be experimentally
less challenging than controlling the phase differences. In
subsection III E we show that controlling the supercon-
ducting phase and the spin-orbit angle are both viable
alternatives to the magnetic field orientation.

Let us take θ = 0 and φ1 = π while φ2 = φ3 = 0.
Figure 3 shows the energy difference between the first
two even parity states as a function of ε1 and ε3. Just
like in the spinless case, ε2 does not open or close the
Weyl point. We see that the Weyl point drops down and
persists for B > ∆. This topological phase transition
coincides with the appearance of maximally separated
MZMs.

As we have mentioned, we want to use a magnetic field
gradient as the third control parameter. We have al-
ready used a magnetic field gradient in the x̂-direction to
drive the topological phase transition. Therefore we use
a gradient in the ŷ-direction as the third control param-
eter. Keeping θ = 0, let us take φ1 = Φ + π, φ2 = 0,
and φ3 = −Φ and let us define Bx = B cos(Φ) and
By = B sin(Φ). Keeping Bx constant, we can control
the third axis of the Weyl point with By.

Although the magnetic field has to rotate over a rather
short distance, the gradient should be experimentally
achievable. The strength of the gradient depends on the
magnetic g-factor and the distance between the dots. Al-
though there is no strict requirements for the distance
between the dots, let us say that the dots are about
1 µm apart which is the a typical length for Majo-
rana nanowires. Then from experimentally observed g-
factors24, we need a gradient in the x-direction of about
0.5 T/µm. This is rather large but is predicted to be
achievable using nanomagnets31. On the other hand, the
magnetic gradient in the y-direction can be much smaller
and should be achievable using electromagnets32.

Figure 4 shows the energy difference between the first
two even parity states as a function of various control
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Figure 3. Emergence of the Weyl point. Each panel shows
the energy difference, E, between the first two even parity
states as a function of the potential under dot 1, ε1, and
dot 3, ε3, for different values of the magnetic field, Bx. All
energy parameters are in units of the induced gap, 2∆. (a)
Bx = 0.6∆. (b) Bx = 1.4∆. (c) Bx = 2∆. For magnetic
fields below the Andreev coupling Bx < ∆, as in panel (a),
the energy levels are gaped in the ε1-ε3 plane and there is
no Weyl point. The Weyl point emerges above BX > ∆,
however, near Bx = ∆, as in panel (b), the point is smeared.
On the other hand, the Weyl point is sharp in the top right
corner of panel (c).

parameters. Panel (a) shows the Weyl cone as a function
of By and ε3 while panel (b) shows the cone as a function
of ε1 and ε3. We conclude that we have linear dispersion
as a function of all three control parameters (ε1, ε3, By).
Panel (c) shows that the Weyl point vanishes from the
two dimensional ε1-ε3 space when By is turned on. In
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Figure 4. Mapping out the Weyl point. Each panel shows the
energy difference, E, between the first two even parity states
as a function of various control parameters which are defined
in the main text. All parameters are in units of 2∆. (a)
ε1 = 1.86∆, (b) By = 0, (c) By = 0.6∆, (d) By = 0. Panels
(a) and (b) show two dimensional slices of the Weyl cone.
These show that all three parameters (ε1, ε2, By) control the
energy level separation. However, to prove that there is a
Weyl point we need panel (c) which shows that By opens the
gap everywhere in the 2D (ε1, ε2) space. Panel (d) shows that
ε2 does not open the gap and therefore cannot be used as a
control parameter.

other words, there is no line By = aε1 +bε2 (for arbitrary
a and b) on which the point stays closed. Panel (d) shows
that ε2 does not open or close the Weyl point. The Weyl
point’s immunity to ε2 means that this potential cannot
be used as a third control parameter.

The immunity of the Weyl point to ε2 is also an exam-
ple of the topological protection of the point. Just as the
standard Weyl point is a source of Berry curvature in k-
space, the parameter controlled Weyl point is a source of
the curvature in parameter space. Since we have control
over all three Pauli matrices, there are no small pertur-
bations (compared to ∆) which removes the Weyl point
from the 3-dimensional parameter space. On the other
hand, perturbations larger than ∆ can be damaging in
two ways. First, they could simply move the Weyl point
to locations in parameter space which are out of the range
of realistic tuning parameters. Second, they can close
the gap which could potentially destroy they Weyl point.
Figure 5 shows the effect of several types of perturba-
tions. In each panel, the yellow curve is the unperturbed
energy difference between the first and second even parity
state and the blue curve is the perturbed energy differ-
ence. In fact, we see that even some perturbations on
the order of ∆ do not remove the Weyl point. In Fig. 5a,
for example, the interaction strength is tuned to U = ∆.
In Fig. 5b we perturb the relative hopping strength be-
tween dots. This type of perturbation, which breaks the
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Figure 5. Protection of the Weyl point. Each panel shows the
energy difference, E, between the first two even parity states
under various small perturbations overlaid with the unper-
turbed case. All parameters are in units of 2∆. The yellow
curve in each panel is the unperturbed case. The blue curve is
for (a) U = ∆, (b) t1 = 0.5t2 = 0.5t3 and α1 = 0.5α2 = 0.5α3,
(c) B3 = 0.8B2 = 0.8B3, (d) ∆2 = 1.2∆1 and ∆3 = 1.4∆1

isomorphism between dots, takes the Weyl point off of
the diagonal ε1 = ε3. This behaviour can also be seen
in Fig 5c and Fig. 5d where we break the magnetic and
superconducting isomorphisms respectively.

C. Measuring the Weyl point

The Weyl point in the three dot chain can be observed
experimentally by tunnel coupling a metallic lead to one
of the dots in the system. In this setup, electrons tun-
nel into the dots from the lead and then Andreev reflect
off of the superconductor contacts. We calculate the dif-
ferential conductance using the well established master
equation formalism.30

Ṗi =
∑
j

(
Γj→iPj − Γi→jPi

)
(21)

where Pi is the probability of the system being in state
i. We use the steady state approximation Ṗi = 0 and
connect the lead to the first dot. The rates Γi→j are
given by,

Γi→j = Γi→jp + Γi→jh (22)

with

Γi→jp = τ2f(Ej − Ei − eV )
∑
σ

| 〈j| c†1σ |i〉 |2 (23)

Γi→jh = τ2(1− f(Ej − Ei − eV ))
∑
σ

| 〈j| c1σ |i〉 |2

where |i〉 is the eigenvector with eigenvalue Ei, f(ω) is the
Fermi distribution, and τ is the coupling between the lead
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Figure 6. Measuring the Weyl point via tunnel conductance.
Each scan is done in a different direction in the three dimen-
sional parameter space. The top row shows the different paths
δi(ε1, ε2, By) in the 3-dimensional parameter space that are
used. The bottom row shows the differential conductance as
a function of bias voltage V and the corresponding parameter
δi. All parameters are in units of 2∆.

and the first dot. Once we know all of the probabilities
Pi, we can calculate the current using,

I =
∑
i,j

Pi

(
Γi→jp − Γi→jh

)
(24)

and the differential conductance is simply dI/dV which
we calculate numerically.

Results of the transport calculation are shown in Fig. 6.
The goal in experiment will be to check that the en-
ergy gap, between the first and second even parity states,
opens along all paths through the center of the three di-
mensional parameter space. The data in Fig 6 is taken
along the paths δi(ε1, ε2, By) depicted on the top row. It
happens that the ground state of this system is an odd
parity state which is separated in energy from the first
even parity state at the Weyl point. Therefore, we see
two finite bias conductance curves (bottom row) which
cross at the Weyl point and reopen regardless of the pa-
rameter path that is chosen.

Note that the MZMs maximally separate when the odd
parity ground state and one of the even parity states
are degenerate. This can be seen in Fig 6 at around
δ ≈ −0.1 in all three panels. As expected (see Sec. IV),
the Weyl point appears in the vicinity of maximally sep-
arated MZMs.

D. Curvature of the energy degeneracies

Weyl points in k-space are characterized by a non-zero,
integer Chern number. Similarly, we can define an anal-
ogous integer for the parameter controlled Weyl point by
integrating over parameter space instead of k-space. Just
like the normal Chern number, we can define this integral
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𝜀1 𝜀2
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𝐵𝑦

𝜀1 𝜀2

𝐵𝑦

a) b) c)

Figure 7. Surfaces in the three dimensional parameter space
where the first and second even parity states are degenerate.
Going from right to leftBx = 0.6∆, 1.4∆, 2.0∆, matching the
values in Fig. 3. The global charge, calculated by integrating
over the blue box, is always C0 = +2. The charges enclosed
by the green boxes are C0 = +1 for both panels (a) and (c).

using a gauge field given by the Berry connection.

~An(~r) = i 〈n(~r)| ~∇r |n(~r)〉 (25)

where |n〉 is the nth energy level eigenstate and ~r =
{ε1, ε3, By}. The local curvature is then given by the
curl of this gauge field,

~Ωn(~r) = ~∇r × ~An(~r). (26)

Integrating the curvature on a closed surface, we get an
integer which is zero if the surface does not enclose a
degeneracies. We will call this integer the charge of a
degeneracy surface or point,

Cn =
1

2π

∮
d~S · ~Ωn. (27)

Let us apply this formalism to better understand the pa-
rameter controlled Weyl point of our three dot device
(seen in e.g. Fig 3c).

In Fig. 7 we show the surfaces of degeneracy between
the first two even parity states. We see that the Weyl
point emerges when two positively charged degeneracy
surfaces collide in the By = 0.0 plane. After the col-
lision, the Weyl point breaks off from the surface and
takes half of the total charge with it. The global charge
is unchanged throughout the entire process. In principle,
the positively charged Weyl point could be removed by
combining with a negatively charged degeneracy point.
However, there are no negative charges within the pa-
rameter regimes we have scanned.

E. Using spin-orbit angle or phase differences as
the third control parameter

So far we have used the magnetic field gradient as the
third control parameter. However, there are at least two
other possible choices, namely a superconducting phase
difference between dots or a spin-orbit angle. These pa-
rameters are likely more difficult to control experimen-
tally than the magnetic field gradient but they are equally
valid.

0.85 0.95 1.05 0.85 0.95 1.05

0.85 0.95 1.05 0.85 0.95 1.05
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0.9

0.5

0.0

a) b)

c) d)

Figure 8. Energy difference between the first two even parity
states. a) as a function of the spin-orbit angle ξ2 and the
potentials ε3 = ε1. b) as a function of the dot potentials
ε1 and ε2 for ξ = π/4. c) as a function of the phase of the
third superconducting contact φsc = −i ln(∆3/|∆3|) while the
other phases are zero, Im(∆1) = Im(∆2) = 0. d) as a function
of the dot potentials for φsc = π/4

In Fig. 8 we plot the energy difference between the first
two even parity states showing that both the supercon-
ducting phase and the spin-orbit angle can be used to
control the Weyl point. Figure 8a shows the Weyl point
in the parameter space (ε1, ε3, ξ2) where ξ2 is the spin-
orbit angle from Eq. 17. We see in Fig. 8b that ξ2 opens
the gap everywhere in the 2-dimensional (ε1, ε3) space
meaning that it can truly be used as the third control pa-
rameter. Similarly, in Fig. 8c we see the Weyl point in the
parameter space (ε1, ε3, φsc) where φsc = −i ln(∆1/|∆1|)
is the superconducting phase angle on the first dot. We
set the phase on the other dots to zero. In Fig. 8d we
see that φsc also opens the gap everywhere in the 2-
dimensional space (ε1, ε3) and is therefore another valid
control parameter.

IV. WEYL POINT FROM MAXIMALLY
SEPARATED MAJORANA MODES

We have seen that Weyl points emerge in several p-
wave superconducting devices. This is not an accident.
In fact, Weyl Hamiltonians arise naturally from a com-
parison of the algebra of Majorana operators and that of
the Pauli matrices (i.e. the quaternion algebra). Indeed,
even the Majorana operators themselves form a quater-
nion algebra. Consider a pair of Majorana operators γx
and γy which form the parity operator P = iγxγy. Any
pair of these three operators γx, γy, and P multiplied to-
gether gives the third in exactly the same way as the Pauli
matrices. Therefore, the Pauli matrices are a represen-
tation of a pair of Majorana operators and their parity.
However, Hamiltonians come with pairs of Majorana op-
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Figure 9. Topological superconducting nanowires (blue) with
Majorana end modes (red and green) in configurations that
host Weyl points. The green Majoranas are active in the for-
mation of the Weyl point while the red Majoranas are auxil-
iary.

erators, not single operators. Therefore, to reproduce the
Weyl Hamiltonian, we need to find a quaternion algebra
that involves only even numbers of Majorana operators.

One such algebra involves pairs of three different Ma-
jorana operators. Consider for example the system in
Fig. 9a where there are six Majorana operators but only
three of them are coupled (γa, γb, γc). Now consider the
operators iγaγb, iγaγc, and iγbγc. Once again, these op-
erators form a quaternion algebra and can be represented
by the Pauli matrices. Therefore, the Hamiltonian

Ha = itabγaγb + itacγaγc + itbcγbγc (28)

can be represented by the Pauli matrices,

H̄a = ~t · ~σ (29)

where ~t = (tab, tac, tbc). Of course, the Hilbert space
of Ha is twice that of H̄a. However, the even and odd
subspaces are degenerate and are both described by H̄a.

The same algebra can be found in other geometries as
well. Consider, for example, the system in Fig. 9b. The
Hamiltonian that describes this system is,

Hb = itadγdγa + itbdγbγd + itcdγcγd. (30)

At first glance, these operators do not obey the quater-
nion algebra, for example, (iγdγa)(iγbγd) 6= ±γcγd. How-
ever, since parity is conserved, the total parity operator
P = γaγbγcγd is simply a number (either ±1). Thus, we
can replace pairs of operators with the opposite pair (e.g.
γdγa = Pγbγc). Then the Hamiltonian can be rewritten
as

Hb = iP (tadγbγc + tbdγaγc + tcdγaγb) (31)

which is simply the Hamiltonian in Eq. 28 and is therefore
a representation of the Weyl Hamiltonian.

Of course these are systems of separated MZMs. In
systems of quantum dots, we do not expect Majoranas
to fully separate. However, Weyl points still emerge near
near "maximally separated MZMs". As we study chains
of only a few quantum dots, the MZMs do not separate
over a continuous range of parameters but only at dis-
crete points. One such point can be seen in Fig. 6 where

Dot 1 Dot 2 Dot 3 Dot 1 Dot 2 Dot 3 Dot 1 Dot 2 Dot 3

P
ro

b
ab

ili
ty

P
ro

b
ab

ili
ty

𝜀 = 0.75 𝜀 = 0.85 𝜀 = 0.95

𝜀 = 0.75 𝜀 = 0.85 𝜀 = 0.95

Figure 10. Probability distribution of the two Majorana de-
compositions. The top row shows the probability distribution
Px,iσ (yellow) and Py,iσ (blue) for a system with a magnetic
field gradient as in the main text. Here the Majoranas cannot
separate to different dots yet they still separate into different
spin states at ε = ε1 = ε2 = ε3 = 0.85. For comparison, in the
bottom row we show an identical system with the exception
that the magnetic field is uniform. Here the two Majorana
decompositions separate into the dots at the opposite ends of
the chain. ε is given in units of 2∆.

we claimed that the MZMs are maximally separated. Let
us now clarify what we mean by maximal separation. We
define a pair of Majorana operators as (γx,iσ, γy,iσ) such
that ciσ = 1/2(γx,iσ + iγy,iσ) destroys an electron on dot
i with spin σ. Furthermore, let |ψ0〉 be the ground state
of our system and |ψ1〉 be the first excited state. Then
we can decompose the excited state into the two types
of Majorana operators. We define the two probability
distributions,

Px,iσ = | 〈ψ1| γx,iσ |ψ0〉 |2

Py,iσ = | 〈ψ1| γy,iσ |ψ0〉 |2. (32)

By maximal separation, we mean that we are at the point
in parameter space where these two distributions overlap
the least.

In Fig. 10 we show the probability distributions for
two different systems as a function of the potential ε1 =
ε2 = ε3 = ε on the dots. The top row shows the prob-
ability distributions for the spinful 3-dot system of the
main text. Because there is a magnetic field gradient,
the MZMs cannot separate to different dots, however, at
ε = 1.7∆ the MZMs maximally separate by occupying
different spin sectors. The bottom row shows an iden-
tical system with the exception that the magnetic field
is uniform. We see that ε = 1.7∆ is indeed the point
of maximal separation. As the MZMs have more room
to move in this case, they separate to either side of the
chain.

V. CONCLUSION

We have shown that Weyl points arise naturally in
multi-quantum dot systems with superconducting leads
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tuned to the vicinity of maximally separated MZMs.
We propose a measurement scheme wherein current is
tunneled into the first dot in a three dot chain. The
Weyl point is visualized as the crossing of dI/dV peaks
at a single point in the 3-dimensional parameter space.
Generically, we expect dI/dV peaks to cross along 2-
dimensional sheets in a 3-dimensional parameter space.

If instead the peaks close at only a single point, then the
parameter space can be used to control each Pauli ma-
trix individually and, therefore, any perturbation to the
system can be corrected by the control parameters.

We thank Sergey Frolov for helpful discussions. This
work is supported by NSF PIRE-1743717.
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