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In search of a quantum phase transition between the two-dimensional (2D) ferromagnetism of CaCo2−yAs2
and stripe-type antiferromagnetism in SrCo2As2, we instead find evidence for 1D magnetic frustration between
magnetic square Co layers. We present neutron diffraction data for Ca1−xSrxCo2−yAs2 that reveal a sequence
of x-dependent magnetic transitions which involve different stacking of 2D ferromagnetically-aligned layers
with different magnetic anisotropy. We explain the x-dependent changes to the magnetic order by utilizing
classical analytical calculations of a 1D Heisenberg model where single-ion magnetic anisotropy and frustration
of antiferromagnetic nearest- and next-nearest-layer exchange interactions are all composition dependent.

I. INTRODUCTION

The 122-type cobalt pnictides ACo2Pn2 (A = Ca, Sr,
Eu, Pn = As, P) with the tetragonal ThCr2Si2-type struc-
ture (space group I4/mmm) [1–9] are metals with fasci-
nating properties due to magnetic frustration within their
square Co layers [10] and Pn-Pn hybridization-driven mag-
netoelastic interactions [2, 11]. In particular, CaCo1.86As2
shows evidence of Stoner-enhanced ferromagnetism (FM),
and SrCo2As2 [4, 5] harbors itinerant antiferromagnetic (AF)
fluctuations [9] centered at neutron-momentum transfers Q
corresponding to the stripe-type AF found in various 122-
type Fe-pnictide superconductors [1, 12–15]. These fluctu-
ations exist despite SrCo2As2 remaining paramagnetic (PM)
down to a temperature of at least T = 0.05 K [16]. Here, we
present results from neutron diffraction experiments made on
the series Ca1−xSrxCo2−yAs2 which detail the microscopic
changes to the AF order as Ca is replaced by Sr.

CaCo1.86As2 has A-type AF order below a Néel tempera-
ture of TN = 52 K, which consists of FM aligned square Co
layers stacked AF along the crystalline c direction (+−+−
structure) and an ordered magnetic moment µ lying paral-
lel to c [17, 18], as shown in Fig. 1 [19, 20]. Despite the
A-type order, its spin fluctuation spectrum indicates strong
itinerant fluctuations within the extremely magnetically frus-
trated Co planes and only weak coupling along the crystalline
c axis [10]. Creating a slight imbalance of the frustrated
intralayer interactions of the effectively 2D FM order may
drive the ground state towards stripe-type AF [10]. Thus,
studying Ca1−xSrxCo2−yAs2 provides a possible route to find
quantum critical behavior between 2D FM and stripe-type AF
ground states.

Magnetization data for the Ca1−xSrxCo2−yAs2 series re-
veal multiple magnetic transitions [19, 21] between x = 0 and
1, and similar data exist for Ca1−xSrxCo2P2 [3]. Recent re-
ports for the arsenide series find that the x = 0 A-type phase
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(AF1) transitions to an unknown magnetic phase (UNK) for
0.2 . x . 0.3, into an AF phase (AF2) with µ ⊥ c for
0.3 . x . 0.5, and finally into a PM state for x & 0.5. The
effective magnetic anisotropy has different signs in the AF1
and AF2 phases, with µ oriented parallel or perpendicular to
c, respectively. In the UNK phase, µ ‖ c but the magnetic
anisotropy is essentially zero [19]. The microscopic details of
the magnetic order in the UNK and AF2 phases were previ-
ously unknown.

In this paper, we show that the square Co layers of
Ca1−xSrxCo2−yAs2 remain FM aligned in the UNK and AF2
phases, and that the AF stacking of the layers changes with x.
Previous research has shown that materials with such coupled
FM aligned planes may be described using a one-dimensional
(1D) Heisenberg model [22] in which tuning the interlayer
coupling strengths gives rise to a variety of collinear and non-
collinear magnetic ground states [23–27]. We show that this
is the case here, and reveal that the evolution of magnetic
order in Ca1−xSrxCo2−yAs2 can be understood in terms of
the above 1D Heisenberg model with nearest-layer (NL) and
next-nearest-layer (NNL) exchange interactions and single-
ion magnetic anisotropy. Using neutron diffraction data and
analytical calculations, we show that the AF ordered phases
for 0.2 . x . 0.3 and 0.3 . x . 0.5 [19] both have an
AF propagation vector of τ1/2 ≡ (0, 0, 12 ), which requires rel-
atively large NNL exchange over much of the phase diagram.
For 0.2 . x . 0.3 the FM NL exchange is partially frustrated
by the AF NNL exchange, which may explain the occurrence
of substantial FM correlations [19] and a small µ.

II. EXPERIMENT

We synthesized plate-like single crystals of
Ca1−xSrxCo2−yAs2 by solution growth using Sn flux,
and confirmed their stoichiometry via energy-dispersive
x-ray spectroscopy measurements. We found no evidence for
vacancies of the Co sites in the x = 0.24 and 0.44 samples
used for the neutron diffraction measurements within an
uncertainty of ≈ 4.5% (i.e. y = 0 ± 4.5%). We previously
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FIG. 1. Chemical and magnetic structures of Ca1−xSrxCo2−yAs2,
and the magnetic phase diagram based on magnetization data from
Ref. [19]. The AF1 phase has A-type antiferromagnetic (AF) order
characterized by an AF propagation vector of τ = (0, 0, 1), and
consists of ferromagnetic Co layers stacked AF along the crystalline
c axis (+−+−). The ordered magnetic moment µ lies parallel to
c. The UNK phase has a ++−− structure with τ = (0, 0, 1

2
)

and µ ‖ c. The AF2 phase has τ = (0, 0, 1
2
) but µ ⊥ c. Its

order is either ++−− (left), or a clock-type AF structure (right).
The occurrence of magnetic domains prevents us from distinguishing
between these structures. Similarly, an amplitude-modulated spin-
density wave cannot be ruled out. PM stands for paramagnetic and µ
is given per Co atom. The diagrams were created with VESTA [20].

discussed that the presence of vacancies and/or the growth
technique used may lead to the different observed values
of TN for x = 0, ranging from TN = 52 to 76 K [18].
Nevertheless, this level of vacancies does not affect the
occurrence of A-type AF order [5, 17, 18, 21, 28, 29].

Neutron diffraction experiments were performed with the
HB-1A fixed-incident-energy triple-axis spectrometer at the
High Flux Isotope Reactor, using a fixed neutron energy of
14.6 meV. Effective collimations of 40′−40′−40′−80′ were
utilized and pyrolitic graphite filters were placed before the
sample. Single crystals with x = 0.24(3) and 0.44(7) and
masses of 21.9 and 20.4 mg, respectively, were measured
with their (H H L) reciprocal-lattice planes coincident with
the scattering plane, and cooled down to T = 5 K using a
He closed-cycle refrigerator. A high-energy x-ray diffraction
measurement was made as described in Ref. [18] on a 0.6 mg
single-crystal of Ca0.60(2)Sr0.40(2)Co1.93(3)As2 at station 6-
ID-D at the Advanced Photon Source to confirm that the sam-
ple retained I4/mmm symmetry down to T = 5 K. In this
report, we express Q in reciprocal-lattice units (r.l.u.).

III. RESULTS

Neutron diffraction data for x = 0.24 and 0.44 are shown
in Figs. 2(a)–2(d) and 2(e)–2(h), respectively. The arrows in
Figs. 2(a) and 2(e) point from structural to magnetic Bragg
peaks and demonstrate that the AF order is characterized by
τ1/2 = (0, 0, 12 ) for both compounds. This propagation vector
corresponds to a periodicity along c of four square Co lay-
ers, which differs from the A-type AF order found for x = 0
with τA = (0, 0, 1) (alternating square Co layers) [17], and
from the stripe-type AF order found in many 122-type Fe-
pnictide superconductors and the stripe-type spin fluctuations
in SrCo2As2 with τst = ( 12 ,

1
2 , 1) [9]. The widths of the mag-

netic and structural Bragg peaks are similar, which attests to
the presence of long-range AF order. We find no evidence for
magnetic Bragg peaks in data measured at reciprocal-lattice
positions corresponding to τA and τst.

Figures 2(b) and 2(e), respectively, illustrate that magnetic
Bragg peaks are absent at Q = (0, 0, L2 ), L = odd integer,
positions for x = 0.24, but that they occur for x = 0.44. Since
neutron diffraction is sensitive to the component of µ ⊥ Q,
these data indicate that µ ‖ c for x = 0.24, whereas µ has a
component in the ab plane for x = 0.44. These results agree
with the conclusions from magnetization data that µ ‖ c for
x = 0.24 and µ ⊥ c for x = 0.44 [19].

Figures 2(c), 2(f), and 2(g) show detailed views of select
magnetic Bragg peaks at various temperatures. The peaks
are quite weak, which implies small ordered moments. Us-
ing the magnetic structures shown in Fig. 1 for the UNK and
AF2 phases, we find µ = 0.08(1) µB/Co for x = 0.24 at
T = 6 K and 0.27(9) µB/Co for x = 0.44 at 5 K. Three
magnetic Bragg peaks were used to determine µ for x = 0.24
and six were used for x = 0.44. More details concerning the
magnetic structures are given below.

The temperature dependence of the magnetic order param-
eter for x = 0.24 and 0.44 is presented in Figs. 2(d) and 2(h),
respectively. Upon cooling, a magnetic diffraction signal first
appears at TN ≈ 80 and 50 K for x = 0.24 and 0.44, re-
spectively, which are above the values of TN ≈ 67 and 37 K
expected from magnetization data [19]. This may be due to
differences in the level of vacancies between the samples used
for the neutron diffraction experiments and those used for
magnetization [19]. In particular, the level of Co vacancies
for the neutron diffraction samples is y = 0.00(4), whereas
the magnetization samples with x = 0.25 and 0.45 have
y = 0.10(5) and 0.08(2), respectively. Samples with Co va-
cancies seem to have lower values for TN, with TN = 52(1) K
for y = 0.14 [17] and TN = 76 K for y = 0 [28]. On the other
hand, it has been suggested that vacancies alone may not ex-
plain the differing values of TN from different reports, and that
different growth conditions may also be responsible [30].
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FIG. 2. (a-c) Neutron diffraction data for x = 0.24 from scans along (1 1 L) taken at T = 6 K (a), and from longitudinal (θ-2θ) scans for
(0 0 3

2
) (b) at T = 6 K and (1 1 − 1

2
) (c) at T = 6 and 90 K. The inset to (a) shows a reciprocal-space map which indicates the scan (grayed

areas) or position corresponding to each panel. (d) Temperature dependence of the integrated intensity of the x = 0.24 sample’s (1 1 − 1
2
)

magnetic Bragg peak. (e-g) Neutron diffraction data for x = 0.44 from scans along (0 0 L) taken at T = 5 and 60 K (e), and from longitudinal
(θ-2θ) scans for (0 0 5

2
) (f) and (1 1 − 1

2
) (g) performed at various temperatures. (h) Temperature dependence of the intensity of the x = 0.44

sample’s (1 1 5
2
) magnetic Bragg peak. Arrows in (a) and (e) point from structural to magnetic Bragg peaks. Lines in (b), (c), (f), and (g) show

fits to a Gaussian lineshape with a constant background, and lines in (d) and (h) are guides to the eye.

IV. DISCUSSION

We capture the observed magnetic ordering behaviors using
the classical Heisenberg Hamiltonian:

H = Hin-plane + Jz
∑
R

SR · SR+d + J ′z
∑
R

SR · SR+2d

−Dz

∑
R

(SzR)
2 −Dxy

∑
R

[
(SxR)

4
+ (SyR)

4
]
. (1)

Here,Hin-plane contains competing FM and AF interactions be-
tween Heisenberg spins within a square layer, Jz (J ′z) is the ef-
fective NL (NNL) magnetic exchange interaction along c, Dz

(Dxy) is the single-ion magnetic anisotropy along c (within
the ab plane), and d = dĉ where d is the distance between
neighboring Co layers. We regard each FM-aligned Co layer
as a single localized Heisenberg spin SR at position R and
consider the layers’ relative orientations along c in terms of a
1D model. For helical AFs, this is a common model denoted
as the J0-J1-J2 model [31, 32].

We analytically calculate the classical ground-state energies
in units of J ′z , which we assume to be AF (J ′z > 0), and
find the phase diagram given in Fig. 3(a). More details of
our calculations are given in Appendix A. In the absence of
anisotropy, the ground state is either an A-type AF, a single-
Q helix with a turn angle of φ = cos−1[−Jz/(4J ′z)], or FM,
with phase boundaries at Jz/J ′z = 4 and −4, respectively
[31–33]. AF order with a propagation vector of τ1/2 occurs
only at Jz/J ′z = 0.

On the other hand, both neutron diffraction and magnetiza-
tion data require that Dz > 0 for x . 0.3 and Dz < 0 for
0.3 . x . 0.5, and it turns out that magnetic anisotropy sup-
presses helical AF order in favor of regions with either τ1/2-
type AF, A-type AF, or FM order. In the case of Dz > 0, Dz

must be greater than a lower bound of Dlb
z to suppress helical

AF order. For Dz < 0, anisotropy that picks a specific di-
rection within the ab plane, Dxy , must be included and must
be greater than a lower bound of Dlb

xy to suppress helical AF
order. We determined Dlb

z and Dlb
xy by comparing the energy

of a helical AF state at finite Dz > 0 or Dxy (with Dz < 0)
to the state found at large Dz or Dxy (with Dz < 0). The
computed boundaries are plotted in Fig. 3(c) and are included
in Fig. 3(a), where the helix region corresponds to coplanar
helical AF order.

The top part of Fig. 3(a) shows that for Dz > Dlb
z , the

value of |Jz|/J ′z and the sign of Jz determine the stacking
of the FM layers. The ground state is ++−− (τ1/2) for
|Jz|/J ′z < 2 and either FM (++++) or A-type AF (+−+−)
for |Jz|/J ′z > 2. Note that half of the NL interactions are
frustrated for |Jz|/J ′z < 2 whereas the NNL interactions are
frustrated for |Jz|/J ′z > 2. In other words, J ′z dominates Jz
for |Jz|/J ′z < 2 and Jz dominates J ′z for |Jz|/J ′z > 2. Fig-
ure 3(a) shows that the phase diagram looks quite similar for
Dz < 0 and Dz > 0.

Our theory predicts thatDz > Dlb
z for x = 0.24 and that the

corresponding AF structure is ++−−with µ ‖ c, as shown in
Fig. 1 for the UNK phase. For x = 0.44, which has Dz < 0,
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we predict Dxy > Dlb
xy and that the AF order is either the

++−− or the 4-state clock structure shown for the AF2 phase
in Fig. 1. Both of these magnetic structures correspond to
τ1/2 and produce similar neutron diffraction patterns due to
the presence of magnetic domains. We cannot differentiate
between them using our data. Similarly, we cannot rule out an
amplitude-modulated spin-density wave for either x = 0.24
or 0.44. The absence of evidence for a distortion away from
tetragonal symmetry in our high-energy x-ray diffraction data
for x = 0.40 may favor the 4-state clock structure for AF2.

Figure 3(a) also illustrates that close to Jz/J ′z = ±2 the
degree of anisotropy needed to suppress helical AF order be-
comes quite significant. In particular, for Dz < 0 and a weak
dependence of Dxy on x, we predict distorted helix states to
emerge when Jz/J ′z falls outside the window where τ1/2-type
order is stabilized. These distorted helix states are multi-Q

states, and have a turn angle which varies along c as the spins
are canted towards a and b by Dxy . The precise form of the
distorted helix order, which is not observed for x = 0.44,
may be determined numerically, as done for helical AFs in
Refs. [33] and [34], or by classical Monte-Carlo simulations.

We further test our model by analytically determining the
spin-flop and saturation magnetic fields, hsf and hsat, respec-
tively, for the A-type and τ1/2-type ground states with Dz >

Dlb
z , and compare its predictions to magnetization M versus

magnetic fieldH data [19]. We assume that the ab component
of the flopped spins have helical AF order similar to that for
Dz < 0 and negligible Dxy , and plot the results in Fig. 3(b).
In our calculations, h = gµBH and we set µ = gµBS = 1,
where g is the spectroscopic splitting factor.

We find that our model predicts the observed spin flop in
the A-type AF phase [19] for 2 < Jz/J

′
z < 4 with

hsf =
SJ ′z
4

√
8dz − (jz − 4)2

√
−8dz + (jz + 4)2 , (2)

where jz = Jz/J
′
z and dz = Dz/J

′
z . A spin flop occurs

only if jz >
√
8 (dz − 2); otherwise the compound directly

saturates with increasing H . For −2 < jz < 2, the spin-flop
field is

hsf =
SJ ′z
4

√
8dz − j2z

√
−8dz + (jz + 4)2 , (3)

and a spin flop occurs only for jz > −2 + 2
√
2dz − 1.

For the saturation fields, we find
hsat =

SJ′
z

4

[
−8dz + (jz + 4)2

]
for −2 < Jz/J

′
z < 4.

If the system directly saturates without a spin flop, we find
hsat = 2SJz for 2 < Jz/J

′
z < 4 and hsat = S(Jz + 2J ′z) for

−2 < Jz/J
′
z < 2.

Using the expressions for 2 < Jz/J
′
z < 4, the experimen-

tal M(H) data for x = 0 [19] and the experimentally de-
termined value of µ = 0.43 µB/Co [18], we estimate that
Jz ≈ 0.24 meV and Dz ≈ 0.08 meV for x = 0 and place it
on the phase diagram in Fig. 3(a) by arbitrarily assuming that
Jz/J

′
z = 3. We place the x = 0.24 compound in the τ1/2-type

AF ordered region of Fig. 3(a) corresponding to FM Jz and
Dz > Dlb

z based on the observed AF propagation vector for
x = 0.24 and the fact that magnetization data find evidence
for strong FM correlations along c coexisting with the AF or-
der [19]. In this region, Jz is partially frustrated, and may
cause the strong FM correlations and a value of µ much lower
than that found for either x = 0 or 0.44. Magnetization data
for x = 0.44 do not show evidence for strong FM correlations
along c [19]. Hence, we place it on the positive side of the
Jz/J

′
z axis in Fig. 3(a).

For Ca1−xSrxFe2As2, stripe-type AF order persists across
the series with an almost constant µ despite TN increas-
ing by ≈ 48% between x = 0 and 0.3 [35]. The
change in TN is tied to changes in the chemical unit cell
size and structure. This behavior is distinct from our
observations for Ca1−xSrxCo2−yAs2. Nevertheless, the
crossover from a collapsed-tetragonal to tetragonal phase in
Ca1−xSrxCo2−yAs2 and the associated large increase in c and
changes to other unit-cell parameters with increasing x [19]
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likely play a role in the variation of Jz and Dz with composi-
tion.

A recent report on electronic-band-structure calculations
for ACo2As2, A = Ca, Sr, Ba, find that the overall electronic
structures are similar for all three compounds, with only the
proximity to a van Hove singularity of a flat band associated
with the Co eg orbitals responsible for FM fluctuations within
the ab plane differing between them [36]. The flat band lies
just below the van Hove singularity for A = Ca, causing an
enhancement of the dynamical susceptibility which may lead
to the observed A-type AF order. The flat band lies further
away from the van Hove singularity for A = Sr and Ba,
which have not been observed to magnetically order. The
closer proximity of the flat band to the van Hove singularity
for A = Ca is tied to a larger Co-Co bond length and lower
As height above a Co layer. It would be interesting to observe
how the enhancement in the dynamical susceptibility seen for
A = Ca changes as Ca is systematically replaced by Sr.

V. CONCLUSION

Our results highlight the manifestation of highly-tunable
and analytically-determinable magnetic ground states in
Ca1−xSrxCo2−yAs2 in the presence of frustrated NL or NNL
exchange between FM-aligned square Co layers and mag-
netic anisotropy. More generally, we have found that the
cobalt-arsenide system manifests strong magnetic frustration
both within its square layers and between them. The origins
of frustration within the layers likely trace back to flat elec-
tronic bands associated with Stoner-like ferromagnetism [36],
whereas here we highlight a different kind of frustration: frus-
tration between FM-aligned layers. Future band structure cal-
culations and inelastic neutron scattering experiments can pro-
vide detailed information on the magnetic state of the layers
themselves, and determine whether or not the itinerant FM
fluctuations present for x = 0 persist into the UNK and AF2
phases, and if the stripe-type fluctuations found in SrCo2As2
[9] exist in Ca1−xSrxCo2−yAs2. Such work should also re-
sult in a better understanding of the microscopic origin of the
compositional changes to our Heisenberg model’s parameters,
as well as the limits of our 1D local-moment model.
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Appendix A: Analytical Calculations

1. Introduction

We model the stacking along the tetragonal c axis
of the ferromagnetically (FM) aligned square Co layers
in Ca1−xSrxCo2−yAs2 using the classical local-moment
Heisenberg spin Hamiltonian:

H = Hin-plane + Jz
∑
R

SR · SR+d + J ′z
∑
R

SR · SR+2d

−Dz

∑
R

(SzR)
2 −Dxy

∑
R

[
(SxR)

4
+ (SyR)

4
]
, (A1)

and analytically calculate the classical ground-state energies
in units of J ′z , which we assume to be antiferromagnetic (AF)
(J ′z > 0). We regard each FM-aligned Co layer as a single
Heisenberg spin SR at position R, and consider the layers’
relative orientations along c in terms of a one-dimensional
(1D) model. For helical AF, this is a common model denoted
as the J0-J1-J2 model [31, 32]. In Eq. (A1), Hin-plane con-
tains competing FM and AF interactions between Heisenberg
spins within a square layer, Jz (J ′z) is the effective nearest-
layer (NL) [next-nearest-layer (NNL)] exchange along c, Dz

(Dxy) is the single-ion magnetic anisotropy along c (within
the ab plane), and d = dĉ, where d is the distance between
neighboring Co layers.

The following subsections give details of the calculations
for the spin-flop hsf and saturation hsat fields in different re-
gions of the phase diagram shown in Fig. 3(a) for a magnetic
field H applied along c. Details of the calculations used to es-
timate the lower bounds of Dz and Dxy necessary to suppress
a helix state are also presented.

To determine hsf and hsat, the standard Zeeman-interaction
term is added to Eq. (A1):

HZ = −µ ·H = hz
∑
R

SzR . (A2)

For brevity, the spectroscopic-splitting factor g and Bohr mag-
neton µB are absorbed into the field definition hz = gµBHz ,
where Hz is the magnetic field applied along c. These con-
stants are restored at the end for numerical estimates of Jz and
Dz that incorporate experimental results.

2. Jz/J
′
z > 4,Dz ≥ 0, and hz > 0

The ground state in the regime Jz/J ′z > 4 and Dz ≥ 0
is A-type AF order with moments laying along c, as shown
for the AF1 phase in Fig. 1. The AF propagation vector τ
is τA = (0, 0, 1). We consider the following variational state
[see Fig. 4(a)]:

S = (cos θ cos[Q ·R], 0, sin θ), (A3)
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θ

(a)

x

z

FIG. 4. Variational ground states of the Hamiltonian in Eq. (A1) with
a magnetic field applied along the crystalline c axis [see Eq. (A2)]
for (a) Jz/J ′z > 4 and (b) −4 < Jz/J

′
z < 4. θ is the canting angle,

and φ is the turning angle of the helix.

and set Q equal to τA. Note that θ is measured from the ab
plane rather than c. The energy of this state is

E1 = NS2[− cos(2θ)Jz − sin2 θDz + J ′z]−NShz sin θ .
(A4)

Minimizing Eq. (A4) with respect to θ gives:

Jz sin 2θ −Dz sin θ cos θ =
hz
2S

cos θ , (A5)

which has two solutions:

θ1 = π/2 (A6)

and

θ2 = sin−1
[

hz
2S(2Jz −Dz)

]
. (A7)

The first solution is the saturated state, where the spins are
fully polarized along the field direction. The second solution
is a canted state, in which the spins are canted away from c.
hsf is found by setting the energy of the canted state equal to
the energy of the hz = 0 state. This yields

hsf =
S

sin θ2
[Jz(1− cos 2θ2) +Dz(1− sin2 θ2)] . (A8)

Solving Eq. (A8) gives

hsf = 2S
√
Dz(2Jz −Dz) . (A9)

Note that hsf vanishes as Dz → 0.
The canted state exists only if hsf < 2S(2Jz−Dz). It must

occur before the saturated state occurs, otherwise the spins
would directly saturate. We can determine when this happens
by setting the energy of the saturated state equal to the hz = 0
state, which gives:

hsat = 2SJz . (A10)

Comparing Eqs. (A9) and (A10), we see that the canted state
exists for Jz > Dz . To summarize, for the Jz/J ′z > 4 and
Dz ≥ 0 region of the phase diagram we have:

hsat = 2SJz (A11)

for Jz < Dz , and

hsf = 2S
√
Dz(2Jz −Dz) , (A12)

hsat = 2S(2Jz −Dz) (A13)

for Jz > Dz .

3. −4 < Jz/J
′
z < 4,Dz ≥ 0, and hz > 0

Let us consider the regime with −4 < Jz/J
′
z < 4 and

Dz ≥ 0. As we show below, for Dz ≥ 0 and hz = 0 the
ground state is a helix with a turn angle given by cosφ =
−jz/4, where jz = Jz/J

′
z . For Dz > 0, we expect the helix

to align and distort to accommodate the easy-axis anisotropy
[gray region of the phase diagram in Fig. 3(a)], and we do not
have an analytical expression for this state. Nevertheless, as
discussed in the main text, for Dz greater than a lower bound,
Dlb
z , the ground state is FM for jz ≤ −2, τ1/2-type AF with

τ1/2 = (0, 0, 12 ) for −2 ≤ jz ≤ 2, and A-type AF [τA =
(0, 0, 1)] for jz ≥ 2.

We now consider hz > 0 and the following variational state
[see Fig. 4(b)]:

S = (cos θ cos[nφ], cos θ sin[nφ], sin θ) , (A14)

where φ is the turn angle, n is an integer representing the layer
number along c, and θ is the canting angle (measured from the
ab plane). We expect Eq. (A14) to describe the ground state
for hz � SDz .

The energy of a state given by Eq. (A14) is

E2 =NS2[Jz(cos
2 θ cosφ+ sin2 θ)−Dz sin

2 θ

+J ′z(cos
2 θ cos 2φ+ sin2 θ)]−NShz sin θ , (A15)

which is independent of n. To obtain a solution for the turn
angle, we minimize Eq. (A15) with respect to φ which gives

−Jz cos2 θ sinφ− 2J ′z cos
2 θ sin 2φ = 0 . (A16)

Since cos θ 6= 0 in the canted state, it is safe to cancel the
term. Equation (A16) then has the following solution:

φ = cos−1
[
− Jz

4J ′z

]
. (A17)

φ = 0 (φ = π) corresponds to FM-aligned (A-type AF-
aligned) layers, and φ = π

2 corresponds to τ1/2-type AF-
aligned layers. Other values of φ correspond to a helix state,
or a single-Q helix state for the case of Dz and Dxy = 0.
Note that φ is independent of Dz and hz .

Next, to determine hsf and hsat, we minimize Eq. (A15) with
respect to θ and use Eq. (A17) to substitute for φ in subsequent
calculations. From Eq. (A15) we find:

θ1 = π/2 (A18)
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and

θ2 = sin−1
[

4hzJ
′
z

−8SDzJ ′z + S(Jz + 4J ′z)2

]
. (A19)

The first solution is the saturated state, and the second corre-
sponds to a canted-helix state.

To determine hsf, we need to compare the energy of the
canted-helix state to the hz = 0 ground-state energy. We
assume that the orientation of the spins in the spin-flopped
state is given by Eq. (A14). The expressions for hsf we de-
rive below are therefore only lower bounds. Since the hz = 0
ground state with Dz � Jz is A-type AF [τA = (0, 0, 1)]
for 2 < jz < 4 and τ1/2-type AF [τ1/2 = (0, 0, 12 )] for
−2 < jz < 2, we consider the two cases separately.

a. (0, 0, 1) order for 2 < Jz/J
′
z < 4, Dz ≥ 0, and hz > 0

Substituting φ = π and θ = 0 into Eq. (A15) and taking
hz = 0 yields a zero-field ground state energy for the A-type
AF order of

E = NS2(−Jz −Dz + J ′z) . (A20)

Upon setting Eqs. (A20) and (A15) equal to each other, and
substituting Eq. (A17) for φ and Eq. (A19) for θ, we find that

hsf =
SJ ′z
4

√
[8dz − (jz − 4)2][−8dz + (jz + 4)2] , (A21)

where jz = Jz/J
′
z and dz = Dz/J

′
z . Similarly to the previous

section, this spin-flop field is only valid if sin θ < 1, otherwise
the system directly saturates. This happens when

hsat = 2SJz . (A22)

Upon setting Eq. (A22) equal to the value of field that solves
Eq. (A19) for θ = π

2 , we arrive at the condition for the transi-
tion:

j2z = 8 (dz − 2) . (A23)

To summarize, in the 2 < Jz/J
′
z < 4 and Dz > 0 part of the

phase diagram we have the following spin-flop and saturation
fields:

hsat = 2SJz (A24)

for j2z < 8 (dz − 2), and

hsf =
SJ ′z
4

√
8dz − (jz − 4)2

√
−8dz + (jz + 4)2 , (A25)

hsat =
SJ ′z
4

[
−8dz + (jz + 4)2

]
, (A26)

for j2z > 8 (dz − 2).

b. (0, 0, 1
2
) order for −2 < Jz/J

′
z < 2

Substituting φ = π
2 and θ = 0 into Eq. (A15) and taking

hz = 0 yields a zero-field ground state energy for the τ1/2-
type AF order of

E = NS2(−Dz − J ′z) . (A27)

Setting Eq. (A27) equal to Eq. (A15), and substituting
Eq.( A17) for φ and Eq. (A19) for θ gives

hsf =
SJ ′z
4

√
8dz − j2z

√
−8dz + (jz + 4)2 . (A28)

This spin-flop field is only valid if sin θ < 1, otherwise the
system directly saturates. This happens when:

hsat = S(Jz + 2J ′z) . (A29)

Upon setting Eq. (A29) equal to the value of field that solves
Eq. (A19) for θ = π

2 , we arrive at the condition for the transi-
tion:

jz = −2± 2
√
2dz − 1 . (A30)

Since this calculation is only valid for jz > −2, we disregard
the solution with the minus sign.

To summarize, in the −2 < jz < 2 and Dz > 0 part of the
phase diagram we have the following spin flop and saturation
fields:

hsat = S(Jz + 2J ′z) (A31)

for jz < −2 + 2
√
2dz − 1, and

hsf =
SJ ′z
4

√
8dz − j2z

√
−8dz + (jz + 4)2 , (A32)

hsat =
SJ ′z
4

[
−8dz + (jz + 4)2

]
(A33)

for jz > −2 + 2
√
2dz − 1. Equations (A32) and (A33) also

apply for dz < 1/2.

c. Comparison with experimental data

Using the expressions for 2 < Jz/J
′
z < 4, the experi-

mental M(H) data for x = 0 [19] and experimentally de-
termined value of µ = 0.43 µB/Co [18], we estimate that
Jz ≈ 0.24 meV and Dz ≈ 0.08 meV for x = 0. We place
x = 0 on the phase diagram in Fig. 3(a) by arbitrarily assum-
ing that Jz/J ′z = 3.

We place the x = 0.24 and x = 0.44 compounds in the
−2 < Jz/J

′
z < 2 region of the phase diagram in Fig. 3(a)

based on our neutron diffraction result that both compositions
have τ = τ1/2, with µ ‖ c for x = 0.24 (corresponding to
Dz > 0) and µ ⊥ c for x = 0.44 (corresponding to Dz <
0). Further, we place the x = 0.24 compound on the FM
side (Jz < 0) and close to the FM boundary (Jz/J ′z & −2),
as M(H) curves for x = 0.25 are quite soft, showing small
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saturation fields [19]. We think that the proximity to the jz =
−2 phase boundary and/or the frustrated FM NL exchange
combined with sufficiently large dz may explain the reported
strong FM correlations along c in the midst of AF order, as
well as a value for µ lower than that found for either x = 0 or
0.44. Magnetization data for x = 0.45 do not show evidence
for strong FM correlations along c [19], hence we place x =
0.44 on the positive side of the Jz/J ′z axis.

4. Estimation ofDlb
xy

In the case of easy-plane anisotropy corresponding to spins
lying in the ab plane (Dz < 0), the ground state for Dxy = 0
is a helix with µ lying in the ab plane. In order to obtain the
experimentally observed τ of τ1/2 = (0, 0, 12 ) for x = 0.44,
Dxy must be finite and larger than a lower bound of Dlb

xy . To
find Dlb

xy , two calculations are necessary: (1) we need to de-
termine the energy difference between the helix state and the
τ1/2-type AF state (i.e. the energy gap δEgap to overcome); (2)
we need to determine how Dxy affects the energy of the helix
state versus how it affects the τ1/2-type AF state. Namely, we
need to determined how effectiveDxy is at overcoming δEgap.

For (1), we use the above results to determine the energy
of the FM, τ1/2-type AF, A-type AF, and helix states to be,
respectively:

E0 = NS2(Jz + J ′z) , (A34)

Eπ
2
= −NS2J ′z , (A35)

Eπ = NS2(−Jz + J ′z) , (A36)

and

Ehelix = NS2(Jz cosφ+ J ′z cos 2φ) . (A37)

As in Eq. (A17), cosφ = − Jz
4J′
z

gives the turn angle for the
helix. Whether the FM, τ1/2-type AF, or A-type AF state is
closest in energy to the helix state is dependent on the Jz/J ′z
ratio. The gaps are:

δEgap = E0 − Ehelix for Jz/J ′z < −2 , (A38)
δEgap = Eπ

2
− Ehelix for − 2 < Jz/J

′
z < 2 (A39)

and

δEgap = Eπ − Ehelix for Jz/J ′z > 2 . (A40)

For (2), we look at the energy contribution of Dxy in terms
of unit strength. For the FM, τ1/2-type AF, or A-type AF state,
we get, by design, energies of

E
Dxy
0,π2 ,π

= E
Dxy
0 = E

Dxy
π
2

= EDxyπ = −1 , (A41)

where we have dropped the factor of NS2 for convenience.
For the helix state we need to calculate:

E
Dxy
helix = − 1

N

N−1∑
n=0

sin4 nφ+ cos4 nφ , (A42)

where we sum over N layers that make a full turn of the helix
commensurate with the chain. The summation can be done
analytically by using the trigonometric identities

sin4 nφ =
1

8
(3− 4 cos 2nφ+ cos 4nφ) (A43)

and

cos4 nφ =
1

8
(3 + 4 cos 2nφ+ cos 4nφ) , (A44)

and noting that the sum over the linear trigonometric func-
tions are averages over the period, which is zero. Thus, we
only have the constant terms left, and EDxyhelix = − 3

4 . There-
fore, the unit strength Dxy term creates an energy difference
of δEDxy = E

Dxy
helix − E

Dxy
0,π2 ,π

= 1
4 , and

Dlb
xy =

δEgap

δEDxy
= 4δEgap , (A45)

where δEgap is given in Eqs. (A38)–(A40). Dlb
xy(Jz/J

′
z) is

shown in Fig. 3(c).

5. Estimation ofDlb
z

The calculation of the equivalent lower bound on Dz fol-
lows a similar vein. The only differences are due to the effect
of the unit strength of Dz on the helix state, and that we as-
sume that the plane of the helix contains c. The energy we
need to calculate to determine the unit strength of Dz is

EDzhelix= −
1

N

N−1∑
n=0

cos2 nφ = − 1

N

N−1∑
n=0

1

2
(1 + cos 2nφ)

=
1

2
, (A46)

which leads to

Dlb
z =

δEgap

δEDz
= 2δEgap . (A47)

Thus, the shape of the Dlb
z (Jz/J

′
z) curve is the same as

Dlb
xy(Jz/J

′
z), but has half the magnitude. Dlb

z (Jz/J
′
z) is plot-

ted in Fig. 3(c).
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