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Abstract

Atomistic first-principles-based simulations are used to investigate polarization reversal in fer-

roelectrics in both the intrinsic and extrinsic regimes in order to determine the origin of nearly an

order of magnitude difference in the coercive field predicted theoretically and observed in exper-

iments. We find that the residual depolarizing field that is routinely ignored from considerations

is responsible for the drastic reduction of the coercive field. The depolarizing field stabilizes a

polydomain phase which allows for counterintuitive cooperation with the applied field to achieve

polarization reversal in an energy efficient way. Contrary to the common belief that low coercive

field necessitates polarization reversal via domains formation and propagation, we predict that

the same fields could be achieved if the residual depolarizing field is taken into account. An effi-

cient way to incorporate such depolarizing field in any type of atomistic simulations is proposed,

which is expected to resolve the long-standing issue of overestimation of fields in simulations of

ferroelectrics.
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I. INTRODUCTION

Ferroelectrics are the materials that develop spontaneous polarization that is reversible

by the application of external electric field. The field at which the polarization reverses its

sign is termed the coercive field, Ec, and is an important characteristic of a ferroelectric as it

quantifies the easiness of polarization reversal. Technologically, the polarization reversal is

in the heart of the ferroelectric memories. Experimentally, the coercive field depends on the

electric field frequency, material, sample type (ceramics or single crystal), grain size, sample

thickness, temperature, orientation, and others. For example, for a prototypical ferroelectric

PbTiO3, Ec is in the range 0.053-0.250 MV/cm1,2. Not surprising, the subject of polarization

reversal remains the focus of attention for decades3–8. The polarization reversal can occur

via nucleation of the domain with antiparallel polarization direction. The energy change for

such nucleation is ∆W = σA + WE − PEV , where the first term gives the energy of the

domain wall, the second term is the depolarizing energy, and the last term is the energy

due to applied electric field9; P , E, and V are the polarization, applied electric field and

the volume of the nucleus, respectively. The rate of domain nucleation is proportional to

e−∆W/kBT . The probability of nucleation by thermal fluctuations is extremely small, since

∆W is about 108 kBT , primarily from the depolarizing energy. It is reasonable to expect

that at the crystal surfaces, inhomogenieties, or existing domains ∆W can be considerably

smaller9,10. As a result, the polarization reversal via domains is expected to occur in the

extrinsic regime associated with the presence of defects. As the electric field increases, ∆W

decreases, and at sufficiently high field, a homogeneous polarization reversal can occur. It

can be viewed as nearly simultaneous nucleation of many tiny domains with antiparallel

polarization direction, promoted by the increase in entropy. The polarization reversal in

the absence of defects occurs in the intrinsic regime. Such homogeneous switching has been

reported11,12. The intrinsic polarization reversal has much larger Ec
10. For example, for

90◦ polarization switching without domain wall motion in a BaTiO3 crystal, the coercive

field is 500 V/mm which is to be compared with 80 V/mm via 90◦ domain wall motion.

The fundamental question is how the polarization reversal evolves from its intrinsic limit

associated with high Ec to the extrinsic one associated with drastically lower Ec. What

type of defects or their energetic contribution is responsible for such a crossover? Does the

extrinsic polarization reversal require domains, and does the intrinsic one exclude them?
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Experimentally, these questions are challenging to address as the extrinsic contributions

are unavoidable and rarely can be quantified. Computationally and theoretically, on the

other hand, the challenge is in incorporating realistic extrinsic contributions in the models.

Indeed, the majority of simulations study defect-free, surface-less samples. Not surprising,

the Ec in models and computations often overestimates the experimental ones13–16. This

brings a methodological question of whether it is possible to introduce a universal yet re-

alistic type of defect to simulations which is capable of bringing the computational Ec in

agreement with experiment. Recently, an analytical first-principles-based model has been

developed to accurately predict the ferroelectric hysteresis loops at realistic sizes and time-

scales17. The model, however, is limited to domain-driven polarization reversal. Another

atomistic study examined the dynamics of preexistent domains in BaTiO3
18. An atomistic

study on BiFeO3 found inhomogeneous switching mechanism in tetragonal phases and ho-

mogeneous switching for the rhombohedral phases16. Previously, domain-driven polarization

reversal was predicted in Pb(Ti1−x,Zrx)O3 nanowires under lower electric field, while homo-

geneous polarization reversal was predicted under larger fields19. Motivated to address the

important questions about polarization reversal, we carry out first-principles-based Molec-

ular Dynamics (MD) simulations on bulk PbTiO3.

II. METHODOLOGY

The interatomic interactions are modeled by the first-principles-based effective Hamilto-

nian of Ref.20 that provides simultaneously accurate description of both static and dynam-

ical properties of this material. In particular, it predicts the transition from paraelectric

to ferroelectric phase at 625 K which somewhat underestimates the experimental value of

760 K21–23. It accurately describes soft mode frequencies in a wide temperature range20. The

degrees of freedom for the Hamiltonian include local modes, ui, which are proportional to

the dipole moment in the unit cell, and strain variables tensors ηi (in Voigt notations) that

are responsible for mechanical deformations of a unit cell. The energy of the Hamiltonian

is20

Etot =EFE({ui}) + Eelas({ηi}) + EFE−elas({ui, ηi}) + Eelec({ui}), (1)

where EFE is the energy associated with the ferroelectric local modes and includes contri-

butions from the dipole-dipole interactions, short-range interactions, and on-site self energy.
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The second term, Eelas, is the elastic energy associated with the unit cell deformations.

EFE−elas is the energy contribution due to the interactions between the ferroelectric local

modes and the strain. The last term gives the interaction energy between the local modes and

an external electric field. Periodic boundary conditions are applied along all three Cartesian

directions to simulate bulk samples. Calculations were carried out at constant temperature

of 300 K by utilizing a thermostat within the MD simulations. Periodic boundary conditions

are applied along all three Cartesian directions to simulate bulk samples. Calculations were

carried out at constant temperature of 300 K by utilizing the Evans-Hoover thermostat24

with MD step of 1.0 fs.

III. RESULTS AND DISCUSSION

We begin with the investigation of the polarization reversal in PbTiO3 in the intrinsic

regime, that is in defect-free bulk samples.

Intrinsic regime: supercell size effect. We first asses the dependence of Ec on the simu-

lations supercell size. The hypothesis is that larger supercells allow for larger fluctuations

from the average values, which, in principle, could lead to the formation of the critical size

nucleus. The supercell sizes of NxNxN unit cells of cubic perovskites were considered with

N in the range of 12 to 92 with the step of 4 unit cells. For sizes up to N = 60 we sim-

ulated 10 periods of electric field whose frequency was 10 GHz, while for larger sizes, we

simulated only 4 periods due to computational limitations. Figure 1 shows our data for

Ec(N
3) along with the range of experimental data for PbTiO3 and lead titanate zirconate,

PZT. The data predicts no size dependence within the size range investigated. The average

value of Ec is 1.1±0.01 MV/cm which significantly overestimates the experimental values of

0.14-0.30 MV/cm in PbTiO3 and PZT1,2,25.

Intrinsic regime: electric field frequency. The Ec exhibits dependence on frequency. To

investigate this dependence we applied an ac electric field with the frequency in the range

of 0.01 to 10 GHz to the simulation supercell of 40x40x40 unit cells. The frequencies higher

than 10 GHz will already overlap with intrinsic soft mode dynamics range, while frequencies

below 0.01 GHz are computationally prohibitive. This data is given by the green diamonds

in Fig.4(c). Within the investigated range of frequencies, the intrinsic Ec shows rather weak

frequency dependence which extrapolates to 0.97 MV/cm at zero Hz and overestimates
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FIG. 1. Dependence of the coercive field on the supercell size. The shaded area indicates the range

of experimental coercive fields from the literature1,2,25.

significantly the experimental values. On the basis of investigations in the intrinsic regime,

we conclude that the intrinsic Ec in PbTiO3 is around 1 MV/cm. Next, we turn to the

investigation of the extrinsic regime.

Extrinsic regime: electric field direction. Many ferroelectric samples are grown

in the form of polycrystalline ceramics with small crystallites being randomly oriented

crystallographically26. The polarization reversal in this case should take into account the

domain reorientation in each grain and the polycrystalline state as a complex of randomly

oriented crystals. This, for example, results in nearly 83% decrease in spontaneous polar-

ization in ceramics as compared to single crystals26. As a result, Ec is also expected to

be affected by the state of the sample. In order to model a polycrystalline sample, we

subjected the simulated supercell of 40x40x40 to an electric field applied along different

crystallographic directions. In particular, 50 directions of the applied field uniformly sam-

pled on the surface of a unit sphere were selected. The frequency of the field was 10 GHz.
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The distribution of Ec obtained from the 50 simulations is given in Fig.2(a), where Ec ranges

from 0.60 to 0.84 MV/cm, as compared to the average value of 0.90±0.05 MV/cm for this

supercell under the electric field applied along the polar direction. To model the hysteresis

loop of ceramics, we averaged the loops obtained for the 50 different field directions. Figure

2(b) gives this data in comparison with single-crystalline computational data. We find the

decrease in spontaneous polarization of 2.7% and in Ec of only 10.9%. Surprisingly, we find

that while Ec indeed decreases in polycrystalline samples, it still significantly overestimates

the experimental values. Therefore, the polycrystallinity of the sample can not account for

the overestimation of the Ec in computations.
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FIG. 2. Distribution of Ec obtained for different directions of the applied electric field (a); and

comparison between the hysteresis loops simulating ceramic and single crystalline sample (uniaxial)

(b). In the latter one, the field is applied along the polar direction.

Extrinsic regime: epitaxial strain. The next extrinsic effect to be considered is the epi-

taxial strain, η, that arises from the lattice mismatch between the ferroelectric film and the

substrate. We simulated η in the range [-0.95:0.95]% applied in the [001] plane which is per-
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pendicular to the direction of the applied electric field. We modeled 4 periods of the electric

field whose frequency was 10 GHz. The simulation supercell size was 40x40x40. A few repre-

sentative loops are given in Fig.3(a) Epitaxial strain was found to have a pronounced effect

on the Ec. Compressive strain broadens the loops while tensile strain makes them slimer.

We found that for tensile strains of magnitude >0.65 %, no spontaneous polarization ap-

pears along the direction of the field. The dependence Ec(η) is given in Fig.3(b) and can be

fitted with a a linear function −1.2η+ 0.8 MV/cm. We conclude that the extrinsic effect of

epitaxial strain could account for the reduction of Ec with respect to its intrinsic value in

samples under tensile strain. On the other hand, for the samples which experience compres-

sive epitaxial stain, the enhancement of Ec with respect to the intrinsic value is expected.

However, to the best of our knowledge, this has not been observed experimentally.
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FIG. 3. Representative hysteresis loops for different percentage of epitaxial strain (a); and the

dependence of Ec on the epitaxial strain (b). The shaded area indicates the range of experimental

coercive fields from the literature1,2,25.
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Extrinsic regime: microstructure inhomogeneity. We next hypothesize that variations

in the microstructure that are inevitable in experiments give rise to the local variations

in the ferroelectric strength. In simulations, such variation are expected to promote more

inhomogeneous distribution among the local dipoles and potentially create regions that could

serve as nucleation sites. To model this, we introduced local variation in κ2 on-site interaction

parameter of the effective Hamiltonian that controls the depth of the local ferroelectric well.

Technically, the values of κ2 for each site were picked randomly from a normal gaussian

distribution. The width of the distribution, ∆, was 1%, 2%, 5%, 10%, 20%, or 80% of

the fist-principles value of κ2. These simulations were carried out on 40x40x40 supercell

subjected to the electric field of frequency 10 GHz. We found no trend in the dependence

of Ec on the local variations of the ferroelectric strength (see Fig.1).

Extrinsic regime: depolarization. The last extrinsic effect that we investigate is the

effect of the residual depolarizing field that is always present in real samples due to their

finite sizes as well as the presence of inhomogenieties. The depolarizing field is responsible

for the multidomain phase of the grown ferroelectric samples. During poling of macroscopic

samples in experiments, the free carries are mostly able to screen this depolarizing field. The

screening carriers could be internal (vacancies within the sample, for example) or external

(from electrodes)27. As the thickness of the sample decreases and the amount of the internal

screening charge decreases, the dead layer becomes crucial, while the depolarizing field

remains mostly constant (at least under the assumptions of macroscopic electrostatics).

Ultrathin films tend to remain in nanodomain phases28. Effects of the residual depolarizing

field are commonly ignored in the polarization reversal studies as it is assumed that the free

charge from the electrodes screen such a field entirely. We hypothesize that the residual

depolarizing field due to imperfect screening of polarization discontinuities could have a

significant effect on the polarization reversal and Ec. For example, on the basis of statistical

switching kinetics modeling, it was predicted that the switching time in polycrystalline thin

films goes to infinity when the applied electric field is less than the maximum depolarizing

field in the sample29. In the followup study of a two-dimensional case, it was shown that

switching starts earlier supported by the depolarization fields formed in the initial opposite

polarization state30.

To introduce a universal type defect in simulations that leads to the onset of the de-

polarizing field, we incorporate an extended nonpolarizable (or weakly polarizable) region
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FIG. 4. The effect of residual depolarizing field on the Ec. Schematic representation of different

types of defects (a); some representative computational hysteresis loops obtained for a 36×36×36

supercell under 1 GHz electric field (solid lines) and experimental one for epitaxial PbTiO3 film

measured at 10 kHz1 (b); the dependence of Ec on the frequency of applied field from computations

and experiments of Refs. 2 (black solid squares) and 25 (black solid circles) (c); the dependence of

Ec on the defected volume ratio Vdef/V , for different types of defects, simulation supercell size is

36× 36× 36 (d).

in the supercell. Technically, this could be achieved by introducing a vacuum layer in the

supercell, where the electric dipoles are missing (see Fig.4(a),type I defect). The hysteresis

loop associated with such a defected supercell is given in Fig.4. Surprisingly, we find a dou-

ble loop structure similar to the one for antiferroelectrics. At zero field, the multidomain

phase is stable due to the presence of strong depolarizing field, while the polar phase can be

induced by the application of electric field comparable in magnitude with the intrinsic Ec of
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the material. Note that the double loop structures have been observed in some ferroelectrics

experimentally9,31,32. In order to partially screen the depolarizing field we reduce the size

of the defected region as schematically shown in Fig.4(a) (defect type II). In particular, we

introduced an island that connects the ferroelectric regions in the periodic images of the

supercell. As the size of the island increases, the P (E) response regains its single loop struc-

ture that indicates that the depolarizing field has decreased enough to allow for the supercell

to be poled. An example of the response of the film with 1.54% defect content is given in

Fig.4(b) and compared with the response of the defect free supercell and experimental data

for PbTiO3 from the literature. We found that the depolarizing field has a drastic effect

on the Ec reducing it by more than a half and bringing it in agreement with experiment.

The values of saturation and remnant polarization are only decreased by 8.68% and 14.9%,

respectively. We have also considered another type of extended defect (Type III in Fig.4(a)).

Simulations were carried out at frequencies of 0.5, 1 and 10 GHz.

In all cases, we only focus on the data that predicts a single loop as this is expected in re-

alistic simulations of the residual depolarizing field. The Ec obtained from these simulations

is given as a function of frequency in Fig.4(c). The depolarizing field has a profound effect

on the Ec at all frequencies investigated. For comparison, we also carried out simulations for

the limiting defect size of one unit cell with the defects distributed randomly in the supercell

(Type IV in Fig.4(a)). Some of those data are added to Fig.4(c). Note that extended type

of defects (Type II and III) is an efficient way to incorporate residual depolarizing field in

simulations and does not need to be correlated with actual structure of the sample. In fact,

any type of extended defects that allows for poling is equally suitable. For example, in

Ref.33 other shapes of extended defects were investigated and found to have similar effect

on Ec.

We can see that even the tiniest nonpolar defects have a significant effect on the Ec
34 but

not as strong as the extended types. Figure 4(d) shows the dependence of Ec on the relative

volume of defects of different types, Vdef/V . The slope of Ec(Vdef/V ) depends significantly

on the type of defects. The smallest slope is for the Type IV defects which we attribute

to the smallest depolarizing field in this case. Extended types of defects (Types II and III)

exhibit significantly larger slopes and a transition into a double loop response at the critical

defect volume associated with zero value of Ec. No such transition for defect Type IV has

been found. In this case, the zero value of Ec occurs at extremely high Vdef/V =25% at
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which the supercell exhibits paraelectric behavior.

Our most critical finding is that the residual depolarizing field in ferroelectric samples in-

troduces the competition between monodomain and multidomain phases which significantly

affects the polarization reversal and associated Ec. At the basic modeling level, such a field

makes a positive contribution −EdepPV ∝ αP 2V to the free energy of the ferroelectric and,

therefore, destabilizes the ferroelectric phase. When the critical nucleus of antiparallel po-

larization of volume Vn is formed, roughly twice of that volume has zero net polarization

and no longer contributes the destabilizing depolarizing energy −EdepP2Vn ∝ αP 22Vn to

the free energy. Alternatively, this could be considered as an additional stabilizing energy

for the critical nucleus. Because Edep could reach very large values, a significant reduction

in the ∆W is expected. What is rather counterintuitive is that the depolarization actu-

ally cooperates with the applied field to reverse the polarization. The extended defects

simulate realistic scenario when the depolarizing field originates from the discontinuity in

polarization at the surface of the sample, grain boundaries, or other inhomogenieties. Inter-

estingly, residual stresses have also been found to affect the kinetics of polarization reversal

in polycrystalline samples35. It should be noted that sample conductivity increases with

temperature so that the contribution of the depolarization will diminish significantly (or

even disappear all together) as the sample is heated to the Curie point9. Therefore, we do

not expect the depolarization effects to affect the Curie temperature significantly.

We also have looked into the mechanism of polarization reversal in some of our calcula-

tions. In some cases, we detected formation of relatively large in size domains. However, the

appearance of the domains during the polarization reversal seems to be rather random and

infrequent under the simulated conditions. We propose that the appearance of well-defined

relatively large in size domains is driven by the minimization of the domain wall area, but

makes a relatively small contribution to energy as compared to the effects of the residual

depolarizing field or ferroelasticity. This is based on rather infrequent appearance of domain-

driven polarization reversal. Lower electric field frequencies (such as typical experimental

frequencies) allow for larger fluctuations allowing for the system to follow the lowest free en-

ergy path associated with domain formation. At higher frequencies (like the ones simulated

here), the fluctuations sufficient to nucleate a domain do not occur often which explains in-

frequent appearance of domains during polarization reversal. Furthermore, domain growth

takes time which may be longer than the simulation time. Experimentally, it was found that
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the domain size decreases as the pulse width of the electric field decreases and saturates at

about 20 nm in radius for pulse width below 10−5 s36. We, therefore, expect that as the

frequency of the electric field decreases, the domain-driven polarization reversal will occur

more and more frequently, eventually becoming the main polarization reversal mechanism.

We also have repeated some of the simulations in the presence of the residual depolarizing

field for another ferroelectric, BaTiO3, using the interatomic potential of Ref.37. Overall,

we found very similar behavior. Most importantly, the residual depolarizing field reduced

Ec in half or more.

IV. CONCLUSIONS

In summary, we investigated the polarization reversal and associated Ec in a prototypical

ferroelectric PbTiO3 in both intrinsic and extrinsic regimes. We found that the intrinsic Ec

at frequencies above 0.1 GHz is about 1 MV/cm which is more than twice the experimental

value. In the extrinsic regime, we found that the Ec for ceramics is slightly lower than

the one for single crystalline samples, but the reduction is too small to account for the

discrepancy with the experimental data. The epitaxial strain was found to have a profound

effect on Ec. In particular, Ec is reduced under epitaxial tension and increased under

epitaxial compression. However, given that the predicted enhancement of Ec with respect

to intrinsic values in compressed samples has not been reported experimentally to the best

of our knowledge, it is unlikely that the epitaxial strain is primarily responsible for the

reduced Ec in the extrinsic regime. The effect of microstructure variation was found to

have an insignificant effect on Ec. On the other hand, the residual depolarizing field that is

routinely ignored in polarization reversal studies was found to have a critical effect on the

polarization reversal and the associated Ec. In particular, in PbTiO3 and BaTiO3 , the field

introduces a strong competition between the monodomain and polydomain phases which

reduces Ec more than in half and brings it within the experimental range of values. A basic

way to account for such residual depolarizing field in any type of atomistic simulations is

proposed. We believe that our study advances fundamental understanding of polarization

reversal in ferroelectrics and will stimulate further research in this direction.
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