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The acoustic motion of fluids and particles in confined and acoustically-leaky systems is receiving
increasing attention for its use in medicine and biotechnology. Currently a number of contradicting
physical and numerical models exist but their validity is uncertain due to the unavailability
of hard-to-access experimental data for validation. We provide experimental benchmarking
data by measuring 3D particle trajectories and demonstrate that the particle trajectories can
be described numerically without any fitting parameter by a reduced-fluid model with leaky
impedance wall conditions. The results reveal the hitherto unknown existence of a pseudo-standing
wave that drives the acoustic streaming as well as the acoustic radiation force on suspended particles.
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I. INTRODUCTION

The propagation of acoustic waves in fluids has in-
trigued researchers for a long time [1]. The classical
treatment of the associated phenomena has largely been
limited to simple, idealized geometries and in compari-
son, little attention has been given to the combination of
acoustics and fluidics in closed geometries. While there
have been many recent reports on the physics in con-
fined resonant chambers [2–5], the physical understand-
ing of acoustically-driven fluid and particle motion in
confined leaky systems is limited. These systems are
characterized by an acoustic impedance mismatch, be-
tween wall material and fluid, that allows a large frac-
tion of the acoustic waves in the fluid to be transmitted
to the walls, thereby precluding the build up of acoustic
resonances. An often-used realization of such systems is
the actuation of a polymer-walled microchannel or mi-
crochamber by surface acoustic waves (SAWs) generated
on a piezoelectric substrate [6–9]. The SAWs leak en-
ergy into the microchannel according to Huygens-Fresnel
principle [10] and create an oscillatory pressure distribu-
tion which generates second-order effects such as acous-
tic streaming and acoustic radiation forces [11–13]. Even
though there are many reports on their use for appli-
cations of fluid and particle manipulation, many basic
physical aspects of such systems are yet to be understood.
Especially, the following important questions are unan-
swered: What are the exact three-dimensional oscillatory
pressure and velocity fields generated in such systems?
Which precise acoustic streaming flows and acoustic ra-
diation forces on suspended particles do they generate?
What is the critical particle size for which particles can
be manipulated via the acoustic radiation forces before
they feel a dominating drag from the acoustic streaming
flow? Recently, several numerical models have attempted

to answer these questions [14–19]. Some reported models
represent the polymer walls with hard or leaky boundary
conditions [14–17], while others solve the full set of con-
stitutive equations [18, 19], albeit either neglecting the
typically large viscous wall damping or by overlooking
the importance of wall thickness. The validity of the as-
sumptions and approximations is not evident due to the
lack of precise measurement of quantities such as particle
motion subject to radiation and streaming-drag forces.
Consequently, the models lead to different and at times
even contradictory predictions, which are left unvalidated
due to the difficult to determine quantitative experimen-
tal data of the full three-dimensional phenomena in sys-
tems with a single optical access. Specifically, we remark
that the direction of the streaming flow observed exper-
imentally in our current work is opposite to the earlier
reported numerical predictions [14–16, 20]. This error in
the direction of the streaming direction is further trans-
mitted to the calculation of particle trajectories, resulting
in wrong numerical predictions for critical particle tran-
sition size.

Noting this, the aim of this work is two-fold: Firstly,
to make available an experimentally-measured data set
that will serve as a benchmark for theoretical models
of acoustically-driven confined and leaky systems. Sec-
ondly, to provide a simple theoretical framework that cor-
rectly captures the three main ingredients: (i) constitu-
tive equations for the fluid, (ii) boundary conditions, and
(iii) kinematical framework in which the boundary con-
ditions are transparently enforced in the model. Com-
bining the experimental validation and a reduced-fluid
numerical model, we aim to provide an experimentally
validated mathematical model as well as an experimen-
tally measured data set against which the future numer-
ical models can be validated.

The article is organized as follows: Section II de-
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Figure 1. Experimental model system and 3D acquisition
of particle trajectories. (a) The model system is a stand-
ing SAW microchip consisting of a liquid-filled PDMS mi-
crochannel on a lithium niobate piezoelectric substrate acous-
tically actuated by two IDTs. The microchannel has width
w = 600 µm, height h = 125 µm, and has PDMS wall thick-
ness W,H = 5 mm. (b) Sketch of the microchip cross-section
showing the optical access through the transparent piezoelec-
tric substrate. (c) The 3D particle positions are determined
from the defocused particle images using the General Defo-
cusing Particle Tracking technique.

scribes the investigated experimental model system and
the experimentally-measured particle trajectories for dif-
ferent particle sizes. Section III gives a physical overview
of a general polymer-walled, acoustically-actuated sys-
tem as well as the nature of the acoustic waves and
forces that drive the resulting fluid and particle motion.
Section IV outlines the numerical model framework and
model system employed and presents the resulting nu-
merical predictions for the acoustic waves as well the par-
ticle trajectories for different particle sizes. The numeri-
cal predictions of the acoustophoretic particle trajectories
and acoustic streaming field are compared against the
experimental results in Section II A. Finally, Section V
provides a discussion of the results as well as an outlook
for future directions.

II. EXPERIMENTAL MODEL SYSTEM

The experimental model system is shown in Fig. 1(a-
b): A standing SAW microchip consisting of a straight,
liquid-filled, polydimethylsiloxane (PDMS) microchan-
nel of width w = 600 µm, height h = 125 µm, and
PDMS wall thickness W,H = 5 mm. The microchan-
nel is bonded on a transparent piezoelectric 128◦ YX
lithium niobate substrate (LiNbO3) deposited with a set
of two inter-digital transducers (IDTs). The IDTs have
150 µm finger width and distance and were electrically-
actuated at frequency f = 6.166 MHz and at peak-peak
voltage Upp = 40 V, resulting in a standing acoustic
wave below the microchannel of wavelength 600 µm. The
microchannel was filled with a neutrally-buoyant liquid
suspension of fluorescent polystyrene particles in a 20:80
glycerol/water mixture. We investigated the motion of
particles of diameters 2a: 0.5 µm, 1.2 µm, 5.2 µm, and

Figure 2. Acoustophoretic particle trajectories along the yz
microchannel cross section for increasing particle diameter (a)
0.5 µm, (b) 1.2 µm, (c) 5.2 µm, and (d) 7.8 µm. The velocity
magnitudes uyz are indicated by colors (from minimum blue
to maximum yellow).

7.8 µm. No flow was imposed during acoustic actuation
and the acoustophoretic particle motion was observed
through the substrate with an epi-fluorescent upright mi-
croscope, see Fig. 1(b). By using a fully-automated fill-
ing, actuation, and image acquisition system [21], we per-
formed for each particle size 20-30 repeated reproducible
measurements of low-concentration particle suspensions.
All experimental details including chip fabrication and
dimensions, and apparatuses are listed in Appendix A.

A. Acoustophoretic particle trajectories

The three dimensional particle trajectories were ob-
tained using the General Defocusing Particle Tracking
(GDPT) method, where the depth position z was de-
termined based on the shape of the defocused particle
images, see the illustration in Fig. 1(c) [22–24]. The mea-
sured particle trajectories are shown in Fig. 2 for increas-
ing particle sizes ranging from 0.5-µm particles in Panel
(a) to 7.8-µm particles in Panel (d) [25]. The transla-
tionally invariant particle trajectories are shown in the
yz cross-section and the colors indicate the yz velocity
magnitude uyz. The particle motion shows qualitatively
different behavior depending on the particle size. The
motion of the 0.5-µm particles in Panel (a) is entirely
dominated by the acoustic streaming drag shown by four
distinct flow rolls, while the motion of 5.2-µm and 7.8-µm
particles in Panel (c) and (d), respectively, is dominated
by the acoustic radiation force pushing them to the mi-
crochannel top and bottom and to the vertical lines at
the substrate displacement nodes at y equal to −w/2, 0,
and +w/2. The motion of the 1.2-µm particles in Panel
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(b) shows strong influence from both the streaming drag
as well as from the acoustic radiation force — this is char-
acterized by a superposition of the motion of the 0.5-µm
and 5.2-µm particles.

III. PHYSICAL DESCRIPTION

The physical picture behind the observed
acoustophoretic particle motion is illustrated in Fig. 3(a).
When the IDTs are subjected to a harmonic electric
actuation, they create two counter-propagating SAWs of
wavelength λs = cs/f = 600 µm, where cs = 3994 m s−1

is the substrate speed of sound. Consequently, the two
SAWs interfere constructively below the microchannel
resulting in a standing SAW of wavelength λs in the
substrate. The SAWs are so-called Rayleigh waves that
are restricted to the surface and decay exponentially
into the substrate with a penetration depth of typi-
cally 1-2 wavelengths [26, 27]. The surface waves are
characterized by different displacements in different
directions, resulting in an elliptical motion of the surface
particles. Upon encountering the PDMS-substrate
or fluid-substrate interface, the incoming waves leak
energy into the PDMS or the fluid, respectively. The
waves undergo refraction at the respective interfaces
and move along a direction given by the refraction
angle, θ = cos−1(cm/cs) with respect to the horizontal
direction, where cm represents the speed of sound in the
material it is being refracted into.

Apart from the direct interaction with the microchan-
nel, the acoustic waves can undergo damping and can
enter the microchannel in several ways, see the sketch
in Fig. 3(b). The waves entering the PDMS can be
transmitted to the microchannel or can undergo trans-
mission/reflection at the PDMS-air interface, and can
again re-enter the microchannel directly or after under-
going further reflections. Similarly, the waves that enter
the microchannel directly can be transmitted/reflected at
the fluid-PDMS interface. The sound intensity transmis-
sion and reflection coefficients from the water/glycerol
mixture to the PDMS walls are 0.94 and 0.06, respec-
tively, while they are ≈ 0 and ≈ 1 from PDMS to air.
Thus, the PDMS walled systems, characterized by small
yet non-zero reflection at fluid-PDMS interface, can be
thought of as an intermediate case of the two limiting
cases: (i) a hard-walled system, characterized by perfect
reflections at fluid-wall interfaces resulting in a purely
standing wave inside the microchannel, and (ii) a fully
leaky system, characterized by perfect transmission at
the fluid-wall interfaces resulting in a purely traveling
wave inside the microchannel. As a result, the oscillat-
ing pressure field developed inside the microchannel in a
PDMS walled system is a combination of a standing and
a traveling wave, which we refer to as a pseudo-standing
wave. The pseudo-standing wave can be understood as a
traveling wave with position-dependent amplitude, such
that the maximum amplitude of the wave changes as the

Figure 3. Acoustically-driven fluid and particle motion in a
confined and leaky system. The specific sketch takes origin
in the investigated experimental model system consisting of
a microfluidic channel in a soft polymer actuated by surface
acoustic waves, see Fig. 1. The surface acoustic waves leak
energy into the polymer and microchannel and as a conse-
quence, a pseudo-standing wave field arises. This field leads
to acoustic streaming drag forces and radiation forces on sus-
pended microparticles. (b) The pseudo-standing wave field is
a product of several waves entering the microchannel directly
or through reflections at material interfaces.

wave moves towards the upper wall. Thus, the oscillating
pressure field inside the microchannel is a standing wave
horizontally, while in the vertical direction it behaves as
a pseudo-standing wave, arising out of the interference
between traveling waves propagating upwards and the
smaller-amplitude waves reflected from the fluid-PDMS
and PDMS-air interfaces. The numerical results reveal-
ing this acoustic field will be discussed in Section IV B.

The oscillatory acoustic field in the microchannel leads
to time-averaged second-order effects which have conse-
quences for the fluid and particle behavior. Due to vis-
cous attenuation of the acoustic waves, a steady acous-
tic streaming flow vstr is generated. The streaming flow
acts on suspended particles via the viscous drag force
F drag and in addition, the suspended particles are sub-
ject to the primary acoustic radiation force F rad arising
due to wave scattering at the particle-liquid interfaces.
Since these forces scale differently with particle radius,
a (F rad ∝ a3, F drag ∝ a), a particle transition size ex-
ists where the particle motion goes from being acoustic
streaming dominated to being acoustic radiation force
dominated. However, both of these forces scale quadrati-
cally with the substrate actuation amplitude ζ0 and hence
neither the particle transition size nor the particle trajec-
tories depend on the displacement amplitude (and hence
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the IDT actuation voltage) for neutrally buoyant parti-
cles where gravity is negligible.

IV. NUMERICAL FRAMEWORK

The experimental particle trajectories in Fig. 2 are evi-
dently translational invariant along the 1.5-mm measure-
ment section along x (red rectangle in Fig. 1(a)) and
thus we model only the 2D particle motion in the yz
microchannel cross section. The full physical picture in-
cludes interplay of elastic, electromagnetic, and hydro-
dynamic effects, but in this work we will show that the
treatment of a reduced-fluid model is sufficient to de-
scribe the experimental findings. In this model only the
fluid domain is considered and the acoustic actuation
is modeled via a pre-described displacement function at
the substrate interface while the PDMS boundaries are
modeled via impedance boundary conditions [15]. As a
result, the model considers only the reflections at the
fluid-PDMS interface and assumes that all waves trav-
eling through the PDMS are damped enough to be ne-
glected. Based on the damping coefficient of PDMS, this
assumption is physically reasonable for PDMS walls that
are thicker than ∼ 2 mm for waves of frequency larger
than 6 MHz [15, 28].

To model the acoustic phenomena inside the mi-
crochannel, we adopt a time-scale separation approach,
which is based on a generalized Lagrangian formula-
tion [29]. Here the fluid displacement is assumed to
be composed of a mean displacement and an oscillating
first-order displacement. Contrary to the usually em-
ployed Eulerian approaches [15, 30, 31], this approach
employs a perturbation expansion of variables defined on
the mean configuration rather than the true deformed
configuration to provide a mathematically rigorous time-
scale separation as well as precise boundary conditions
for the first- and second-order subproblems. This distinc-
tion is significant since it is reasonable to assume that the
channel walls, on average, are not displaced by the har-
monic actuation and hence can be assumed to be fixed
in the mean configuration. Therefore, unlike the Eule-
rian approaches where the second-order velocity bound-
ary condition at the oscillating walls is obtained via a
Taylor series expansion, the second-order boundary con-
ditions in this formulation are exact. In contrast to the
previously reported Eulerian approaches, this formula-

tion provides a rigorous and transparent time-averaging
method resulting in a time-independent flow at second
order. Moreover, since the acoustic streaming is usually
visualized by tracking the motion of tracer beads, the
formulation of the second-order problem in terms of the
mean Lagrangian flow velocity allows direct comparison
with the experiments, thereby precluding the need for
any postprocessing associated with the conversion of Eu-
lerian flow description to Lagrangian flow description via
the notion of Stokes drift. This is favorable from a nu-
merical viewpoint since the Stokes drift depends on the
gradients of the first-order field that are difficult to cap-
ture precisely in the thin boundary layer. Noting these
advantages, we adopt the generalized Lagrangian formu-
lation, and extend it to include the thermoviscous re-
sponse of the fluid by considering the acoustic perturba-
tions in shear and bulk viscosities as described in [32].
The thermoviscous correction changes the streaming sig-
nificantly and is significant for capturing correctly the
experimental particle trajectories. A comparison of the
streaming velocity for the cases with and without thermo-
viscous corrections can be found in Fig. 5 in the SM [33].
Lastly, the particle trajectories are obtained by assuming
a quasi-equilibrium motion of particle under the action of
an acoustic streaming-induced hydrodynamic drag F drag

and the radiation force F rad [30, 34]. We employ the
expression for the radiation force given by Karlsen and
Bruus [12] and note that this expression provides the ra-
diation force experienced by a particle much smaller than
the acoustic wavelength in the limit of a single-particle
and therefore any particle-particle interactions are ne-
glected. Further details about the governing equations
and the calculation of the numerical particle trajectories
are provided in Appendix B.

A. Numerical model system

The model system considered in this work is same as
the one considered previously by Nama et al. [15]. Specif-
ically, the computational domain consists of a rectan-
gular microchannel of width w = 600 µm and height
h = 125 µm, where the fluid-PDMS boundaries are
modeled with leaky impedance boundary conditions and
where the SSAW displacement profile at the substrate-
fluid interface is obtained by superimposing the displace-
ment profile of two SAWs traveling in opposite directions
with a phase difference of π for the z-component

ζy(t, y) = 0.6ζ0

{
e−Cd(w/2+y)ei

[
2π(y−w/2)/λs−ωt

]
+ e−Cd(w/2−y)ei

[
2π(w/2−y)/λs−ωt

]}
, (1a)

ζz(t, y) = ζ0

{
e−Cd(w/2+y)ei

[
2π(y−w/2)/λs−ωt−π/2

]
+ e−Cd(w/2−y)ei

[
2π(w/2−y)/λs−ωt−π/2+π

]}
, (1b)

where ζy and ζz are the displacements along the y and z direction, respectively, ζ0 is the substrate displacement
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Figure 4. Numerically-obtained first-order pressure field p1
for two cases: (i) Leaky impedance boundary condition on all
fluid-PDMS interfaces (imp) and (ii) perfectly-matched layer
(PML) boundary condition on all fluid-PDMS interfaces to al-
low full transmission of the waves. (a) Color plots of p1 (from
minimum blue to maximum yellow) for three time instants
(Case i as top row and Case ii as bottom row). (b) Lineplot
of p1 as a function of z for y = −150 µm indicated by lines
in (a). The pressure amplitude was set through the displace-
ment amplitude ζ0 fitted via the experiments as explained in
Section IV B.

amplitude, Cd is the decay coefficient, and ω = 2πf is the
angular frequency. We remark here that a typo exists in
the similar expression employed in Nama et al. [15]. We
use the wavelength λs = 600 µm, which gives a predicted
frequency of 6.67 MHz for a substrate speed of sound
cs = 3994 m s−1. Furthermore, we stress that the actua-
tion profile is based on SAW waves. The experimentally-
used substrate is however thin (500 µmcompared to a
600 µmSAW wavelength) and the substrate oscillations
might not decay fully before reaching the substrate bot-
tom and reflections can occur. This can further lead to
the simultaneous actuation of lamb waves, but for the ex-
cited frequency, we assume a negligible alternation of the
displacement profile as the observed particle motion (and
thus the displacement) is translational invariant along
the channel direction x.

For the second-order problem, we set the second-order
Lagrangian velocity to zero at all the channel boundaries.
We note that this boundary condition is different from
those employed previously by Nama et al. [15], where the
second-order Eulerian velocity was set to zero at all the
channel boundaries. As discussed by Nama et al. [29],
this choice has significant consequences with regards to
the mass conservation at the second-order level and re-
sults in different directions for the acoustic streaming
flow.

Figure 5. Numerical predictions of the acoustophoretic parti-
cle trajectories shown in Fig. 2 for particles of (a) 0.5 µm, (b)
1.2 µm, (c) 5.2 µm, and (d) 7.8 µm. The velocity magnitudes
uyz are indicated by colors (from minimum blue to maximum
yellow) and are set by fitting the substrate displacement am-
plitude ζ0 via the 5.2-µm-particle measurements such that the
maximum velocity magnitude matches.

B. Numerical predictions

We employ the numerical model to investigate the na-
ture of the first-order acoustic fields setup inside the mi-
crochannel. Figure 4 shows three time instants (in terms
of a full period of oscillation TP) of the numerically-
obtained first-order pressure field p1 for two cases: (i)
Leaky impedance boundary condition on all fluid-PDMS
interfaces and (ii) perfectly-matched layer (PML) bound-
ary condition on all fluid-PDMS interfaces to allow full
transmission of the waves. Panel (a) shows the color
plot of the pressure field (case i as top row and case
ii as bottom row), while Panel (b) shows the pressures
as a function of z for y = −150 µm (indicated by lines
in Panel(a)). Case ii with PML condition at the walls
shows a pure traveling wave characterized by a constant
maximum amplitude as it propagates to and through the
top wall. In contrast, Case i with impedance condition
at the walls shows a pseudo-standing wave identified by
its varying maximum amplitude as it propagates towards
the top wall. As mentioned earlier, since the impedance
of PDMS is slightly different from that of the carrier fluid,
this is expected as a part of the acoustic waves that travel
to the fluid-PDMS interface will be reflected back into the
channel. It is this pressure field that drives the motion of
the suspended particles via the streaming drag and the
acoustic radiation force.

In Figure 5 we show the numerical predictions of
the acoustophoretic particles trajectories. The velocity
magnitudes uyz are set through the pre-described dis-
placement function by the substrate displacement am-



6

plitude ζ0, which is experimentally unknown. How-
ever, by comparing the maximum particle velocities for
the 5-µm particle trajectories, we can indirectly de-
termine ζ0 = 1.3 nm for a 40-V actuation, which is
used to set the numerical uyz values. The experimen-
tally determined ζ0 was used to set the scale of pres-
sure in Fig. 4. The trajectories themselves are inde-
pendent of ζ0 and therefore are calculated without any
fitting parameters. The predictions are qualitatively in
good agreement for all particle sizes with the experi-
mental data in Fig. 2. The chosen second-order bound-
ary conditions capture the acoustic streaming direction
correctly in Fig. 2(a), but while the maximum stream-
ing velocities are located at the inner rolls near the
substrate experimentally, they are located at the outer
rolls near the substrate numerically. Furthermore, the
model correctly predicts the transition around the 1.2-
µm trajectories to the radiation-dominated motion for
the larger 5.20-µm and 7.76-µm particles. The radiation-
dominated motion is well-predicted with small discrepan-
cies, i.e., experimentally, the particles are pushed away
from the two points at (y, z) = (±120, 40), while nu-
merically the two particle depletion points are located
at (y, z) = (±120, 60). In addition, the experimental
radiation-driven motion scales nearly with the expected
particle size squared (7.76 µm/5.20 µm)2 = 2.2, namely
u7.8 µm
max /u5.2 µm

max = 36.3 µm s−1/21.9 µm s−1 = 1.7. Here
we note that the experimental 7.8-µm particles are few
and 36.3 µm s−1 is therefore an underestimate of their
maximum particle velocity.

In the light of former reports in the literature [18, 19],
it is an important finding that the simple reduced-fluid
model, which neglects the substrate and wall internal
dynamics, predicts the major experimental trends accu-
rately. To test the model even further, we show in Fig. 6
a quantitative comparison of the streaming field vstr (vec-
tors are shown as arrows and magnitudes vyz as colors).
Panel (a) shows the measured streaming field vexpyz from
averaging the acoustophoretic velocities of 0.5-µm parti-
cles onto a grid consisting of 61× 21 square bins of side
length 10 µm. The velocity in each bin is calculated from
100-300 independent particles to average out the Brow-
nian motion component, see the details in the SM [33].
Panel (b) shows the numerical representation, where the
streaming magnitude is set by the substrate displacement
amplitude ζ0 = 1.3 nm, which was determined by com-
paring the experimental and numerical 5-µm trajecto-
ries. Following, the quantitative, fitting free difference
∆vyz = |vexpyz − vnumyz | is shown in Panel (c), displaying

local quantitative differences below 1.7 µm s−1.

V. DISCUSSIONS

The presented quantitative experimental measure-
ments and the reduced-fluid numerical model reveal the
nature of fluid and particle motion in SAW-based con-
fined leaky systems. The model predicts correctly the
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Figure 6. Quantitative comparison of the acoustic streaming
field in the SAW microchip (vectors vyz as arrows and velocity
magnitudes vyz as colors). The streaming velocity is shown
in the vertical yz cross section of the microchannel, divided
into an array of 61 × 21 square bins of side length 10 µm.
(a) Experimental velocity field vexpyz obtained from averaging
the acoustophoretic velocities of 0.5-µm particles in a 1.5-
mm section along the channel direction x. (b) Numerical
streaming velocity field vnumyz , where the magnitude is set by
the substrate displacement amplitude ζ0 = 1.3 nm determined
from experiments. (c) Quantitative difference ∆vyz = |vexpyz −
vnumyz | of the measured and calculated acoustic streaming field.

acoustophoretic particle trajectories without any fitting
parameters as well as the acoustic streaming direction
and amplitude. The product is a fully-validated model
with predictions that agree quantitatively very well with
the experimental findings. The results reveal the hith-
erto unknown particle trajectories and dispel the cur-
rent ambiguities in the literature concerning the stream-
ing direction as well as the critical particle transition
size [14, 15, 17–19]. Further, through a combination
of the numerical and experimental results, we have pre-
dicted the pseudo-standing first-order fields p1 as well
as the substrate displacement amplitude ζ0. The dis-
crepancies between measurements and model might be
attributed to the fact that the considered experimental
system has a substrate thickness of 500 µm, which is less
than the SAW wavelength of λs = 600 µm. The substrate
surface oscillations therefore might not decay fully before
reaching the substrate bottom and the Rayleigh-wave as-
sumption in the pre-described displacement ζ might not
be entirely accurate.

The numerical model employed in the current work is a
simple reduced-fluid model that aims to characterize fluid
and particle motion in acoustically-actuated confined and
leaky systems. The reduced-fluid model with its reason-
able accuracy, coupled with its simplicity and lower com-
putational costs, offers utility to gain physical insights
into the mechanisms that govern particle and fluid mo-
tion inside these systems. However, we remark that while
the reduced-fluid model provides a good physical under-
standing of the system, some of the associated assump-
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tions can be removed to obtain even deeper physical in-
sights. For instance, more sophisticated models including
the channel wall (with the associated viscoelastic damp-
ing) and substrate modeling (to better characterize the
actuation displacement profile) can be expected to yield
more accurate results. One of the primary challenges
in the development of such models is to obtain mean-
ingful material parameters for PDMS at the range of
frequencies considered. Another significant challenge is
the additional computational costs associated with high
frequency systems, resulting in smaller boundary layers
necessitating smaller mesh sizes. Such a model, with ap-
propriate experimental measurements for validation, can
provide interesting physical insights on the effect of chan-
nel wall thickness.
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Appendix A: Experimental details

1. Standing SAW microchip

The standing SAW microchip is shown in Fig. 1 and
all dimensions are listed in Table I. It consists of a PDMS
microchannel bonded on a transparent and piezoelectric
lithium niobate (LiNbO3) substrate. The PDMS mi-
crochannel is straight, with a 600×125 µm2 cross section,
and one inlet and one outlet. The thickness of the mi-
crochannel walls is W,H = 5 mm. The piezoelectric sub-
strate is acoustically-actuated by two interdigital trans-
ducers (IDTs) on each side of the microchannel with a
distance of 12 mm. The IDTs each consist of two comb-
shaped arrays of pairs of gold electrodes with 150 µm
wide fingers with a inter-distance of 150 µm.
Device fabrication. The standing SAW microchip

was fabricated by bonding the PDMS-based microchan-
nel onto the lithium niobate (LiNbO3) substrate. The
PDMS microchannel was made from a 10:1 PDMS and
curing agent mixture and the channels were fabricated
using standard soft-lithography procedures. The IDT
gold electrodes were deposited on the substrate by stan-
dard photo lithography and lift-off processes.

2. Experimental setup

In order to obtain several particle trajectories while
maintaining a low particle concentration (to neglect par-
ticle interactions), the standing SAW microchip was ex-
perimentally investigated using a fully-automated system
similar to the system presented by Augustsson et al. [21].

The system enables, in a automatic fashion, the acqui-
sition of several repeated stop-flow acoustophoretic mea-
surements in a reproducible manner. In one experimen-
tal cycle the system fills a particle suspension into the
microchip, starts/stops the flow, starts/stops recording
of the microchannel, starts/stops the acoustic actuation,
logs acoustic driving voltages, and saves the recorded im-
ages to disk. For each experimental cycle the driving fre-
quencies, driving voltages, and channel positions can be
varied.
Acoustic actuation. The standing SAW microchip

was acoustically driven with a function generator (GW
Instek AFG-2125, Taiwan) and an in-house built ampli-
fier from the group of Laurell, Lund University. The
peak-peak voltage Upp was read off using an oscilloscope
(TDS2001C, Tektronix, OR, USA). The standing SAW
microchip was actuated at frequency f = 6.166 MHz and
at peak-peak voltages Upp ∼ 40 V.
Flow setup. The standing SAW microchip was filled

with particle suspension using a syringe pump (PHD Ul-
tra, Harvard Apparatus GmbH, MA, USA) and stop-flow
mode was obtained by short-circuiting the microchannel
via a switching valve (Rheodyne MXX777-601, IDEX-
HS, WA, USA).
Imaging. The acoustophoretic particle motion in

the microchannel was observed using an epi-fluorescent
upright microscope (Axio Imager.Z2 ACR, Carl Zeiss
Microscopy GmbH, Germany) equipped with a 10x/0.3
magnification lens. The microchannel was illuminated
using continuous diode-pumped laser with 2 W at 532
nm wavelength (www.mylaserpage.de, Germany). The
images of fluorescent particles were recorded using a sC-
MOS camera (16-bit, 2560×2160 pixels, PCO GmbH,
Germany). The entire measurement volume was 1500 ×
700×200 µm3. In order to avoid polarized particle images
due to polarization in the substrate we used a circular po-
larizer between the microscope and camera sensor. Fur-
thermore, a cylindrical lens of focal length fcyl = 300 mm
was used in order to obtain astigmatic particle images
convenient for obtaining the 3D particle position [24].
Particle suspensions. The investigated microparti-

cle suspension consisted of fluorescent polystyrene par-
ticles (Microparticles GmbH, Germany) suspended in a
20:80 glycerol/water mixture, see the material param-
eters in Table II. Four particle sizes were investigated,
namely particles of diameter 0.537 µm, 1.2 µm, 5.20 µm,

Table I. Standing SAW microchip dimensions.

Parameter Symbol Value Unit

SSAW microchip dimensions
Microchannel width w 600 µm
Microchannel height h 125 µm
PDMS wall thickness W,H 5 mm
Substrate thickness − 500 µm
IDT electrode finger width − 150 µm
IDT electrode finger distance − 150 µm
IDT pair inter-distance − 12 mm
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and 7.76 µm. The specific mixture was chosen for neu-
tral buoyancy, such that gravity could be neglected in
comparison to the acoustically-driven motion. The par-
ticle suspensions were tested for neutral buoyancy. The
0.5 µm- and 1 µm-diameter particles did not sediment,
while the 5 µm- and 8 µm-diameter particles had mea-
sured sedimentation velocities of (0.10±0.01) µm s−1 and
(0.13± 0.01) µm s−1, respectively.

General defocusing particle tracking. The full
three-dimensional particle trajectories were obtained
from the defocused particle images. The defocused parti-
cle images were processed using the General Defocusing
Particle Tracking (GDPT) technique and the GDPTlab
Matlab implementation [22, 23]. In short, the GDPT
method relies on a set of calibration particle images for
which the depth position is known for a given particle im-
age shape. A target particle is then compared to the set
of calibration images thus giving the depth coordinate.

Appendix B: Numerical formulation

1. Governing equations

Here, we provide details concerning the numerical for-
mulation, its implementation as well as particle trajec-
tory calculation strategy. The fluid is considered to be
linear, viscous, and compressible and is governed by the
standard balance laws for mass, momentum, and energy
[35], given as

ρ̇+ ρ∇·v = 0, (B1)

ρ(v̇ − b)−∇·σ = 0, (B2)

ρT ṡ−∇·(kth∇T ) = 0, (B3)

where ρ is the mass density distribution, v is the velocity,
s is the entropy, T is the temperature, b is the external
body force density per unit mass, σ is the Cauchy stress,
kth is the thermal conductivity, and a dot over a variable
indicates the material time derivative of that variable.
Here, all the fields are understood to be a function of
time t and the position y in the current (or deformed)
configuration.

For a linear, viscous, Newtonian, compressible fluid,
the constitutive response function for the Cauchy stress
is given by

σ = −p(ρ)I + µ(∇v + ∇vT) + µb(∇·v)I, (B4)

where p is the fluid (static) pressure, µ and µb represent
the shear and bulk viscosities, respectively, and ρ(p, T )
is assumed to be the following linear relation

ρ = ρ0(γκ0p− αpT ), (B5)

where ρ0, γ, κ0, and αp are constants denoting the fluid’s
density, heat capacity ratio, compressibility, and thermal
expansion coefficient at rest, respectively. Furthermore,

we use

Tds = cpdT −
αpT

ρ
dp, (B6)

where cp is the heat capacity and αp is the thermal expan-
sion coefficient. To consider the change in fluid properties
due to the variation of temperature and density, we write
the acoustic perturbations in shear and bulk viscosities
as [32]

µ(T, ρ) = µ0(T0, ρ0) + µ1(T0, T1, ρ0, ρ1), (B7)

µ1 =
( ∂µ
∂T

)
T=T0

T1 +
(∂µ
∂ρ

)
ρ=ρ0

ρ1, (B8)

µb(T, ρ) = µb
0(T0, ρ0) + µb

1(T0, T1, ρ0, ρ1), (B9)

µb
1 =

(∂µb

∂T

)
T=T0

T1 +
(∂µb

∂ρ

)
ρ=ρ0

ρ1, (B10)

where the values for the various constants can be found
in Table II.

Following Nama et al. [29], we reformulate the govern-
ing equations onto the mean configuration and employ
a time-scale separation approach. Henceforth, all the
flow variables refer to the flow variables mapped onto the
mean configuration and these variables are understood to
be functions of time t and position x in the mean configu-
ration of the fluid. The time-scale separation results in a
linearization of the above system of governing equations
into two sets of linear equations, which are referred to as
the first-order and the second-order equations. The first-
order system of equations, also referred to as the acoustic
subproblem, is given by

∂tρ1 + ρ0∇·v1 = 0, (B11)

ρ0∂tv1 −∇·P1 = 0, (B12)

ρ0cp∂tT1 − αpT0∂tp1 − kth∇2T1 = 0, (B13)

where

P1 = −c20ρ1I + µ
(
∇v1 + ∇vT

1

)
+ µb

(
∇·v1

)
I. (B14)

Similarly, the second-order set of equations, also referred
to as the mean dynamics subproblem, is given by

∇·v2 = 0 and ∇·〈P2〉 = 0, (B15)
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Table II. Material parameters at T = 25 ◦C.

Parameter Symbol Value Unit

80 % water, 20 % glycerol (weight percentage)
Density[36] ρ0 1.050× 103 kg m−3

Speed of sound[37] c0 1.588× 103 m s−1

Shear viscosity[36] µ 1.525× 100 mPa s
Bulk viscositya µb 2.485× 100 mPa s
Compressibilityb κ0 3.78× 102 TPa−1

Thermal conduct. [38] kth 5.22× 10−1 W m−1 K−1

Heat capacityc cp 3.83× 103 J kg−1 K−1

Thermal diffusivityf Dth 1.30× 10−7 m2 s−1

Thermal expansion [39] αp 4.639× 10−4 K−1

Heat capacity ratiod γ 1.011× 100

Thermodyn. deriv.e

1
µ
∂µ
∂T

−2.57× 10−2 K−1

1
µ
∂µ
∂ρ

−3.472× 10−4 kg−1m3

1
µb

∂µb
∂T

−2.584× 10−2 K−1

Lithium niobate (LiNbO3)
Density [40] ρsub 4.648× 103 kg m−3

Sound speed[41] csub 3.994× 103 m s−1

Therm. conduct. [42] ksubth 4× 100 W m−1 K−1

Heat capacity [42] csubp 6.33× 102 J kg−1 K−1

Decay coefficient [15] Cd 116 m−1

Thermal diffusivity f Dsub
th 1.4× 10−6 m2 s−1

Poly-dimethylsiloxane (PDMS, 10:1)
Density [43] ρwall 9.20× 102 kg m−3

Sound speed, long. [28] cLwall 1.077× 103 m s−1

Sound speed, trans. [44] cTwall 1.00× 102 m s−1

Atten. coeff. g[28] 7.14× 102 m−1

Therm. conduct. [45] kwall
th 1.5× 10−1 W m−1 K−1

Heat capacity [45] cwall
p 1.460× 103 J kg−1 K−1

Thermal diffusivity f Dwall
th 1.1× 10−7 m2 s−1

Polystyrene
Density [46] ρp 1.050× 103 kg m−3

Sound speedh[47] cp 2.350× 103 m s−1

Poisson’s ratio [48] σp 3.5× 101

Compressibilityi κp 2.49× 102 TPa−1

aValue for water used [49].
bCalculated as κ0 = 1/(ρ0c

2
0).

cThe heat capacity cp for the solution is calculated as

cp = 0.2cglp + 0.8cwa
p , where cglp = 2.41 × 103 J kg−1 K−1

([ref]) is the heat capacity of glycerol and where

cwa
p = 4.18 × 103 J kg−1 K−1 ([ref]) is the heat capacity of

water. This approximation assumes that the molecular

interaction of the two liquids has no effect on each other’s

heat capacity.
dValue for water used [32].
eThermodynamic derivatives:

1
µ
∂µ
∂T

is calculated from µ(T ) [36].
1
µ
∂µ
∂ρ

is taken as that of water [32].
1
µb

∂µb
∂T

is taken as that of water [32].
fCalculated as Dth = kth/(ρcp) [50].
gCalculated at 6.65 MHz via law fit to data by Tsou et al.[28].
hAt 20 ◦C.
iCalculated as κp =

3(1−σp)
1+σp

1
(ρpc2p)

[51].

with

〈P2〉 = −〈q〉I + µ
[
∇v2 + ∇vT

2

]
+ 1

2c
2
0ρ0

〈
(∇·ξ)2 −∇ξT : ∇ξ

〉
I

+ µb
〈

(∇·ξ)(∇·v1)−∇ξT : ∇v1
〉
I

+ µ
〈
∇·ξ

(
∇v1 + ∇vT

1

)
−∇v1∇ξ −∇ξT∇vT

1

〉
−
〈[
c20ρ0(∇·ξ)I + µ

(
∇v1 + ∇vT

1

)
+ µb

(
∇·v1

)
I
]
∇ξT

〉
+
〈
µb
1

(
∇·v1

)
I

+ µ1

(
∇v1 + vT

1

)〉
(B16)

where q(x, t) is a scalar Lagrange multiplier that is
determined by enforcing the constraint in the first of
Eqs. (B15), ξ is the first-order fluid displacement, and v2
is the Lagrangian streaming velocity vstr that will be used
for obtaining the particle trajectories. Here, 〈A〉 denote
the time average of the quantity A over one period of os-
cillation. At the second-order level, the energy equation
is de-coupled from the balance of mass and balance of mo-
mentum equation, and therefore we choose to only solve
the balance of mass and momentum equations. However,
we remark that the terms containing µ1 and µb

1 do ap-
pear in the above expression due to the consideration of
variation of viscosities with respect to temperature and
density. We also remark that the second-order system
of equations obtained in this formulations is inherently
time-independent as opposed to the previously employed
Eulerian approaches wherein a time-dependent second-
order problem is obtained for which steady solutions are
typically sought. The above system of equations, com-
plemented with appropriate boundary conditions at re-
spective orders, can be solved successively.

2. Numerical particle trajectories

To obtain numerical predictions of particle trajectories
inside the microfluidic channel, we consider a dilute par-
ticles suspension of neutrally-buoyant particles so as to
neglect the gravitational force as well as particle-particle
interactions, both hydrodynamic and acoustic. Thus, the
motion of the particle is dictated by an acoustic radiation
force F rad and an acoustic streaming induced hydrody-
namic drag force F drag. Considering an immersed parti-
cle of radius a that is much smaller than the wavelength
in the fluid λ0, mass density ρp, and compressibility κp,
the radiation force is given by Karlsen and Bruus [12]

F rad = −πa3
[

2κ0
3

Re[f∗1 p
∗
1∇p1]− ρ0Re[f∗2v

∗
1 · ∇v1]

]
,

(B17)
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where p1 and v1 are the first-order pressure and velocity,
respectively, κ0 = 1/(ρ0c

2
0) is the compressibility of the

liquid, Re[A] denotes the real part of quantity A, the
asterix denotes complex conjugates, and the coefficients
f1 and f2 are given by

f1 = 1−
κp
κ0

and f2 =
2(ρp − ρ0)

2ρp + ρ0
. (B18)

Note that we neglect in f2 the thermoviscous corrections,
which are small for hard particles with densities similar
to the fluid. For polystyrene particles in a 20:80 glyc-
erol/water suspensions (see material parameters in Ta-
ble II), f2 = 0.0343 + 0.0001i when including thermovis-
cous corrections while f2 = 0.0342 when thermoviscous
corrections are neglected. Note that this is the general
expression for the radiation force without a priori as-
sumption of whether we deal with traveling or standing
waves. On the other hand, the drag force is proportional
to u − vstr, which is the particle velocity u relative to
the streaming velocity vstr = v2. When wall effects are
negligible, the drag force is estimated via the simple for-
mula F drag = 6πµa

(
vstr−u

)
. The motion of the particle

is then predicted via the application of Newton’s second
law

mp
du

dt
= F rad + F drag, (B19)

where mp is the mass of the particle. In many acoustoflu-
idics problems the inertia of the particle can be neglected
since the characterstic time of acceleration is small in
comparison to the time scale of the motion of the parti-
cles [52]. Doing so, Eq. (B19) can be solved for u

u = vstr +
F rad

6πµa
. (B20)

3. Numerical implementation

Next, we provide the details of the numerical imple-
mentation. For the first-order acoustic subproblem, we
seek time-harmonic solutions for the velocity, density,

and temperature of the form

v1(x, t) = v1(x)eiωt, (B21a)

ρ1(x, t) = ρ1(x)eiωt, (B21b)

T1(x, t) = T1(x)eiωt, (B21c)

where v1(x), ρ1(x), and T1(x) are time independent
complex-valued fields of space only. As noted earlier,
for the second-order problem, the energy equation is de-
coupled from the balance of mass and momentum equa-
tions. Since we are only interested in fluid and parti-
cle motion, we choose to solve only the balance of mass
and momentum equations at the second order. Since
the second-order momentum equation is solved with pure
Dirichlet boundary conditions on all boundaries, we as-
sign a zero average pressure constraint to admit a unique
solution. We adopt the standard approach of using a
composite element with proven stability properties, such
as P2-P3, where P2 and P3 represent triangular ele-
ments with Lagrange polynomials for the pressure and
the velocity fields of order 2 and 3, respectively. All
the numerical solutions presented in this article were ob-
tained for two-dimensional problems via the commercial
finite element software COMSOL Multiphysics [53]. We
have used COMSOL as a high-level programming envi-
ronment to create our own implementation of the prob-
lems in question using the Weak PDE interface. For
both the first- and second-order problems, we used a di-
rect solver provided in COMSOL. Our numerical results
indicate a singularity in the gradients of the first-order
fields, thereby precluding a conventional mesh conver-
gence analysis, see the details in the SM [33]. Therefore,
to ascertain the convergence of our numerical results with
respect to changes in the mesh size, we performed nu-
merical simulations on a series of meshes where the max-
imum element size in the bulk of the domain was chosen
to be 2 µm, while progressively decreasing the size of the
boundary mesh, db. We observe the fields away from the
bottom left and right corners and found that decreasing
the mesh size beyond db = 0.3δ does not change the re-
sults significantly, and therefore throughout the rest of

this work, we use db = 0.3δ where δ =
√

2µ
ωρ0

is the

boundary layer width.
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