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The speed of quantum gates and measurements is a decisive factor for the overall fidelity of quantum protocols when performed on physical qubits with finite coherence time. Reducing the time required to distinguish qubit states with high fidelity is therefore a critical goal in quantum information science. The state-of-the-art readout of superconducting qubits is based on the dispersive interaction with a readout resonator. Here, we bring this technique to its current limit and demonstrate how the careful design of system parameters leads to fast and high-fidelity measurements without affecting qubit coherence. We achieve this result by increasing the dispersive interaction strength, by choosing an optimal linewidth of the readout resonator, by employing a Purcell filter, and by utilizing phase-sensitive parametric amplification. In our experiment, we measure 98.25% readout fidelity in only 48 ns, when minimizing read-out time, and 99.2% in 88 ns, when maximizing the fidelity, limited predominantly by the qubit lifetime of 7.6 $\mu$s. The presented scheme is also expected to be suitable for integration into a multiplexed readout architecture.

I. INTRODUCTION

High fidelity single-shot qubit readout is quintessential for realtime quantum feedback schemes used for example in error correction [1, 2], teleportation [3, 4], and state initialization [5, 6]. It is also a key element in fundamental tests of quantum mechanics, such as loophole-free Bell tests [7–9]. Experimental progress in these areas may ultimately lead to fault-tolerant quantum computation, for which, one of the most promising platforms is built on superconducting circuits and qubits. The standard technique to probe these qubits relies on the state-dependent dispersive frequency shift imposed by the qubit on a coupled resonator [10, 11]. While averaging was required early on to determine the qubit state [11], advances in quantum limited amplification [12–15] allowed for the observation of quantum jumps and the discrimination of qubit states in single shot measurements [16, 17]. In an attempt to further improve readout fidelities and measure multiple qubits simultaneously, Purcell filters [18–20] and broadband parametric amplifiers were developed [21–23]. With these advances, state discrimination is now predominantly limited by qubit decay during the time of measurement [22, 24, 25].

In order to overcome this limitation, one can reduce the measurement time, which we achieve in this work by increasing the dispersive interaction strength and by choosing an appropriate resonator linewidth. In addition, we use a Purcell filter to protect the qubit from radiative decay, and efficiently detect the microwave fields with a quantum limited phase-sensitive amplifier. In our readout experiments we discriminate between the qubit ground and excited state with a fidelity in excess of 98% in less than 50 ns. Further, we show that the measurement time can be reduced by using a shaped “two-step” readout pulse that populates the resonator faster with microwave photons than a simple square pulse [19, 26].

II. DISCUSSION OF THE EXPERIMENT

Our sample device, depicted in Fig. 1(a), consists of a transmon qubit (purple) coupled capacitively with rate $g/2\pi = 208$ MHz to a readout resonator (green). The qubit, which is fabricated from shadow evaporated aluminum, has a transition frequency of $\omega_q/2\pi = 6.316$ GHz, an anharmonicity of $\alpha/2\pi = -340$ MHz and a lifetime $T_1 = 7.6 \mu$s. The qubit state is controlled by applying microwave pulses through a capacitively coupled drive line (teal). The readout resonator, together with the remaining on-chip elements, is fabricated from a niobium thin film sputtered on a sapphire substrate using photolithography and reactive ion etching. The readout resonator has a center frequency of $\omega_p/2\pi = 4.754$ GHz. The detuning $\Delta = \omega_q - \omega_i$ is much larger than $g$, which results in a dispersive coupling between qubit and resonator with rate $\chi/2\pi = -7.9$ MHz. The resonator is coupled through a Purcell filter cavity [19, 27] to an external measurement line (orange structure in Fig. 1a). The effective resonator linewidth $\kappa_{\text{eff}} = 4Q_pJ^2/\left(\omega_p + 4\Delta^2Q_p^2/\omega_p\right)$ is controlled by the coupling strength $J/2\pi = 25$ MHz between readout resonator and Purcell filter and the detuning $\delta_p/2\pi = 2$ MHz between the two. With the quality factor of the Purcell filter cavity $Q_p = 74$ we find $\kappa_{\text{eff}}/2\pi = 37.5$ MHz.

The sample is probed in a dilution refrigerator at a temperature of 10 mK using a standard microwave frequency measurement setup [Fig. 5a]. A Josephson Parametric Dimer (JPD) amplifier [28] operated in the phase-sensitive mode is used to optimize the measurement efficiency to achieve $\eta = 0.66$, with a 3 dB bandwidth of 27 MHz and a gain of 26 dB [13, 15], see Appendix C for...
To read out the qubit, we apply a coherent tone at \( t = 0 \) to the input port of the Purcell filter (orange in Fig. 1(a)) at the center frequency \( \omega_d = \omega_r \) between the two state-dependent resonator frequencies. The power is chosen to maximize the readout fidelity and corresponds to \( n_{\text{drive}} = 2.5 \pm 0.25 \) photons in the readout resonator, which we have calibrated based on an ac-Stark shift measurement, see Appendix A. At \( t = -250 \) ns we apply a 150 ns long measurement pulse to the device, see pulse sequence in Fig. 1(b). We use the last 50 ns of this pulse to determine the state of the qubit and later analyze only those traces for which the qubit is found in the ground state. This procedure we refer to as preselection (Appendix B). Before preparing the qubit in either the ground or excited state by applying a 18 ns R\(^n\) DRAG pulse [29, 30], which ends at \( t = 0 \), we wait for about 100 ns \( \approx 25/\kappa_{R\theta} \) for the resonator to decay back to its vacuum state after preselection. In addition to the typical square (“gated”) measurement pulse generated by gating the signal source, we also utilize a “two-step” pulse, which has an additional 4 ns high power segment that drives the resonator into its steady state more rapidly [19, 26], see pulse sequence in Fig. 1(b).

A field-programmable gate array (FPGA) with an analog-to-digital converter (ADC) samples the output signal in 8 ns time bins. The amplified quadrature of the JPD is chosen to maximize the contrast between the mean ground and excited state response in a single quadrature \( Q(t) \). As shown in Fig. 1(c), the ground and excited state response can be clearly distinguished in a single shot of a measurement. With the qubit prepared in the excited state, due to qubit relaxation, the averaged response \( \langle Q_e(t) \rangle \) (solid orange line) slightly decays towards the ground state response \( \langle Q_g(t) \rangle \), resulting in the corresponding standard deviation \( \langle \Delta Q_e(t) \rangle \) (shaded orange region) to grow in time. These trends limit the distinguishability between ground and excited state and highlight the need for fast readout.

The theoretical dynamics of the Purcell filter [27] (dashed black lines), including the analog and digital filtering of the measurement line (see Section III and Appendix D), show very good agreement with the averaged trajectories and allows us to calibrate the starting time of the measurement. We chose \( t = 0 \) to be the time at which the square readout pulse arrives at the input of the Purcell filter.

In order to optimize the distinguishability between the ground and excited state, given a certain integration time \( \tau \), we evaluate the integrated readout quadrature value \( q_{\tau} = \sqrt{\frac{1}{R_{\theta}}} \int_0^\tau dt Q(t) W(t) \), where the weighting function \( W(t) \propto |\langle Q_e(t) - Q_g(t) \rangle| \) is proportional to the average difference between the ground and excited state responses and is normalized to \( \int^\tau_0 dt W^2(t) = 1 \).

We perform 60,000 repetitions of the experiment, alternating the qubit preparation between ground and excited state, and populate histograms of \( q_{\tau} \), as shown in Fig. 2. The ground and excited state histograms are simultaneously fit to the sum of two Gaussians, as described in Appendix B. From these fits we extract a decision boundary, or threshold \( q_{\tau}^{th} \), at the intersection point of the two fitted state distributions. The measurement is then characterized by its fidelity, defined as [31]

\[
F = 1 - P(e|g) - P(g|e)
\]

where \( P(x|y) \) is the probability that the qubit prepared in state \( y \) is measured to be in state \( x \). The fidelity is extracted directly from the experimental data as 1 minus the sum of the fraction of ground state preparation events with \( q_{\tau} \geq q_{\tau}^{th} \), and the fraction of excited state preparation events with \( q_{\tau} < q_{\tau}^{th} \), denoted \( \epsilon_g \) and \( \epsilon_e \), respectively.

At short measurement times \( \tau \lesssim 40 \) ns, as shown in
Fig. 2(a), the mean state trajectories have yet to reach their maximum separation, leaving a large overlap of the two distributions (green area). However, at longer integration times the separation grows sufficiently compared to the standard deviations, allowing us to clearly resolve the two states. With continued integration the uncertainties further reduce, reaching a maximal distinguishability at $\tau = 64$ ns, see Fig. 2(c). For even longer integration times, transitions between the two states during the measurement, due to spontaneous emission, thermal excitation or transitions induced by the readout tone, limit the fidelity. These transitions lead to the discrepancies seen in Fig. 2(d) between the model and data and are discussed at the end of Appendix B in more detail.

We further analyze the data by separating the overlap error from transition errors. The overlap error $\epsilon_o$ between the two state distributions is defined as the normalized green area indicated in Fig. 2 and is a measure for how distinguishable the two distributions are [19, 31].

It can be further decomposed into contributions from the ground and excited state $\epsilon_o = \epsilon_{o,g} + \epsilon_{o,e}$. The remaining transition errors $\epsilon_x = \epsilon_x - \epsilon_{o,x}$, where $x$ is the state of the qubit, are due to failed preparation events and transitions during the measurement. The transition errors are found to be larger for a prepared excited state and decrease with integration time, see Fig. 3.

For $\tau = 56$ ns we obtain a fidelity of $98.42 \pm 0.07\%$ and
an overlap error of $\epsilon_o = 0.39 \pm .01\%$, equal to that reported in Ref. [19], but achieved in roughly a third of the integration time. We also have an average assignment fidelity of 99.2%, higher than that reported in Ref. [32], while using less than a fourth of the integration time. We also achieve this higher fidelity with a qubit lifetime of 70% and 30% of those in the two references [19, 32], respectively. This further emphasizes the effectiveness of fast, optimized readout. At this integration time, the normalized ground state error $\tilde{\epsilon}_g = 0.23 \pm 0.04\%$ and normalized excited state error is $\tilde{\epsilon}_e = 0.96 \pm 0.06\%$. The limited qubit lifetime $T_1 = 7.6\,\mu s$ accounts for 76% of the excited state error. We attribute the remaining part to measurement induced mixing [33]. This hypothesis is supported by its equivalence to the ground state error and the low thermal occupation of the qubit (see Appendix B). This mixing error is a consequence of driving the system stronger in order to reduce the overlap faster and reach a higher fidelity in a shorter time. However, some errors may be introduced by imperfect state preparation and therefore this estimate for the measurement induced mixing is an upper-bound.

We also performed the gated measurements at different drive strengths and found the overlap error decreases monotonically with the measurement power, Fig. 3(b). This behavior is in good agreement with theory [31] (Appendix D). However, the overall error of the readout protocol reaches a minimum at $\tilde{n}_{drive} = 2.5$ before rising again due to measurement induced mixing.

To further improve the readout speed at the optimal power, we repeated the experiment with the two-step pulse shape introduced earlier [19, 26], which more rapidly drives the resonator to its steady-state. The readout fidelity during the rise time of the signal was consistently 8 ns faster than in the gated measurements, as shown in Fig. 3(c), and reaches a nearly identical fidelity of $F = 98.25 \pm 0.05\%$ in only 48 ns.

We also studied the dependence of readout fidelity on the measurement efficiency $\eta$ by increasing the gain of the JPD to 35 dB. This caused a reduction of the amplifier bandwidth to 10 MHz, but increased the efficiency to $\eta = 0.75$ (see Appendix C). In this configuration we measured the highest fidelity at 99.2%, however, the integration time of 88 ns required to achieve this fidelity is longer due to the reduced bandwidth, see orange line in Fig. 3(c).

III. MODEL USED FOR OPTIMIZING THE READOUT

A. Dynamics of readout circuit

For phase-sensitive amplification, the information acquired about the qubit state is proportional to the difference between the ground and excited state response in one quadrature $S(t) = \sqrt{\Delta} |Q_e(t) - Q_g(t)|$, where $\Delta$ is the linewidth of the Purcell filter [27]. This is approximately equal to $S(t) \approx \sqrt{\Delta} |\beta_e(t) - \beta_g(t)|$, were, $\beta_e, \beta_g$ are the complex intracavity field amplitudes of the Purcell filter when the qubit is in the ground or excited state. In the quasi-steady state limit (QSS) given by $J \ll \kappa_p$, the full system dynamics can be reduced to the dynamics of the readout resonator, such that $S(t) \approx \sqrt{\kappa_{eff}} |\alpha_e(t) - \alpha_g(t)|$, where $\alpha_e, \alpha_g$ are the complex intracavity field amplitudes of the readout resonator. By considering $\omega_d = \omega_r = \omega_p$, for a gated measurement pulse, we find an analytical solution for

$$S(t) \approx \sqrt{n_{drive} \kappa_{eff} |(1 + \alpha/\Delta) \chi/\kappa_{eff} |(1 + (2\chi/\kappa_{eff})^2)}$$

$$\left(2 \left| \chi/\kappa_{eff} \right| + e^{-\pi\kappa_{eff}t} \sin(2\chi t) - 2e^{-\pi\kappa_{eff}t} \cos(2\chi t) \right)$$

where $\chi$ is approximately given by

$$\chi = \frac{\alpha}{\Delta (\Delta + \alpha)} = \frac{\alpha}{4n_{crit} (1 + \frac{\chi}{\Delta})}$$
for a transmon qubit when the population of the resonator is much less than the critical photon number \( n_{\text{crit}} = \Delta^2/4g^2 \) \cite{10}.

The readout fidelity after a measurement time \( \tau \) is directly related to the integrated information rate \( s(\tau) = (1/\sqrt{\tau}) \int S(t) \, dt \) (see Eq. D1). In the following, we therefore study \( s(\tau) \) and optimize it with respect to the accessible system parameters.

We first consider the influence of the effective linewidth \( \kappa_{\text{eff}} \) at otherwise constant parameters \( \alpha, n_{\text{drive}}, n_{\text{crit}}, \Delta \) and \( \chi \). For integration times well into steady state we find \( s(\tau) \) to be maximized for \( |\chi/\kappa_{\text{eff}}| = 0.5 \) independent of all other parameters \cite{31}, see Fig. 4(a). However, at integration times \( \chi \tau \lesssim 4.5 \) one could achieve a higher fidelity by increasing \( \kappa_{\text{eff}} \) with respect to \( \chi \). This increases \( S(t) \) at short times while reducing its steady state value. We note that, this initial speed up could also be achieved by using a two-step pulse while maintaining \( \chi/\kappa = 0.5 \) independent of the integration time.

When \( \chi \) and therefore \( \kappa_{\text{eff}} \) becomes comparable to \( \kappa_p \), one must solve the complete system dynamics beyond the QSS solution including the dynamics of the Purcell-filter \cite{27}. We have plotted the full solution with the experimentally realized system parameters as the blue dashed line in Fig. 4(a) which shows a slower convergence to the steady state ratio than the QSS solution.

For the optimal ratio \( \chi/\kappa_{\text{eff}} = 0.5 \), we also see from Fig. 4(a) that the time required to reach steady state is inversely proportional to \( \chi \). This emphasizes that in order to achieve fast readout a large \( \chi \) is favorable. Therefore, if one can maintain the optimal ratio, then larger \( \chi \) will more rapidly accumulate signal. By successfully realizing these concepts in the experiment, we were able to achieve a higher single-shot fidelity at shorter integration times than previously reported, where it is less affected by qubit relaxation time \( T_1 \). We chose the ratio \( |\chi/\kappa_{\text{eff}}| = 0.2 \) in our experiment to optimize for an integration time of 50 ns or less using the gated measurement pulse. This is illustrated in Fig. 4(b-c) where the integrated signal is larger for \( |\chi/\kappa_{\text{eff}}| = 0.2 \) than for \( |\chi/\kappa_{\text{eff}}| = 0.5 \) for \( \tau < 50 \text{ ns} \).

### B. Constraints

The optimal set of parameters are typically subject to experimental constraints of the system. With the use of Purcell filters \cite{18–20}, \( |\chi/\kappa_{\text{eff}}| \approx 1/2 \) can be maintained for larger values of \( \chi \), without reaching a Purcell limited qubit lifetime \cite{34}. In this case, the limitation for readout speed derives directly from the upper bound of \( \chi \).

For larger \( \chi \), a large anharmonicity is advantageous, see Eq. 3. However with the use of a transmon qubit, large \( \alpha \) reduces the qubit’s coherence time through charge dispersion \cite{35}. Charge dispersion scales exponentially with the ratio of the Josephson energy to the charging energy, \( E_J/E_C \) \cite{34} and therefore with the qubit frequency and anharmonicity. For our sample, we chose an anharmonicity which results in an estimated upper-bound for the dephasing time of 150 \( \mu \)s with a qubit near 6.3 GHz. Our sample, however, did not realize this upper-bound due to other dephasing mechanisms and fabrication limitations.

The second constraint on \( \chi \) derives from its inverse relationship to the critical photon number \( n_{\text{crit}} \propto 1/\chi \) (Eq. 3). The dispersive approximation remains valid only in the limit \( n_{\text{crit}} \gg 1 \), leading to an upper bound on \( \chi \). Furthermore, \( n_{\text{crit}} \) could limit the number of photons that can be used for readout without driving unwanted qubit transitions. The probability for such a transition in the dispersive regime is approximately proportional to the parameter \[ \lambda = \sin^2\left(\frac{1}{2}\tan^{-1}\left(\sqrt{\frac{n_{\text{drive}} + 1}{n_{\text{crit}}}}\right)\right) \]

implying larger \( n_{\text{drive}}/n_{\text{crit}} \) could lead to higher transition errors. This constraint on the number of photons used for measurement is not strict. For a dispersive measurement, the optimal drive strength is determined by balancing the rising measurement induced mixing errors and the declining overlap error (see Ref. \cite{19, 37} and Fig. 3). It is worth noting that alternative readout schemes have been investigated both theoretically and experimentally which achieve high fidelity QND measurements in a regime where \( n_{\text{drive}} \gg n_{\text{crit}} \) (see Ref. \cite{32, 38}). As a suitable trade off between these limitations, we chose \( n_{\text{crit}} \approx 13 \) and find \( n_{\text{drive}} \approx n_{\text{crit}}/5 \), resulting in \( \lambda \approx 1.8\% \). In our experiment, this leads to a measurement induced error \( < 0.23\% \) at \( \tau = 56 \text{ ns} \).

Additionally, the mixing rates of the qubit states during measurement may also depend on higher order transmon states \cite{37, 38}, as well as, the power spectrum of the flux noise \( \Gamma_{\uparrow\downarrow} \propto (n_{\text{drive}}/n_{\text{crit}}) N_f(\pm \Delta) \), where \( N_f \) is the flux noise power at detuning \( \pm \Delta \) \cite{39}. Slichter et. al. \cite{40} measured a \( N_f \approx 1/f \) flux noise dependency and therefore we designed a \( g/2\pi \approx 210 \text{ MHz} \) to keep the detuning \( \Delta/2\pi \approx 1.6 \text{ GHz} \) sufficiently large for our chosen \( n_{\text{crit}} \). We further utilized a positive detuning \( \Delta \) to exploit the asymmetry in \( \chi \) with respect to \( \Delta \) which allows for a large \( |\chi/2\pi| > 7.5 \text{ MHz} \) and remain within these constraints.

## IV. CONCLUSIONS

In summary, we have demonstrated an increase in speed and fidelity of qubit readout by optimizing the circuit parameters. Further, we have identified constraints on \( \chi \) imposed by the nature of the transmon qubit and its dispersive interaction. The limits to the qubit lifetime and dephasing time imposed by our choice of circuit parameters is expected to be 600 \( \mu \)s and 150 \( \mu \)s respectively, while other mechanisms not considered may impose shorter times. We therefore believe our design concepts are extensible to a multiplexed readout architecture \cite{41}. 
While improvements in the qubit $T_1$ and in the amplifier performance are at this point well understood to further improve the readout, the role of measurement induced mixing as a limiting factor remains an aspect worth further investigation.
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Appendix A: Setup details and sample characterization

In this section we describe the measurement setup, discuss basic sample characterization measurements and the ac-Stark shift calibration of the readout power.

A measurement signal applied to the sample exits the output port of the band pass Purcell filter of the sample and passes through an isolator, a circulator and a directional coupler before entering the Josephson Parametric Dimer (JPD), see Fig. 5(a). The signal then passes through additional amplification stages before it is down converted to 250 MHz and finally is digitized at the ADC connected to the FPGA. The ADC samples the signal at
the input power only at low readout powers. Due to a self-Kerr non-linearity, the output power is proportional to the input power only at low readout powers. The internal loss rate of the Purcell filter is due to measurement induced mixing which is expected to vanish for decreasing drive strength. For \( n_{\text{drive}} \to 0 \) we find an excess of 0.3±1% of events rejected beyond the set threshold of 1%, which we attribute to the residual thermal population of the qubit, see Fig. 6(d). This low thermal population is a byproduct of the Purcell filter, which due to its limited bandwidth and detuning from the qubit, further reduces the effective thermal photon flux in the readout resonator at the qubit frequency. This is an additional benefit of using a Purcell filter to improve the fidelity of single-shot readout not previously discussed in Ref. [19].

For the analysis of the measurement errors as discussed in the text, the model used to fit the single-shot histograms is given by

\[
\begin{bmatrix}
C_g(q_r) \\
C_e(q_r)
\end{bmatrix} = \begin{bmatrix}
A_{gg} & A_{eg} \\
A_{ge} & A_{ee}
\end{bmatrix} \begin{bmatrix}
\text{PDF} \left[ N(\mu_g, \sigma_g), q_r \right] \\
\text{PDF} \left[ N(\mu_e, \sigma_e), q_r \right]
\end{bmatrix}
\]

\[ (A1) \]

where \( \gamma \) is the small internal loss rate of the Purcell filter and readout resonator which are assumed to be equal. Furthermore, the qubit frequency and anharmonicity are determined by standard qubit spectroscopy [43].

We calibrate the photon number in the resonator by measuring the qubit frequency as a function of measurement drive power \( P_{RF} \). Here, \( n_{\text{drive}} \) is assumed to be proportional to the power \( P_{out} \) transmitted through the device and measured at the FPGA, see Fig. 6(a). The proportionality factor between output power and intracavity photon number is extracted using the known \( \gamma \). Due to a self-Kerr non-linearity, the output power is proportional to the input power only at low readout powers (Fig. 6(b)).

Appendix B: Preselection and histogram analysis

Preselection rejects instances in which the qubit is detected in the excited state from further analysis. Not doing so would lead to systematic errors in the experiment. Excited state detection could be due to thermal excitation, or residual excitation of the qubit from previous measurement runs. In our experiment we integrate the last 50 ns of the premeasurement pulse resulting in a mean integrated measurement value \( q_p \) to determine the state of the qubit. The histogram of these integrated values, Fig. 6(c), is fit to a Gaussian distribution (light blue line) and the state discrimination threshold (dashed vertical line) is set to the 99% of the fitted cumulative distribution function. This guarantees that the majority of thermally excited states identified by integrated measurement values larger than the threshold are rejected.

We find that the fraction of rejected events increases with resonator drive strength \( n_{\text{drive}} \), see Fig. 6(d). This is due to measurement induced mixing which is expected to vanish for decreasing drive strength. For \( n_{\text{drive}} \to 0 \) we find an excess of 0.3±1% of events rejected beyond the set threshold of 1%, which we attribute to the residual thermal population of the qubit, see Fig. 6(d). This low thermal population is a byproduct of the Purcell filter, which due to its limited bandwidth and detuning from the qubit, further reduces the effective thermal photon flux in the readout resonator at the qubit frequency. This is an additional benefit of using a Purcell filter to improve the fidelity of single-shot readout not previously discussed in Ref. [19].
Figure 7. a) Measurement of the gain $G_0$ of the amplifier versus signal frequency $\nu_s$. The red line is a lorentzian fit to extract the peak gain $\approx 19.7 \text{ dB}$ and $3 \text{ dB}$ bandwidth of $27 \text{ MHz}$. b) Micrograph of the Josephson Parametric Dimer used in the experiment made from etched niobium (black) on sapphire (yellow). The circuit consists of two capacitively coupled lumped element non-linear resonators each with a large finger capacitor and an array of 45 SQUIDs (shadow evaporated aluminum, gray in picture) acting as a non-linear inductor element. The left resonator is capacitively coupled to the output line of the measurement setup. c) Measurement of the gain $G_0$ vs. signal power $P_s$ to extract the $1\text{dB}$ compression point of the amplifier at the experimentally used bias point. The red dashed line is the optimal readout power used in the experiment while the gray dashed line depicts the $1\text{ dB}$ compression power. d) Power spectral density (PSD) of the amplified quadrature versus signal frequency detuning from the pump tone with the parametric amplifier on (blue) and off (yellow) used to calibrate the measurement efficiency of the output line. The y-axis is scaled such that the distance between the peak of the parametric amplifier on spectrum (blue) and the off noise spectrum (yellow) is equal to the vacuum noise times the gain, i.e., $1/4 \cdot 4G_0$.

where PDF $[\mathcal{N}(\mu_x, \sigma_x)]$ is a normal probability distribution function with mean and standard deviation, $\mu_x$, $\sigma_x$ and $C_x$ are the expected counts of traces prepared in qubit state $x \in \{g, e\}$ as a function of the filtered quadrature value $q_f$. $A_{i,f}$ are the amplitudes with the qubit prepared in the desired state $i \in \{g, e\}$ and detected in the final state $f \in \{g, e\}$. This double Gaussian model does not account for transitions that occur during the measurement, but only for ones that occur between the state preparation and the beginning of the measurement. We have also studied a model which does account for transitions during the measurement and it produces an overlap error equal to our double Gaussian model, within the error bounds.

Appendix C: Calibration of measurement efficiency

We perform power spectral density measurements of the noise added by the amplifiers in the output line to calibrate the measurement efficiency $\eta = \eta_{\text{amp}}\eta_{\text{loss}}$ of our output line characterized by the parametric amplifier’s noise performance $\eta_{\text{amp}}$ and the loss before the amplifier $\eta_{\text{loss}}$. We achieve parametric gain by pumping the amplifier [28] with a coherent tone at the readout frequency. The maximum gain is adjusted by varying the pump power and the flux bias through the superconducting quantum interference device (SQUID) arrays. The pump tone is interferometrically canceled by adjusting the phase and amplitude of a cancellation tone coupled via the directional coupler to the output of the JPD. This minimizes pump leakage back toward the sample and avoids saturation of following amplifiers along the output line. The frequency dependent gain peaks at $G_0=19.7 \text{ dB}$, see Figure 7(a), at the desired signal fre-
quency of 4.754 GHz used in the experiment. By sweeping the signal power we determine the 1 dB compression point of the amplifier (Fig. 7(c)), which is about 10 dB higher than the power used for measuring the qubit state in our experiment.

Next, we characterize the amplifier’s measurement efficiency when operating in the phase-sensitive mode $\eta_{\text{amp}}$, i.e. amplifying and detecting only one quadrature of the signal field. In order to create a single quadrature signal distinguishable from the pump we apply two coherent signals of equal power and opposite detuning from the pump tone. We then adjust the phase of the two tones so that the resulting signal is oriented along the amplified quadrature, achieving a phase sensitive gain, $4G_0$. For this measurement, the ADC samples the output signal for 8.192 $\mu$s with 1 ns resolution, resulting in a frequency resolution of approximately 112 kHz. We therefore chose to detune the signals 488 kHz above and below the pump, which is an integer multiple of this resolution. Finally, we measure the noise performance of the amplified quadrature by measuring its power spectral density (PSD). The down conversion local oscillator phase is also adjusted to maximize the gain along the real quadrature of the complex signal entering the ADC as is done for the main experiment. We use the FPGA to take the real component of the complex signal and compute the auto-correlation function and average the results over a million times. The Fourier transform of this data then reveals the noise spectral density of this quadrature as seen in Figure 7(d). When the JPD is on, the overall noise level increases compared to when it is off following the frequency dependent gain of the amplifier. The two coherent signal peaks can be easily distinguished from the noise floor in both the amplifier on and off spectra, as well as the pump tone for the amplifier on case.

With the assumption that the noise of the parametric amplifier is dominated by amplified vacuum noise, the spectral density measurements are scaled so that the noise increase when turning on the JPD is equal to $4G_0 \cdot 1/4$. In this expression, 1/4 represents the noise at the input of the parametric amplifier in the amplified quadrature and $4G_0$ is the gain of this quadrature. The resulting noise offset, $n_{\text{HEMT}}/2$ is 9.89 times larger than the vacuum level. This offset is predominately due to the noise added by the following HEMT amplifier at the 4 K temperature stage and is divided by 2 to account for the single quadrature measurement. Following Frii’s formula for noise performance of cascaded amplifier chains [44], this added noise will be divided by the gain of the parametric amplifier resulting in $\eta_{\text{amp}} = (1 + n_{\text{HEMT}}/(2G_0))^{-1}$. We estimate that with a gain of $4G_0 = 26$ dB, the noise performance is about $\eta_{\text{amp}} = 0.92$. If we adjust the pump settings to increase the gain to $4G_0 = 35$ dB, at the cost of bandwidth, we find the amplifier can achieve $\eta_{\text{amp}} = 0.99$.

Finally, we determine the transmission efficiency $\eta_{\text{loss}}$ between the output of the sample and the input of the parametric amplifier by comparing the coherent signal power in the scaled PSD measurement to the expected power calibrated with the AC stark shift measurement, i.e. $P_{\text{out}} = (\chi/J)^2 n_p \eta_{\text{drive}}$. The $(\chi/J)^2$ prefactor is a result of driving the circuit through the input of the Purcell filter and not the readout resonator directly [27]. The ratio between the scaled PSD measurement signal power and $P_{\text{out}}$ is equal to the transmission efficiency and found to be $\eta_{\text{loss}} \approx 0.75$ corresponding to approximately 1.3 dB attenuation. This is well within the specified insertion loss of the elements between the sample and amplifier. The measured total efficiency of the line is determined to be $\eta = \eta_{\text{loss}} \eta_{\text{amp}} = 0.66$ for 26 dB gain and $\eta = 0.75$ for 35 dB gain.

Appendix D: Overlap error model

We model the readout as a measurement of a random variable from the qubit state Gaussian distributions which have opposite means $\pm S(t)/2$ (see Sec III) and equal variance, $\sigma^2(t) = 1/(4\eta)$ at time $t$. With no state transitions, the optimal threshold is at the intersection of the two distributions and including both analog and digital filtering we find

$$\epsilon_\alpha(\tau) = \text{erfc} \left[ \sqrt{\frac{1}{8}} \int_0^\infty S(t) f(\tau - t) \, dt \right]$$

(D1)

where $f(\tau - t)$ is the response function of the relevant filter elements for the measurement of $s_\alpha$. In our experiment, $f(\tau - t)$ consists of the narrow bandwidth parametric amplifier, the 8 ns boxcar integration of the FPGA and the mode-matched digital weighting function $W(t)$. We use this model along with the numerical solutions of $S(t)$ using the full system equations (no quasi-steady state assumption [27]), to determine the theory curves (green) in Fig. 3(a-b) of the main text.
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