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Abstract

An array of four 87Rb vector magnetometers are used to detect nuclear quadrupole resonance

(NQR) signals in an unshielded environment at 1 MHz. With a baseline of 25 cm, the length of the

array, radio-frequency interference mitigation (RFIM) is also demonstrated; a radio-station signal

is suppressed by a factor of 20 without degradation to the signal of interest. With these compact

sensors, in which the probe beam passes through twice, the fundamental limit to detection sensi-

tivity is found to be photon shot noise. More passes of the probe beam overcome this limitation.

With a sensor of similar effective volume, 0.25 cm3, but 25 times more passes, the sensitivity is

improved by an order of magnitude to 1.7 ± 0.2 fT/
√
Hz.

PACS numbers: 07.55.Ge, 76.70.Hb, 76.60.Gv, 32.80.Xx
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I. INTRODUCTION

Atomic magnetometers hold the promise of excellent sensitivity for the detection of RF

magnetic fields oscillating in the high-frequency band (HF) [1] or lower [2]. Potential applica-

tions are widespread and include biomagnetics [3–10], geomagnetics [11], low field NMR [12–

14] and MRI [15, 16], and NQR. Towards the latter application, a potassium magnetometer

with a sensitivity of 0.24 fT/
√
Hz was used to detect the fertilizer explosive ammonium

nitrite at 0.423 MHz in a shielded environment [17].

For frequencies higher than HF, standard Faraday coil detection becomes more sensi-

tive. At lower frequencies, super-conducting quantum interference devices (SQUIDs) [18]

and atomic magnetometers rival one another for better sensitivity[11, 17, 19]. Adoption

of SQUIDs is hampered by the need for cryogenics for operation. Atomic magnetometers

do not require cryogenic refrigeration and are furthermore insensitive to electric field noise.

They do, however, tend to be rather large to take advantage of a high number of alkali

atoms in the sensor [20]; for the ammonium nitrite measurement [17] the cell was 100 cm3.

More recently a 1 cm3 RF Rb magnetometer was demonstrated to have a 5 fT/
√
Hz sensi-

tivity [21], showing how scaling down the volume can have a detrimental effect. One way to

have a small volume, but retain sensitivity, is to have the probe light pass through the cell

multiple times [22, 23]. We demonstrate two such magnetometers, one in which the beam

passes through twice a 0.36 cm3 volume of Rb vapor, made by Twinleaf, and another in

which the beam passes through 50 times a 0.25 cm3 volume, made by the Romalis group at

Princeton. The former has a sensitivity of 14 fT/
√
Hz and the latter 1.7 fT/

√
Hz. Quan-

tum fluctuations such as photon shot, light shift, and spin projection noise fundamentally

limit the sensitivities of the magnetometers. An in-depth analysis of the fundamental and

non-fundamental noise contributions, and the limitations they present, is discussed.

The sensitivity of the atomic magnetometers can easily be taken advantage of in shielded

enclosures, but many applications, like NQR used for the detection of illicit substances,

would be more fieldable if done unshielded. It has been shown that the superior sensitivity

of the RF magnetometer can be retained unshielded if operated with two effective sensors and

used as a gradiometer [24]. In that work, however, the two sensors were two channels within

a larger cell and represented a baseline of only 2 cm; more recently, a similar gradiometer

measurement was made with separate sensors 5.6 cm apart, but at a much lower frequency
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and worse sensitivity [25]. When distinguishing a local source of magnetic field, as from

an NQR sample, from far-away sources, as from a radio-station, a larger baseline allows for

the better measurement of a big sample; the signal falls off roughly as (s/r)3, where s is

the size of the sample, and r is the distance from the sample center. We demonstrate an

array of 4 separate 2-pass sensors with a baseline of 25 cm, the distance between the outer

two sensors, and arranged so as to be able to get rid of interfering signals while retaining

the locally generated signal of interest. Using the signal from a local radio station, we

demonstrate the ability to reduce interference by a factor of twenty, limited by re-radiation

of the radio interference from our field coils.

Interference suppression using atomic magnetometers is fundamentally different than with

coils. An array ofN coils does not represent N independent sensors because of mutual induc-

tance between the coils, although through decoupling methods [26] the mutual inductance

can be minimized, but not completely eliminated. Often the focus for detection in the midst

of interference is therefore on a single coil with multiple loops designed to have no net mag-

netic dipole moment, so that constant interference is rejected while some signal from the

sample is detected, for instance in a “butterfly” [27, 28] or two coil co-axial [29] construction.

A significant difficulty with this type of gradiometer arises from the capacitive coupling of

one loop of the coil to the environment so that the zero-dipole moment is compromised [29].

Atomic magnetometers have no inductive coupling between sensors and no capacitive cou-

pling to the environment. In addition, signals are obtained from each magnetometer so

that real-time calibration was easily implemented and balance between sensors continually

maintained. Moreover, with multiple magnetometers, as we show here, not only can the

common mode interference be rejected but also linearly varying interference.

We furthermore demonstrate the unshielded detection of sodium nitrite (NaNO2), s ∼
2.5 cm, by NQR. This represents the first detection of NQR with atomic sensors in unshielded

conditions. Besides being unshielded, a major difference between this and the original detec-

tion of NQR with atomic magnetometers [17] is the use of pulsed pump beams. Previously

the destructive effects of the strong excitation pulse, ∼ 1 mT, on the alkali polarization

was mitigated by detuning the magnetometer during RF excitation and creating a one-sided

excitation coil. With this current work, the destruction of the polarization during the RF

excitation pulse is accepted. Polarization is regained using a strong pump light pulsed on

after the RF pulse, but before detection of the NQR signal, thus simplifying the set-up,
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particularly for multiple sensors.

While we demonstrate the detection of naturally abundant 14N, nuclear spin I = 1, NQR

is a type of zero field RF spectroscopy, often known as zero-field NMR, that can be used to

detect any quadrupolar nuclei, I > 1/2, within a solid sample [30]. While the requirement

I > 1/2 is a limitation, the quadrupolar nuclei are three times as numerous as spin-1/2

nuclei [31]. Furthermore the NQR frequencies are determined by the local electric field

gradient at the nucleus due to the surrounding structure and therefore provide a virtually

unique spectral signature for the material [32]. NQR can also be done on powdered samples

without broadening of the linewidth. This, coupled with the unique spectral signature,

and the relatively simple equipment for excitation, makes NQR attractive for a variety of

applications, such as the detection of 14N, 35Cl, 79Br, 81Br and 39K in explosives [33–35]

and narcotics [36]; pharmaceutical applications including crystallinity control, polymorph

identification, and quantification of active ingredients [37–39]; and the study of motion

and phase transitions in superconductors and ferroelectric materials [40–43]. Any of these

applications would become more versatile if allowed to sensitively operate in an unshielded

environment as presented here.

II. EXPERIMENTAL DESIGN

A. Sensors

The atomic magnetometers operate in a crossed pump/probe configuration and contain

isotopically enriched 87Rb. The desired saturated vapor density is created by heating the

oven to T > 130◦C, Table I, either through heated air flow, as with the 50-pass sensor, or,

much more unconventionally, through optical means, as is the case with the 2-pass sensors;

the temperature sensor of the 2-pass is also fiber-optic, making for an entirely fiber-coupled

magnetometer as shown in the inset of Fig. 1. Neon gas, at a number density of 0.8 amagats,

is used as a buffer gas to slow diffusion to the walls, and between 0.05− 0.06 amagats of N2

is added as a quenching gas [44]. The active volumes are quite small, 10×5×5 mm3 for the

50-pass and 10× 6× 6 mm3 for the 2-pass sensor, with the longest dimension corresponding

to the probe direction. The mirrors for the 50-pass magnetometer are curved [23] and are

internal to the vapor cell, while those of the 2-pass are flat and are external to the vapor
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FIG. 1. Top view of the 2-pass sensor array. In the inset, a Twinleaf sensor, held down with

nylon bolts, is shown with a nickel for perspective; all connections, including those for heating and

temperature measurement, are fiber optic. Table I gives the pump and probe powers measured at

the fiber mating connectors, denoted by a black dot above. A square pair of coils, separation and

side length of 21 cm, provide real-time calibration of the sensors, while the net static field B0ẑ,

which is kept parallel to the pump beam, is set by field coils that are not shown here. The NQR

sample, sodium nitrite, sits inside the RF excitation coil and is situated 2 cm above the sensor

array.

cell. The 2-pass cells have been quite robust over time, while the internal mirrors in the 50-

pass magnetometer showed some degradation on several weeks time scale. The robustness

of the mirror coatings is improved by using Al2O3 outer layer coating [22]. Higher-quality

dielectric films using ion beam sputtering film deposition also improve the robustness of the

mirrors.

The alkali atoms become highly polarized under illumination by circularly polarized light

at the D1 resonance. For the 50-pass the circularly polarized pump beam travels through

free space and is shaped into a top-hat profile large enough to fill the cell. The 2-pass

sensor is fiber coupled through a multi-mode fiber to create a spatially uniform beam; at

the fiber exit a ball lens, a pair of beam splitters, and a pair of λ/4 waveplates are used to

shape and circularly polarize the beam. Resulting polarizations can be found in Table I.

The pump laser is turned off during data acquisition to obtain better sensitivity. Control

of the pump was done through the tapered amplifier for the 2-pass sensors, but through an
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Sensor T T2H @ 5 ms P @ 5 ms Φpm Φ0
pr Φpr at diodes S⊥ S‖

# (◦C) (ms) (%) (W) (mW) (mW) (fT/
√
Hz) (fT/

√
Hz)

2-pass:

Inner 1 139 0.23 67±5 0.21 1.6 0.4 21 ± 2 26 ± 3

Inner 2 136 0.28 65±6 0.21 1.1 0.3 14 ± 2 21 ± 2

Outer 1 134 0.33 61±5 0.25 2.0 0.6 16 ± 2 27 ± 3

Outer 2 131 0.50 85±5 0.21 1.2 0.2 15 ± 2 29 ± 3

50-pass:

156 0.53 92 ± 1 1.2 0.4 0.05 1.7 ± 0.2

TABLE I. Sensor characteristics are given for the 2-pass cells, Fig. 1, and the 50-pass cell. The

effective cell temperature T was determined experimentally; T matched the oven setpoint for the

50-pass, but was smaller than the 2-pass setpoint, 200◦C, due to one-sided heating of the vapor

cell. Light of power Φpm pumped the cell to polarization P , while a low power beam, of power Φ0
pr,

probed the transverse spin state; high P leads to a longer decay time T2H , Fig. 9. The 50-pass was

shielded and measured at resonant frequency of 1.00 MHz; the 2-pass was unshielded and measured

at 1.3 MHz, 10 kHz away from the radio interference. Furthermore, sensitivity for two orthogonal

orientations of the horizontal linear array, ⊥ and ‖, were measured and used an acquisition window

of 1 ms with time domain filtering.

acoustic optical modulator for the 50-pass.

The probe beam is fiber coupled into the sensor through a polarization-maintaining fiber.

A linear polarizer placed at the cell entrance enforces the polarization direction. For the

2-pass sensor, the exiting probe beam is also fiber coupled, while for the 50-pass it is free-

space. A balanced polarimeter, consisting of a polarizing beam splitter and photodiode

amplifiers, measures the final rotation of the probe light. The resulting signal is detected by

a phase-sensitive spectrometer [45]. With the higher number density and higher number of

passes associated with the 50-pass cell, the signal was optimized with the probe wavelength

farther off-resonance, λpr = 795.64 nm, than for the 2-pass, λpr = 795.15 nm.
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B. Fields

For the unshielded system, three pairs of nested square Helmholtz coils[46], side length of

about 0.6 m and wrapped around a plastic frame, were used to compensate for Earth’s mag-

netic field and set the Larmor frequency, f0 = B0γ/(2π), where γ is the atomic gyromagnetic

ratio γ/(2π) =7 MHz/mT. The array of 2-pass sensors, Fig. 1, was centered inside these

field coils. Six coils, wrapped around an individual sensor, provide fine control of the local

static fields [Bx, By, Bz] as well as the gradient of Bz; the coils encased in polyimide film can

be seen in the inset of Fig. 1. Orthogonal fields [Bx, By] were chosen to minimize the Larmor

frequency, while Bz was chosen to set the Larmor frequency to the frequency of interest.

The field gradient was chosen to optimize the signal in each sensor. These ‘per-sensor’ field

coils were controlled by the shim unit associated with the spectrometer. The wire pair for

each field coil were threaded through multiple ferrite toroidal cores in such a way as to choke

out both common mode and differential AC signals, including that due to the radio inter-

ference; in addition shielding was placed over the chokes and wiring. Furthermore, controls

and current supplies for all field coils were placed on an AC-line conditioner [47], eliminating

random noise spikes in the spectrum. Data collection sequences were synchronized with the

mains electricity for clear identification of effects associated with line power.

The 50-pass sensor was shielded in order to accurately explore the limits of its sensitivity.

However, a set of coils was still used to control the local field - three Bz gradient coils [48, 49],

two saddle coils for [Bx, By] [50], and one for Bz [51], all wrapped on a 8 inch diameter and

16 inch long G10 cylinder.

The spectrometer was also used to create RF pulses as well as to control the timing and

shaping of the pump pulses, Fig. 2. For NQR excitation a 2 kW power amplifier was used

to create the strong field in the excitation coil, Fig. 1. The same coil doubled as the source

of the test signal in the RFIM measurements, but instead of amplification, attenuation was

used to get signals on the order of 100 fT at the inner sensors. Real-time calibration of

the sensors is critical for the detection of such small signals in an unshielded environment.

Calibration was accomplished by comparison to signals from the calibration coil, Fig. 1,

taken just before and after the measurement of interest. This coil was designed to give

nearly equal signal over the four sensors and was itself calibrated using an Electron Spin

Resonance (ESR) experiment, Fig. 3. Details of the ESR experimental sequence can be
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FIG. 2. A 90-90 spin-lock spin-echo sequence[52], RF duration te = tr = 100 µs, with N echoes, is

used to excite the sample. The Q of the tuned excitation coil is spoiled, so that the stored energy

quickly dissipates before the light of duration tp pumps the sensor. The light is adiabatically

ramped down to avoid perturbations, before the signal is acquired during ta. Values are given in

Table II.

Measurement f0 Pump Acquire Spacing Echoes Signal

type (MHz) tp (ms) ta (ms) t0 (ms) N source

2-Pass:

NQR SLSE 1.03 1.0 1.3 2.4 120 63 g of NaNO2

NQR Calibration 1.03 1.0 1.3 2.4 60 calibration coil

RFIM ‘signal’ 1.3 0.8 1.0 2.0 1000 small solenoid

RFIM Calibration 1.3 0.8 1.0 2.0 200 calibration coil

50-pass:

Sensitivity Data 1.0 1.0 1.0 N.A. 100 saddle coil

TABLE II. The sequence timing of Fig. 2 is given here, either with the NQR sample as the source

of the signal or a small field from a coil, for instance the square calibration or short solenoid coil

of Fig. 1. Strong RF pulses, B1 = 1 mT of duration tr, were applied to the sample during the

NQR detection, but not in other measurements, for simplification and higher overall polarization;

see Fig. 8. For the unshielded 2-pass sensors, realtime calibration utilized RF pulses of known

strength, about 10 pT, applied before and after the echo train, Fig. 12. For the shielded 50-pass

sensor, individual scans, not an echo train, were used for sensitivity measurements.

found in Fig. 4 and Table. III.
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FIG. 3. The ESR calibration for the calibration coil, Fig. 1, determines the field values in the

2-pass sensors for the measured voltage input Vin. Normalized data is fit to sin(γ α Vin tRF ),

where the calibration constant α is given in the legend. Data is taken with the oven at a reduced

setpoint, 100◦C, to avoid non-linearity in the measurement.

FIG. 4. By varying light duration tp the polarization buildup rate can be measured, Fig. 8. By

varying τ , the time in the dark after the polarization is fully built up, relaxation rates which

characterize the sensor can be determined, Fig. 9 and Table I. By varying the RF pulse strength,

Fig. 3, the magnetic field can be calibrated. Details for Buildup, Vary-τ , and ESR experiments

can be found in Table III.

9



Pump RF pulse τ

tp (ms) tRF (µs) τ (ms)

Buildup Variable 12 (12) 0

Vary-τ 5 (5) 30 (10) Variable

ESR 5 (5) 48 (12) 0

TABLE III. Sensor characterization values of Fig. 4 are given for the 2-pass sensor (50-pass sensor

in parenthesis). Short pulse lengths tRF were used for all measurements, corresponding to small tip

angles γB1tRF ≪ 0.01 for Vary-τ and Buildup measurements, but with the use of an RF amplifier,

large tip angles for the ESR calibration.

III. RESULTS

A. Sensor Characterization

The 2-pass sensors were studied in an unshielded environment in two orthogonal orien-

tations of the horizontal linear array with respect to the laboratory. In one, labeled the ⊥
orientation, the static z-field, which is aligned with the pump beam, Fig. 1, was stable. In

the second, rotated by 90◦ from the first and labeled the ‖ orientation, the z-field, again

aligned with pump beam, had a significant 60 Hz contribution which resulted in the Larmor

frequency periodically shifting, Fig. 5. Coincidentally, the interference from the radio station

was greater in the ‖ orientation, Fig. 6a. A 50-pass sensor, of similar active volume as the

2-pass, was studied under a shielded environment, for direct comparison and motivation for

future work on arrays with compact multi-pass sensors.

The sensors can be characterized by the contributing sources [53] to their limiting noise,

some of which are fundamental in nature [20] - spin projection, light shift, and photon

shot noise - and some of which are not - environmental magnetic noise, ringing induced

from termination of the pump beam, and technical noise from the photodiode amplifier.

The baseline noise, that is the off-resonant noise seen in Fig. 6, is set by a combination of

photon shot and technical noise; the latter can be measured with the probe light off. On

top of baseline noise, is added the resonant noise contributions. These can be difficult to de-

tangle, although they carry their own characteristic signatures. For example, the presence

of spin-projection noise is discernible as a slightly off-resonance “bump” when the cell is
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FIG. 5. In the ‖ orientation, a 60 Hz magnetic field was found to oscillate the resonance frequency

of the magnetometer by ±2 kHz, resulting in fluctuation in the phase and size of the complex

signal, as shown above for inner sensor 1. The effect can also be seen in the large and periodic

60 Hz noise spikes in the inset of Fig. 10b. Such examples of 60 Hz noise can be found in other

works [21].

not pumped [54]; such a “bump” was only observed for the 50-pass cell with a high probe

power, Fig. 6b. The noise bump due to quantum fluctuations of unpolarized atoms is shifted

from the resonance for nearly fully polarized atoms due to the non-linear Zeeman effect. It

was shifted by 560 ± 170 Hz from resonance, in agreement with the 438 Hz predicted for

f0 = 1 MHz. For another example, light shift noise decreases with the probe intensity [20];

the noise for the 50-pass sensor was minimized at a low probe power, Fig. 6c and Table I.

Further, abrupt termination of the pump pulse yields high noise levels which can be greatly

reduced by adiabatically turning off the light so that any created magnetization realigns

with static field. An additional method to reduce the effects of ringing is to use matched

filtering, that is multiplication of the signal by its own shape; the filter function
(

1− e−t/τf
)

with τf = 0.25 ms was used. In cases where ringing made a significant contribution to the

overall noise, even after adiabatic ramp down of the pump pulse, filtering was effective, for

example Fig. 6c. Environmental magnetic noise, including radio interference, can be reduced

by the application of interference algorithms with multiple sensors or can be shielded out

for a single sensor.

For the unshielded 2-pass sensors at a frequency of 1.3 MHz, the relative ratio of noise

powers, averaged over the four sensors, was:

11



−10 −5 0 5 10
0

30

60

R
M

S
 (

 fT
/H

z1/
2  )

 

 
Unfiltered ||

Filtered ||

No pump ||

Filtered ⊥
No probe ||

1050−5−10
0

1

2

R
M

S
 (

 fT
/H

z1/
2  )

 

 

frequency from resonance (kHz)

1050−5−10
0

1

2

R
M

S
 (

 fT
/H

z1/
2  )

 

 
Unfiltered

Filtered

No pump

Detuned

No probe

a)

c)

f
0
 = 1.00 MHz b)

f
0
 = 1.30 MHz

f
0
 = 1.00 MHz

FIG. 6. The 50-pass, (b-c), is an order of magnitude more sensitive than the 2-pass sensor;

representative data for the 2-pass sensors, taken using inner sensor 2, is shown in (a). (c) Low

probe power, 0.4 mW, yields better sensitivity than (b) higher power, 1.2 mW. As discussed in

the text, looking at noise with the pump or probe light turned off, with the field detuned, and

under matched filtering gives insight into the dominant noise sources. Filtering is applied to all

time domain data, duration 1 ms, except those explicitly labeled as unfiltered. Because of a long

dwell time for (a), digital filtering effects can be observed towards the edges of the spectra.

Figure 6a shows the absolute noise values for inner sensor 2, which has the smallest baseline

noise of the 2-pass sensors, 11 fT/
√
Hz, when placed in the ⊥ orientation. The case of
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[ unfiltered : filtered : baseline : technical ] =

[ 1.7 : 1.3 : 1 : 0.3 ] (⊥ orientation)

[ 2.2 : 2.1 : 1 : 0.3 ] (‖ orientation).

being quite close in frequency to the radio-station is treated separately in the following

section. Judging by the asymmetric baseline for the ‖ orientation in Fig. 6a, it is clear that

the interference was measurable even at 1.3 MHz, outside of the ± 5 kHz radio bandwidth

nominally allotted to the station, WDCT - 1310 AM; in the ⊥ orientation the baseline is

not asymmetric and there is no observable peak at 1.31 MHz. Therefore environmental

noise is significant for the ‖ direction while ringing seems to be more of an issue for the ⊥
direction. In either orientation, upon application of interference rejection, as explained in

detail in Section IIIB, the noise is reduced down to the baseline limit: 14 ± 1 fT/
√
Hz for

⊥ and 19 ± 2 fT/
√
Hz for ‖; the baseline limit is dominated by photon shot noise, which

can be calculated by subtracting out the technical noise. The increase in baseline noise for

the ‖ direction is due to the 60 Hz field contribution to the total field. In principle such

field variation can be nulled out by using a DC magnetometer to measure the local field and

correcting for it in real time.

For the shielded 50-pass sensor at a frequency of 1 MHz, the relative ratio of noise powers

is

[ unfiltered : filtered : unpumped : baseline : technical ] =

[ 12.9 : 10.8 : 2.3 : 1 : 0.3 ] (1.2 mW, 795.69 nm)

[ 4.0 : 2.9 : 1.5 : 1 : 0.7 ] (0.4 mW, 795.64 nm).

Fig. 6(b-c) shows the absolute noise values for the 50-pass sensor under the two different

probe powers. Here the baseline corresponds to the case when the field is detuned, by

250 kHz, from the detection frequency, avoiding potential noise contributions from spin

projection noise. With the higher probe power the filtered sensitivity was 2.1 fT/
√
Hz

and the lower 1.7 fT/
√
Hz, an order of magnitude better than the 2-pass cells. Previous

measurement [53] in the nested trio of mu-metal shields with a more sensitive, but much

larger, K magnetometer suggest that ambient noise is most likely negligible. While all other

sources of noise are non-negligible, it is clear from the ratio of noise powers, that photon shot

noise (the difference between the baseline and technical noise) gives a smaller contribution
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than spin-projection noise (∼ the difference between the unpumped and baseline noise) and

light shift noise. The upper limit for light shift noise is the difference between the filtered

and unpumped noise. Noise estimates, as well as the dependence of the sensitivity on probe

power, indicate we are in a regime in which the light shift noise is comparable to that of

spin-projection noise.

To understand the basic difference between the two types of sensors, it is important to

look at photon shot noise, the fundamental limiting noise of the 2-pass. With shot noise the

sensitivity is [20]

δBpsn =

√
2

γT2θmax

√

φprη
, (1)

where φpr is the flux of probe beam photons arriving at the photodiodes, η the photodiode

quantum efficiency, and T2 is the characteristic time for the transverse electron polarization

PT , the observable in our system, to decay. The maximum optical rotation θmax is the

rotation after a π/2 pulse,

θmax =
1

2
recfPnlD(λpr), (2)

where re is the electron radius, c is the speed of light, f is the D1 oscillator strength, n is

the number density, P is the polarization, and D(λpr) is the dispersion profile. The biggest

difference between the 2 and 50-pass sensors was the effective length l of the cell, which

for the 2-pass is 2 cm and for the 50-pass, 50 cm. Taking into account n, l, λpr and P ,

θmax would be 1.1± 0.2 rad for fully pumped 2-pass sensors. Because the θmax ≫ π for the

50-pass, an accurate value of θmax is relatively straightforward to measure. From the bal-

anced polarimeter the signal after an optical rotation of θ is proportional to sin {2θ cos(ωt)},
where ω is the frequency of the signal. After heterodyne detection the observed signal is

proportional to 2J1(2θ) [55]. As shown in Fig. 7, θmax = 20.56 ± 0.02 rad. The π/2 pulse

used lasted three periods of the Zeeman resonance frequency [23]. The order of magnitude

increase in optical rotation, accounts for the order of magnitude difference in sensitivity

between the 2 and 50-pass cells.

In order to have the optimal θmax, P should be maximized. The polarization numbers

given in Table III are after a 5 ms long light pulse. From the buildup curves, shown in Fig. 8,

it is clear that all sensors are close to their optimum polarization after 5 ms. However in

an echo train, it is not possible to accommodate such a long light pulse. For the sensitivity
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FIG. 7. The free induction decay (FID) of the signal under heterodyne detection after a π/2 pulse

behaves as the Bessel function J {2θ(t)} ei∆ωt+ϕ, solid lines, where ∆ω is the angular off-resonance

from the spectometer frequency, ϕ is the receiver phase, and an analytic solution [56] for θ(t) is

derived from Eq. 3 with P = PT . From this fit it is found θmax = θ(t = 0) = 20.56 ± 0.02 rad.

measurements and NQR measurements the pulses are kept close to 1 ms in duration. This

time includes a quick ramp up and a slower ramp down to reduce the light ringing; the

2-pass sensor has a Gaussian ramp down over 0.1 ms and the more sensitive 50-pass a ramp

down over 0.3 ms. For all sensors, but one, the sensors are close to having P maximized after

only a millisecond. Inner sensor 1 has a longer buildup time and suffers some degradation

in sensitivity, Table I.

As can be seen from Eq. 1, another way of increasing sensitivity is to have a high T2.

This time constant is highly dependent on the polarization P of the alkali atoms. In fact,

a metric of polarization is the line narrowing of the FID under high polarization. A clear

example of such line narrowing is observable in Fig. 9, showing a factor of 8 line narrowing in

the 50-pass sensor, corresponding to a polarization of 92±1%. The observed line-narrowing

for the 2-pass sensors is between 1.5-2.6, indicating a weaker polarization, between 61-85%,

Table I. Variations in the polarization P are most likely due to variation in pump light

distribution and power within each cell. In contrast to the fiber-coupled pump beam of the

2-pass sensor, the pumping of the 50-pass magnetometer was free-space, allowing for easier

shaping of an intense beam to a top hat shape. More formally the evolution of the transverse
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FIG. 8. The buildup of signal as function of pump duration is shown for the 2-pass sensors in the

main graph, and for the 50-pass sensor in the inset. The NQR data and sensitivity measurements

were taken with pump times close to 1 ms, to accommodate the echo train timing.

electron polarization PT , the observable in our system, can be described by [56]

dPT

dt
= −RSE(1− P )

5
PT − RSD

4
PT − 1

T ∗
2

PT , (3)

when the net polarization P is close to one. In the equation above, RSD is the spin-

destruction rate, RSE the spin-exchange rate, and 1
T ∗

2

the relaxation rate due to field inho-

mogeneity in the cell. Using a small tip angle on the highly polarized atoms, the transverse

polarization is excited. Furthermore, observing on a time scale short with respect to T1

relaxation, the evolution can then be described by a single time constant T2H ,
dPT

dt
= − PT

T2H
,

Table I. Therefore,

(1− P ) =
5

RSE

(

1

T2H
− 1

T ∗
2

− RSD

4

)

. (4)

Under conditions of no pumping, or “in the dark”, high temperature, low probe power,

and low polarization the spin-destruction rate for 87Rb (I = 3/2) can be estimated to be

RSD = 6/T1 where T1 is the spin-lattice relaxation time [57]. By pumping and then waiting

for various time durations “in the dark” before excitation of the signal, T1 can be measured.
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FIG. 9. The factor of eight light-narrowing reveals 92% spin polarization in the 50-pass cell, as

measured at a 1 MHz Larmor frequency. The delay τ between the 5 ms long light pulse and the

resonant RF pulse, Fig. 4, is given in the legend, while the relaxation rate, Γ = 1/T2, as a function

of τ values is in the inset. The probe power used for this particular measurement was three times

higher than what is listed in Table I.

For the 2-pass sensors the time constant T1 was about 10 ms and for the 50-pass sensor T1

was 15 ms.

Under the same experimental conditions, the decay of the transverse polarization,

characterized by T2L, is dominated by alkali metal spin-exchange collisions [20], RSE =

8
(

1
T2L

− 1
T ∗

2

1
T1

)

. For these measurements, the magnetic field was dropped to 21 µT to avoid

the effects from the partially resolved Zeeman resonance observable at higher fields and

low polarization. The rate RSE can also be used to measure the Rb number density nRb

and from there the effective temperature of the oven [58]. In particular, RSE = nRbσSEvRb,

where vRb is the relative velocity for the Rb atoms and the spin-exchange cross section [23]

is σSE = 1.9 × 10−14 cm2. The Rb number densities ranged 3.8 − 5.7 × 1013 cm−3 within

the 2-pass magnetometers, and was 1.4× 1014 cm−3 for the 50-pass. Number densities were

limited by oven constraints and λpr was chosen to maximize the signal.

The time constant T ∗
2 can be measured by reducing the temperature of the cell until the
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relaxation is dominated by field gradients. For instance for the 2-pass sensors, we reduced the

oven temperature, in Celsius, by a factor of 2. For the field corresponding to f0 =1.3 MHz,

the Zeeman resonance were resolved, and the linewidth revealed T ∗
2 ∼ 1 − 4 ms, depending

on the sensor.

With higher polarization and much higher optical rotation, the 50-pass shows a sensitivity

an order of magnitude better than the 2-pass sensors showing the potential of these very

compact cells, active volume < 0.4 cm3. Fundamentally, the 2-pass sensor is dominated

by photon shot noise; the 50-pass is not. For instance for inner sensor 2, Fig. 6(a), the

experimentally determined photon shot noise, 8.5 fT/
√
Hz, is in good agreement with the

predicted value, 8 fT/
√
Hz, when the buildup time is taken into account; all other sources

of fundamental noise are estimated to be less than 1 fT/
√
Hz. The rest of this paper focuses

on the capabilities of an array of sensors, in this case the 2-pass, to reject interference and

to measure NQR signals in an unshielded environment.

B. Radio-frequency interference mitigation

Far off-resonance from an interfering signal, the individual sensitivities are around

20 fT/
√
Hz, Table I. As explained in more detail below, Figure 10(a-b) shows the 1D

and 2D sensitivity, or standard deviation, of one of the interior sensors, inner sensor 1,

at a resonance frequency f0 = 1.30 MHz with the array in the ‖ orientation. A signal of

100 fT observed for a total of 1 second, that is a thousand 1 ms concatenated acquisition

windows, Fig. 2, is therefore easily observable in Fig. 10(a-b). In the presence of interfering

signals the noise can increase greatly. The noise increased 40 fold at a resonance frequency

of 1.31 MHz, the nominal transmitting frequency of the local radio station.

There are two ways that the data is represented in Fig.10. To obtain 1D spectra, leftmost

graphs, each of the thousand individual windows are averaged and then Fourier transformed

to give a resolution of 1 kHz. To obtain 2D spectra, rightmost graphs, each individual window

is Fourier transformed and the resonant peak is picked out; the resulting array of a thousand

peaks has data points spaced 2 ms apart. This array is then discretely Fourier transformed to

give the 2D spectra; the resulting spectrum is 0.5 Hz, three orders of magnitude smaller than

for the 1D spectra. The on-resonance values of the 1D and 2D spectrums can be shown to be

mathematically equivalent, which can be observed in Fig. 10. The 2D spectrum, however,
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FIG. 10. When the resonance frequency is matched to a radio station, blue lines, the 100 fT test

signal is lost in the interference, as can be seen in both the 1D spectra (a) and the 2D spectra

(b); the standard deviation about the mean σ of the 100 scans, dashed lines, is indistinguishable

from the root-mean-square of the data RMS. Using all four sensors, and the rejection algorithm

described in the text, the signal can now be distinguished from the interference (c) and (d) and can

be compared to the case when there is little interference, red lines. (e) Looking at the on-resonance

projection coefficients, λS = λ′
S + iλ′′

S for the signal and λI = λ′
I + iλ′′

I for interference, one can

clearly see the signal separated out from the interference distribution.
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is able to give more information as to the source of the interference. In Fig. 10b, blue lines,

you can see that major source of interference is 14 pTrms at a frequency of 2.5 Hz above

1.31 MHz, in contrast to a 200 times smaller resonant test signal. The large interference peak

corresponds to the radio station’s carrier signal. The inset of Fig. 10b shows a zoomed out

view of Fig. 10b; the center peak is again the carrier signal, the other periodically repeating

peaks are the 60 Hz artifacts previously mentioned, while the original information being

transmitted through the radio is contained in the low-level side bands, which nominally

extend out to ±5 kHz and are symmetric around the carrier frequency.

This increase in noise due to interference can be greatly offset by the use of multiple

sensors, in our case four. They are spaced as in Fig. 1, so as to have signal from a local

source on the interior sensors, but not on the exterior sensors. For an interfering signal far

enough away to produce a linear gradient the observable signal on a single sensor at position

r with respect to the center of the field coils is, in phasor notation,

Bx(r) + iBy(r) = Bx(0) + iBy(0) + r · [∇Bx(r) + i∇By(r)]
r=0 . (5)

Since the sensors are in a line, r = [x, 0, 0], the above simplifies to

Bx(x) + iBy(x) = Bx(0) + iBy(0) + x

[

∂Bx

∂x
+ i

∂By

∂x

]

x=0

. (6)

So under interference, the average signal for the exterior sensors, at x = ±d, is [Bx(0) + iBy(0)],

and the average signal for the interior sensors, at x = ±δ is also [Bx(0) + iBy(0)]. By sub-

tracting the exterior sensor average Σex from the interior sensor average Σin, the linear

interference is subtracted out and the signal from the local source is retained. Another,

more formal and more scalable, way to represent this same idea is

Σ ≡





Σin

Σex



 = λSvS + λIvI , (7)

where λS and λI are the signal and interference projection coefficients, respectively, and

vI =





1/
√
2

1/
√
2



 ; vS =





1

0



 . (8)

Note that while the unit vectors, vS and vI , are linearly independent they are not orthogonal.
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The projection coefficients can be approximated for any given data,

Σ = Aλ, where (9)

A ≡ [vI vS] , and (10)

λ ≡





λS

λI



 , (11)

by choosing λ to minimize the norm of Σ−Aλ, or in matlab [59], λ = A\Σ.

With heterodyne detection a complex signal is created in the time domain; after Fourier

transform, the resulting signal in the frequency domain is also complex. The phase of the test

signal is controlled, and the real part of the ℜ{λS} = λ′
S is therefore the appropriate figure

of merit, and represents the local signal size. The phase of the interference is random with

respect to data acquisition, therefore |λI | is the more appropriate metric, and represents
√
2 times the interfering signal. These projection coefficients for both the resonant and

interference peaks in the spectra of Fig. 10(d) are given in units of fT. The distribution of

projection coefficients corresponding to a single point in the spectrum give a more detailed

perspective of the relative contributions to the net signal from a local source compared

to an interfering source. In Fig. 10(e), the distribution of resonant projection coefficients

λ′
S and λ′

I are shown, with λ′
S clustered around the true value of the local signal and λ′

I

randomly distributed about zero. The distribution of λ′
I is much larger when the resonance

frequency is closer to the interference frequency, as can be seen by comparison with the inset

of Fig. 10(e).

Using this algorithm on the four sensors, the sensitivity is retained when far off-resonance

from interference, as can be seen by the standard deviation in Fig. 10(a-b) compared to

Fig. 10 (c-d), illustrated with the red dotted lines. More importantly, the noise is reduced

by a factor of 20 when the magnetometer is tuned close to interference, and the signal which

is unobservable with only a single sensor can now be clearly observed. Here again the use

of the 2D spectrum, 10(d), shows the emergence of the local signal on the shoulder of the

remnant interference peak.

The above data corresponds to the ‖ direction, for which the interference signal was quite

large. In ⊥ direction the interference signal was 14 times smaller. Not only was it smaller,

but it was not as linear. Therefore the radio-station signal in this case was reduced by only

a factor of 4 at its maximum as opposed to the 26 seen in the parallel case. Nevertheless,
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after application of the interference algorithm, the sensitivity improved and was consistent

with values observed when there was no interfering signal.

To examine the linearity of the signal, the peak of the interference in the 2D spectrum

is plotted as a function of normalized position, u = x/d in Fig. 11. The size of the signal is

normalized and phased with respect to inner sensor 1 and the data shown is representative

of what is consistently observed for the radio station interference. The complex radio signal

for the two configurations are fit to parabolas. The dominant term is the constant in either

case. In the ⊥ orientation, however, there is a significant quadratic term, particularly in the

imaginary component, while in the ‖ orientation the real and imaginary quadratic coefficients

are consistent with zero. The second order correction to the Taylor series expansion would be

a quadratic term. The quadratic term becomes significant when the source of the interfering

signal approaches that of the displacement of the outer sensors, d = 12.5 cm. Reradiation

of the radio station by nearby metallic objects is therefore suspect. It seems reasonable that

contribution to the net magnetic field from re-radiation would be more easily observable

when the sensors are oriented so as to be insensitive to the incoming magnetic field. While

we moved large metal objects away from the sensors, the square Helmholtz coils could not be

easily removed. Common mode and differential AC currents are choked out at the input to

the field coils, but this does not prevent local generation of current in the wire and therefore

magnetic field. A quadratic dependence on position could only occur if the electric field

varied over the rectangular structure. Using a simple 2 foot long telescopic antenna, we

found the electric field varied in any given direction by as much as a factor of 3 across the

structure. Future work will focus on minimizing the reradiation footprint of the multi-turn

field coils, including reducing the effective net diameter of the wires down from 1/2” and

considering other shapes.

C. Nuclear Quadrupole Resonance

The same array of sensors, in the ⊥ orientation, was used to detect NQR signals from

63 g of NaNO2 potted in wax to reduce piezoelectric effects. The two inner sensors were

r ≃ 2 − 3 cm, from the sample bottom and the outer 13 cm away. Given the steep drop

off of signal, ∼ 1/r3, the signal in the outer two sensors was negligible. Coherent ringing

resulted from the application of RF pulses, Fig. 2 and Table II, but was mitigated by phase

22



-1.0 -0.5 0.0 0.5 1.0

0.0

0.5

1.0

 

 

                  A + B u + C u2

     A                   B                 C
 Real ||

1.00 ± 0.03   -0.02 ± 0.03     0.02 ± 0.04
 Imaginary ||

0.04 ± 0.03    -0.05 ±0.03     0.03 ± 0.04
 Real 

0.96 ± 0.03    -0.07 ± 0.03   -0.15 ± 0.04
 Imaginary 

-0.05 ± 0.03   -0.32 ± 0.03    0.28 ± 0.04

N
or

m
al

iz
ed

 In
te

rf
er

en
ce

u = x/d

FIG. 11. The interference signal is plotted for the sensor array as a function of position, normalized

to d, revealing the quadratic component is more significant in the ⊥ orientation than in the ‖. In

the graph, the signals have been normalized to the complex signal of inner sensor 1, Fig. 1, to better

show the functional dependence. The interference is, however, more than an order of magnitude

higher for the ‖ orientation.

cycling, Fig. 12; a spin-lock spin-echo SLSE sequence was used in which the phase of the

refocusing pulse is flipped with every other scan. Stronger light pulses would also mitigate

RF-induced ringing. The RF frequency was determined by the temperature Ts of the sample,

f(Ts) = [1036.75−0.960 {Ts(
◦C)− 24}] kHz; a boron nitride sleeve, fitted around the sample,

and inside the excitation coil, was used to make the temperature homogenous.

The strength B1 of the excite pulse was varied and the result shown in Fig. 13. For

a homogeneously excited powdered sample the NQR signal[60] is S(ϑ) ∝ J3/2(ϑ)√
ϑ

, where

ϑ = γNB1te and γN is the nuclear gyromagnetic ratio of 14N. Data fits well to this function,

Fig. 13, especially considering that the excitation was not uniform across the sample; the

sample vertically filled the 2.5 cm high puck-like excitation coil, Fig 1. For optimal excita-

tion, estimated signals are 26 + i8 fT for inner sensor 2 and 13 − i2 fT for inner sensor 1;

estimates take into account the quantity of material, the size of the sample, the asymmetric

positions of the sensors, and the decay across the echo train. The maximum signals mea-
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FIG. 12. The strong RF pulse used to excite the sodium nitrite sample induces a phase-dependent

ringing in the magnetometer which is reduced by averaging, solid red line, over the phase-cycled

data, dashed and dotted data. Calibration data, taken just before and after the NQR echo train, is

used to correct for drift in the magnetic field; each curve corresponds to an average over N echoes,

Table II. The NQR signal is more than two orders of magnitude smaller than the calibration signal

and would not be easily seen on the scale above.

sured were 21+ i9 fT ±1.7, (23 fT/
√
Hz) for inner sensor 2 and 12− i4 fT ±1.6 (22 fT/

√
Hz)

for inner sensor 1, close to what was estimated.

For the measurement made in Fig. 13, 120 echoes were used with a spacing of t0 =1.2 ms,

Fig. 2. To get a high signal-to-noise ratio, ∼ 10, the measurement was repeated 1200 times.

Using the 50-pass magnetometer, with over an order of magnitude better sensitivity, this rep-

etition number would reduce down to 7, or with 2T1 recovery time between experiments[61],

a 7 second measurement in total.

IV. CONCLUSIONS

An array of 2-pass RF atomic magnetometers, each with an effective volume of only

0.36 cm3, was used to detect a 100 fT signal with 0.5 Hz resolution amidst a 200 times larger

AM radio field centered only 2.5 Hz away; data acquisition was a second long and yielded

a SNR of 2. The four sensor array was designed to suppress RF magnetic interference that

linearly varies in space. The chief limitation to the suppression came from quadratic variation

of the field across the sensors, most likely due to the re-radiation of the interference from the
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FIG. 13. The NQR signal detected by the two inner sensors is measured as a function of the

excitation field strength. The difference in the results comes from asymmetric placement of the

sensors with respect to the sodium nitrite sample; for RFIM the placement was made symmetric

as shown in Fig.1.

Earth’s field compensation coils surrounding the sensors. Future work will entail a smaller

footprint for these field coils to minimize the re-radiation and maximize the interference

suppression.

Presently the interference suppression, 26 dB, is similar to the suppression demonstrated

with a coil-based gradiometer [29]. The magnetometer array is limited by re-radiation from

local coils; the coil-based gradiometer by capacitive coupling to the local environment, a

limitation the magnetometer does not share. Moreover, magnetometers can be used as

second order or even higher order gradiometers using an array of sensors without mutual

inductive coupling. Therefore, if local re-radiation can be eliminated, we expect that inter-

ference rejection solely due to distant sources should double in decibels from that of an ideal

two-component gradiometer.

When placed in an orientation insensitive to and far off-resonance in frequency from

the radio interference, the same array gave a sensitivity of 14 fT/
√
Hz, in agreement with

photon shot noise limits. With a 50-pass magnetometer, of similar effective volume as the

2-pass, the maximum optical rotation and the sensitivity were improved by an order of

magnitude, showing the potential of such compact sensors. We found that the 50-pass was

fundamentally limited by spin-projection and light shift noise, not photon shot noise. The
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demonstrated sensitivity of the multi-pass cell, 1.7 fT/
√
Hz, is still not, however, entirely

limited by fundamental noise sources. The noise peak is significantly enhanced due to ringing

caused by the shut-down of the pump laser. Under ideal conditions the area under the noise

peak for polarized 87Rb atoms should be smaller than the area under noise bump due to

unpolarized atoms [62]. The light shift noise can be eliminated by stroboscopic modulation

of the probe laser [62]. Furthermore, the multi-pass beam pattern presently fills only about

25% of the cell volume. With further optimization of these parameters, as well as using

K atoms with a longer spin relaxation time, we expect to achieve sensitivity on the order

of 0.3 fT/
√
Hz, similar to what was achieved using K atoms in a 400 times large volume

cell [17]. The scaling down of the atomic magnetometer in volume, without loss of sensitivity,

has potentially revolutionary effects in many research areas as it allows for better spatial

resolution of magnetic fields.

In addition, unshielded detection of 63 g of sodium nitrite, 2 cm away, was demonstrated

with the 2-pass array. With a similar array of 50-pass magnetometers, scaling for the

differences in measured sensitivity, it should be possible to detect the same sample with a

signal-to-noise ratio SNR of 4 with a single 0.3 second long echo train.
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