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Abstract

Uranium dioxide (UO$_2$) is the most commonly used fuel in light water nuclear reactors and thermal conductivity controls the removal of heat produced by fission, therefore, governing fuel temperature during normal and accident conditions. The use of fuel performance codes by the industry to predict operational behavior is widespread. A primary source of uncertainty in these codes is thermal conductivity, and optimized fuel utilization may be possible if existing empirical models were replaced with models that incorporate explicit thermal conductivity degradation mechanisms during fuel burn-up. This approach is able to represent the degradation of thermal conductivity due to each individual defect type, rather than the overall burn-up measure typically used which is not an accurate representation of the chemical or microstructure state of the fuel that actually governs thermal conductivity and other properties. To generate a mechanistic thermal conductivity model, molecular dynamics (MD) simulations of UO$_2$ thermal conductivity including representative intrinsic defects and fission products are carried out. These calculations employ a standard Buckingham type interatomic potential and a potential that combines the many-body embedded atom potential with Morse-Buckingham pair potentials. Potential parameters for UO$_{2+x}$ and ZrO$_2$ are developed for the latter potential. Physical insights from the resonant phonon-spin scattering mechanism due to spins on the magnetic uranium ions have been introduced into the treatment of the MD results, with the corresponding relaxation time derived from existing experimental data. High defect scattering is predicted for Xe atoms compared to that of La and Zr ions. Intrinsic uranium defects reduce the thermal conductivity more than oxygen defects. For each defect and fission product, scattering parameters are derived for application in both a Callaway model and the corresponding high-temperature model typically used in fuel performance codes. The model is validated by comparison to low-temperature experimental measurements on single crystal hyper-stoichiometric UO$_{2+x}$ samples and high-temperature literature data. Ultimately, this work will enable more accurate fuel performance simulations as well as extension to new fuel types and operating conditions, all of which improve the fuel economics of nuclear energy and maintain high fuel reliability and safety.
I. INTRODUCTION

Light water reactors (LWRs) generate heat from fission events and uranium dioxide (UO$_2$) is the most frequently used fuel. The thermal conductivity of UO$_2$ is a fundamentally important property that governs nuclear reactor performance and safety. As the underlying property that controls temperature distribution, it affects thermal expansion, fission gas release and mechanical properties amongst other processes. It is favorable that high fuel pellet thermal conductivity be maintained during reactor operation so that efficient conversion of heat to electricity can be realized. It is also desirable that the fuel thermal conductivity be predictable. However, there are a number of processes that are known to degrade the thermal conductivity, such as radiation damage, compositional changes, point defects and microstructural features. Fuel performance codes [1–3] use thermal conductivity models [4], which empirically account for these complex phenomena, together with a number of other material models to investigate the behavior of fuel under a variety of conditions and evaluate margin to failure. Because almost all material properties are a function of temperature, e.g. fission gas release, the fuel thermal conductivity is the most important parameter from a model sensitivity perspective [5]. It is also one of the parameters with the highest uncertainty. Traditionally, empirical thermal conductivity models are derived from experiments and express the thermal conductivity as function of burn-up for a specific fuel type and operating conditions [6]. However, this is far from a solved problem, such that, the importance and challenges of improving UO$_2$ thermal conductivity models are emphasized by the continuing efforts by the nuclear industry to accomplish this goal [7, 8]. It is important, therefore, to develop more mechanistic thermal conductivity models that can account for the separate contributions of radiation damage and fission product concentrations [4]. This will allow conservative assumptions within fuel performance codes to be relaxed and enable more accurate predictions for high burn-up fuel reactor concepts and unusual accident conditions.

The importance of the thermal conductivity of nuclear fuel has motivated a wide range of experimental and modeling studies. Primarily, the thermal conductivity as a function of burn-up has been quantified by reviewing a large number of experimental studies [9–13]. As explained above, in order to evaluate fuel performance beyond conventional reactor conditions and burn-up limits one must have a detailed understanding of the underlying mechanisms for thermal conductivity reduction. Atomistic simulations can make impor-
tant contributions to the deconvolution of the different processes that contribute to thermal conductivity degradation [4]. Previous studies of thermal conductivity utilizing atomistic simulations include thermal transport in bulk UO$_2$ [14–19], non-stoichiometric UO$_{2\pm x}$ [20–22], intrinsic defects [15, 22], grain-boundary effect [23], dislocations [24] and pores or bubbles [25]. Additionally, these effects have also been studied in mixed oxide fuels [26–28]. Of particular relevance to this study, the recent work of Tonks et al. [4] has predicted that the reduction of UO$_2$ thermal conductivity is significant even for low concentrations of Xe dispersed in the lattice. However, it was predicted that Xe accommodated at inter- or intra-granular bubbles has a much smaller effect, as there are fewer phonon scattering centers. Further work must be carried out to examine the distribution and scattering strength of various other fission products. In this paper, we expand upon the work of Tonks et al. [4] by using MD simulations to systematically investigate the reduction of thermal transport in UO$_2$ due to intrinsic defects, fission products (Xe, La and Zr) and the transmutation product (Pu).

Magnetism has an important role in UO$_2$ thermal conductivity and should thus be included in the MD predictions. Scattering between phonons and spins on uranium ions occurs by phonon excitation of the magnetic ions, with the excited spin states at energy levels that are in the same range as the occupied phonons [29]. Phonon scattering by spins in UO$_2$ has been investigated experimentally [17, 30]. It demonstrates that, particularly at lower temperatures ($\leq 300$ K), UO$_2$ thermal conductivity is limited by spin-phonon scattering enabled by dynamic splitting of the cubic ground state of the uranium ions. This is based on the finding that above the Néel temperature $T_N$ of 30.8 K, the paramagnetic phase of UO$_2$ exhibits dynamic Jahn-Teller distortions in ⟨100⟩ lattice directions that split the ground state into three singlets with dispersive peaks of magnetic character between 3 and 10 meV, as identified from inelastic neutron scattering experiments [31, 32]. Without these splits, the excited states would be too high for interaction with phonons. Although attempts are being made to develop magnetic MD methods [33], spin dynamics cannot currently be captured. A description of parameters for magnetic scattering was derived in Ref. 17 by fitting a Callaway model to experimental data. Here the magnetic scattering contribution is combined with results from classical MD on perfect UO$_2$ to demonstrate the extent to which spin scattering accounts for the discrepancy between experiment and MD. The defect scattering term can then be determined by MD (without spin-phonon scattering) for the UO$_2$ lattice
containing intrinsic defects and the fission products Zr, La and Xe. The Callaway model parameters for these defective structures are combined with the experimental spin scattering contribution to give accurate predictions of the degradation of UO$_2$ thermal conductivity. These results are presented in a simple analytical form that can be implemented in fuel performance codes. Two sets of empirical potentials are used in this study, the pairwise potential developed by Busker et al. [34] and a many-body model developed by Cooper, Rushton and Grimes (CRG) [35].

The structure of this paper is as follows: First, a description of the methods employed in this work is presented. Second, the potential fitting results for Zr$^{4+}$ and U$^{5+}$ interactions, which are compatible with the CRG potential, are described. Third, the MD results and the Callaway model, adjusted by fitting to MD data for the thermal conductivity of UO$_2$ with intrinsic defects and fission products, are analyzed. By fitting a simple analytical expression to the spin adjusted data, a host of defect scattering parameters are developed for implementation in fuel performance codes. Last, our modeling results are validated against low- and high-temperature experimental results for the thermal conductivity of UO$_{2+x}$.

II. METHODS

A. Non-equilibrium MD simulations

In non-metallic solids, phonons dominate thermal transport. This provides the basis of the MD methodology for predicting the thermal conductivity of these materials. Here, we have employed the non-equilibrium MD method, which is often referred to as the “direct method” [36–38], where a heat current ($J$) is applied to the system and the thermal conductivity ($\kappa$) is computed from the time-averaged temperature gradient using Fourier’s law,

$$\kappa = -\frac{J}{\partial T/\partial z} \quad (1)$$

A periodic supercell containing $n_x \times n_y \times n_z$ unit cells of fluorite UO$_2$ is constructed, where heat flow is in the $z$ direction and $n_x = n_y < n_z$. For all MD simulations using the Busker potential $n_x = n_y = 3$, while for those that employ the CRG potential $n_x = n_y = 4$. The choices for $n_x$ and $n_y$ are based on the cut off distances used in the interatomic potentials.
Regardless, the dependence of the computed thermal conductivity on cross sectional area has been shown to be weak [39].

1 nm thick hot and cold slabs are defined at \( z = 0 \) and \( z = \frac{L_z}{2} \) from which heat is removed or added during the simulations, where \( L_z \) is the supercell length in the \( z \) direction. Although other heat control mechanisms exist [37, 38], in this work the method of Jund and Jullien [36] has been employed, whereby a fixed amount of energy (\( \Delta E \)) is added or subtracted from the hot and cold region by velocity rescaling every time step while preserving the total momentum of the atoms in the region. The original Jund and Jullien algorithm was derived for a single species system, nonetheless we found that it applies to systems with multiple species as well. Detailed benchmarking of the heat flux used in the non-equilibrium MD simulation of UO\(_2\) has been carried out for different simulation conditions, such as temperature and supercell length. The heat flux used in the simulations is \( 1.1 - 3.7 \times 10^{-4} \text{ eV} \text{nm}^{-2} \) per time step. The temperature difference between hot and cold parts of the supercell is in the range of 40 - 360 K. The MD simulations were carried out using the LAMMPS code [40].

The system is initially equilibrated for 50 ps in the NPT ensemble at the desired temperature, followed by another 50 ps in the NVE ensemble. Subsequently, non-equilibrium MD runs were performed under fixed heat flux for 10-26 ns, thus ensuring that steady state is reached in the first 4 ns. The temperature profile is averaged for the remaining time. \( \partial T/\partial z \) is determined by taking the average of the gradients in the ranges \( w < z < (\frac{L_z}{2} - w) \), and \( (\frac{L_z}{2} + w) < z < (L_z - w) \), where \( w = 0.13L_z \) in line with earlier studies [41].

A key component of phonon scattering in MD simulations arises due to the hot and cold regions. Therefore, as \( L_z \) is increased the phonon mean free path associated with the separation of the hot and cold regions is also increased. There is a near-linear relationship [17, 42] between the inverse of thermal conductivity and the inverse of \( L_z \) that can be extrapolated to determine the bulk thermal conductivity (\( L_z^{-1} \rightarrow 0 \)). Here \( L_z \) is varied from 19 nm to 76 nm to enable extrapolation. For the remainder of the paper, \( \kappa \) is used for the extrapolated value of thermal conductivity from MD simulations.

In ionic materials, charged defects are common and a full treatment of their effect on thermal conductivity requires proper consideration of the corresponding charge compensating defects. In this work we consider three different cases of charge compensation:

1. Introduction of real charge compensating defects into the same simulation cell (for
example, $V_O$, $U^{5+}$ or $U^{3+}$). These defects create phonon scattering centers and reduce thermal conductivity. Whether they are introduced at random points in the cell or bound to the defect of interest, will affect the degradation in thermal conductivity.

2) Charge compensation by a uniform background charge (jellium). The uniform nature of the charge compensation means that it does not scatter phonons and the degradation in thermal conductivity is just due to the defect of interest.

3) A final consideration is to combine individual scattering strengths from (2) in proportions that represent charge neutral concentrations of defects. Due to the passive role of the uniform background charge in (2), this represents scattering strengths for defects in the dilute limit. One would expect similar results for (1) in the limit of weakly interacting randomly distributed defects.

These different approaches are applicable for different circumstances, as will be discussed throughout the manuscript.

B. Interatomic potentials

The short range interatomic potentials used in the MD studies have been previously developed by Busker et al. [34] and by Cooper et al. [35]. The Busker potential is implemented using the pairwise Buckingham potential form, while the CRG potential utilizes a combined Buckingham-Morse [43, 44] and embedded atom method (EAM) [45] potential approach.

The advantage of the Busker potential is the availability of a large parameter set with the ability to describe many fission products in UO$_2$. The Busker parameters used here have been reported previously for $U^{4+}$-O$^{2-}$, O$^{2-}$-O$^{2-}$, Xe$^{0}$-$U^{4+}$, Xe$^{0}$-O$^{2-}$, La$^{3+}$-O$^{2-}$ and Zr$^{4+}$-O$^{2-}$ interactions [34, 46-48]. For $U^{3+}$ and $U^{5+}$ charge compensation of defects in UO$_2$, the $U^{3+}$-O$^{2-}$ and $U^{5+}$-O$^{2-}$ interactions reported in the literature [49, 50] are used.

Alternatively, the CRG potential provides a much better description of many thermophysical properties of UO$_2$, including the thermal expansion, specific heat and the elastic constants, than the Busker potential. Although the $U^{4+}$-$U^{4+}$, $U^{4+}$-O$^{2-}$, Pu$^{4+}$-O$^{2-}$, O$^{2-}$-O$^{2-}$ and La$^{3+}$-O$^{2-}$ interactions have been reported in the literature [35, 51, 52], the same number of fission product interactions as for the Busker potential does not exist. Therefore, it was necessary to develop a new parameter set for the $U^{5+}$ and Zr$^{4+}$ species (see Section III).
Interactions for Xe are not developed here as extensive density functional theory (DFT)
calculations, which are beyond the scope of this work, would be required.

For computational efficiency, the Wolf summation method [53] is used throughout to
compute the long-range Coulombic interactions. Formal and partial charges are employed
for the Busker and the CRG potentials, respectively.

C. The Callaway model fitting procedure

According to the Callaway model [54], which assumes a Debye phonon spectrum, the ther-
mal conductivity can be expressed in terms of the speed of sound, \( v \), the phonon relaxation
time, \( \tau_p \), the phonon frequency, \( \omega \), and the temperature, \( T \):

\[
\kappa = \frac{k_B}{2\pi^2 v} \left( \frac{k_B T}{\hbar} \right) \int_0^{\Theta_D/T} \frac{\tau_p x^4 e^x}{(e^x - 1)^2} dx
\]

\[
x = \frac{\hbar \omega}{k_B T}
\]

where \( \hbar \), \( \Theta_D \) and \( k_B \) represent the reduced Plank constant, the Debye temperature and the
Boltzmann constant respectively. The mean sound velocity \( v \) is taken to be 3171 m/s [17],
and the Debye temperature \( \Theta_D \) is 395 K [55].

The relaxation time is governed by various scattering processes that act to limit ther-
mal conductivity. Typically included are point defect scattering (\( D \)), boundary scatter-
ing (\( B \)) and Umklapp processes (\( U \)), although in UO\(_2\) it is also necessary to include spin
scattering [29] (\( S \)) as an extension to the standard Callaway Model [17]. The inverse re-
laxation times can be combined according to the Matthiessen’s relaxation rule such that

\[
\tau_p^{-1} = \tau_D^{-1} + \tau_B^{-1} + \tau_U^{-1} + \tau_S^{-1}
\]

whereby the separate contributions are defined as:

\[
\tau_D^{-1} = DX^4T^4 = D \left( \frac{\hbar \omega}{k_B} \right)^4
\]

\[
\tau_B^{-1} = B
\]

\[
\tau_U^{-1} = UT^3 x^2 e^{-\Theta_D/\hbar T} = UT \left( \frac{\hbar \omega}{k_B} \right)^2 e^{-\Theta_D/\hbar T}
\]

\[
\tau_S^{-1} = \sum_i \frac{C_i \omega^4}{(\omega^2 - \omega_{S,i})^2} F_i(T)
\]

The spin scattering expression for \( \tau_S^{-1} \) contains the resonance frequency, \( \omega_{S,i} \), the phonon-
spin coupling constant, \( C_i \), and \( F_i(T) \) which contains information about the two-level system
TABLE I: Callaway model parameters from Gofryk et al. [17] that were fitted to experimental thermal conductivity in the ⟨110⟩ directions.

<table>
<thead>
<tr>
<th>Defect, boundary and Umklapp terms</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$D$ ($K^{-4}s^{-1}$)</td>
<td>$B$ ($s^{-1}$)</td>
</tr>
<tr>
<td>267.8</td>
<td>$2.422 \times 10^8$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Spin scattering terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$ ($s^{-1}$)</td>
</tr>
<tr>
<td>$1.120 \times 10^{12}$</td>
</tr>
</tbody>
</table>

$(i = 1, 2)$, where $F_i(T) = (1 - e^{-\hbar\omega_{S,i}/k_BT})/(1 + e^{-\hbar\omega_{S,i}/k_BT})$. Fitting of $D$, $B$, $U$, $b$, $C_1$, $C_2$, $\hbar\omega_{S,1}$ and $\hbar\omega_{S,2}$ to experimental data has previously been conducted by Gofryk et al. [17] and is reported in Table I for the ⟨110⟩ direction.

The defect ($D$), boundary ($B$), Umklapp ($U$, $b$) parameters make up the classical phonon scattering components of thermal conductivity, which can be fitted to the results of MD. However spin scattering, which is not captured by MD simulations, must subsequently be introduced through the Callaway model using the experimentally determined parameters reported in Table I. The approach used in this work can be summarized as, i) initially $D$ (or $D_{\text{pure}}$ in equation 7), $B$, $U$ and $b$ are all fitted to the MD results for pure UO$_2$ (with spin scattering excluded from the model); then ii) the experimentally determined $C_1$, $C_2$, $\omega_{S,1}$ and $\omega_{S,2}$ from Table I are reintroduced. This provides a version of the Callaway model for pure UO$_2$ that combines classical contributions determined from MD with the experimental magnetic effects and accounts for significant discrepancies between modeling and experiment. Subsequently, it is possible to refit only the defect scattering term ($D$) to MD data for the defective UO$_2$ lattice ($B$, $U$ and $b$ are maintained from the pure UO$_2$ fitting). The linear relationship between $D$ and the defect concentration, $x$, shown in equation 7 is enforced such that a single $D'$ is required for each defect species.

$$D = D_{\text{pure}} + D'x$$

(7)

where the defect concentration, $x$, is defined as the number of defects divided by the total number of atoms in the otherwise perfect UO$_2$ supercell. Note that this is different from “available site” fraction ($C_s$). For example, in the $V_U$ case, $x$ equals one third of $C_s$ and for
$V_O$, it equals two thirds of $C_s$.

By reintroducing the experimental spin scattering parameters an accurate description of the degradation of thermal conductivity due to defect accumulation is obtained. Any coupling between spin and defects is ignored, as defect concentrations investigated here are assumed to be low enough not to influence UO$_2$ magnetism.

D. Simple analytical expression for defect scattering

Many fuel performance codes take expressions for defect scattering that are simpler than the Callaway model. These expressions are based on a proportional relationship between thermal conductivity and the effective phonon mean free path, $\kappa \propto l_{eff}$, that is valid at high temperature. Furthermore, by assuming a constant phonon group velocity and using Matthiessen’s phonon relaxation rule, one can derive the following expression for thermal conductivity:

$$\kappa = \frac{1}{A + BT + Cx}$$  \hspace{1cm} (8)

where $T$ is the temperature and $x$ is the defect concentration, as defined previously. Phonon scattering processes are split into defect scattering ($C$), Umklapp scattering ($B$) and miscellaneous scattering ($A$). For fitting these parameters, MD data above 500 K that has been corrected for spin scattering through the Callaway model is used. $A$ and $B$ parameters are fitted to the pure UO$_2$ thermal conductivity as a function of temperature. Subsequently, $A$ and $B$ are fixed while $C$ is adjusted for each defect species in a similar fashion to the $D'$ Callaway parameter.

III. FITTING ZrO$_2$ EAM POTENTIAL

A. Fitting procedure

Similar to previous centrosymmetric potentials, such as pair potentials [42], the EAM potential form (in [35] for the CRG potential) could not stabilize the monoclinic ZrO$_2$ crystal structure. Fitting was carried out to the tetragonal elastic constants from DFT and the tetragonal experimental lattice parameters [56–58].

- Elastic constants predicted by the potential from energy minimization in GULP [59]
were fitted to the DFT elastic constants. DFT elastic constants were obtained by sim-
ulations using the CASTEP code with the PBE exchange-correlation functional [60],
ultra-soft pseudo potentials, a consistent plane-wave cut-off energy of 550 eV and a
Monkhorst-Pack [61] k-point grid of 4×4×4. The fully relaxed conventional unit cell
was deformed along symmetry independent directions by 5 strain increments of 0.01.
Each perturbation was relaxed again with tight convergence criteria (energy differen-
tial < 10⁻⁶ eV), and the energy landscape was used to extract the stiffness constants
using the tools developed by Walker and Wilson [62].

- The temperature dependence of the tetragonal ZrO₂ lattice constants predicted by the
potential in MD simulations using LAMMPS [40] were fitted to the room tempe-

ture data of Bondars et al. [56] and high temperature XRD data from Aldebert and
Traverse [57] and Teufer [58].

At each iteration of the fitting procedure the tetragonal ZrO₂ structure was equilibrated
at 300 K and 1600 K for 20 ps with the lattice parameters averaged over the final 10 ps.
Simultaneously, the 0 K elastic constants were determined using GULP [59]. By comparison
to the experimental lattice parameters at the relevant temperature and the DFT elastic
constants, the potential parameters were iteratively refined to improve the match.

To be consistent with the previous actinide oxide potential set, the O²⁻-O²⁻ parameters
were fixed at their previous values and the partial charges are proportional to their formal
values such that \( q_\alpha = Z_\alpha^{\text{eff}} |e| \), where \( Z_{\text{Zr}}^{\text{eff}} = 2.2208 \) and \( Z_{\text{O}}^{\text{eff}} = -1.1104 \). This consistency
enabled the degradation of UO₂ thermal conductivity due to Zr_U substitutional defects to
be investigated.

Additionally, the mixed cation U⁴⁺-Zr⁴⁺ interactions were defined in similar terms to
previous mixed cation parameters [63], such that \( A_{U^{4+}Zr^{4+}} = 18600 \text{ eV} \) and \( \rho_{Zr^{4+}Zr^{4+}} \) is
scaled to cation radii [64]. Subsequently, \( \rho_{U^{4+}Zr^{4+}} \) is determined from \( \rho_{Zr^{4+}Zr^{4+}} \) and \( \rho_{U^{4+}U^{4+}} \)
by using

\[
\rho_{\alpha\beta} = (\rho_{\alpha\alpha} \cdot \rho_{\beta\beta})^{\frac{1}{2}}
\]

The final parameter set derived by the fitting process is summarized in Table II.
TABLE II: Potential parameters for ZrO$_2$ using the same potential form as reported previously [35]. O-O parameters are also unchanged from the previous work.

<table>
<thead>
<tr>
<th>Pair parameters</th>
<th>Zr$^{4+}$-U$^{4+}$</th>
<th>Zr$^{4+}$-Zr$^{4+}$</th>
<th>Zr$^{4+}$-O$^{2-}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{\alpha\beta}$ (eV)</td>
<td>18600</td>
<td>18600</td>
<td>1147.471</td>
</tr>
<tr>
<td>$\rho_{\alpha\beta}$ (Å)</td>
<td>0.25172</td>
<td>0.23066</td>
<td>0.32235</td>
</tr>
<tr>
<td>$C_{\alpha\beta}$ (eVÅ$^6$)</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$D_{\alpha\beta}$ (eV)</td>
<td>-</td>
<td>-</td>
<td>1.2269</td>
</tr>
<tr>
<td>$\gamma_{\alpha\beta}$ (Å$^{-1}$)</td>
<td>-</td>
<td>-</td>
<td>1.4482</td>
</tr>
<tr>
<td>$r_{0\alpha\beta}$ (Å)</td>
<td>-</td>
<td>-</td>
<td>1.998</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>EAM parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_{Zr}$ (eVÅ$^{1.5}$)</td>
<td>1.597</td>
</tr>
<tr>
<td>$n_{Zr}$ (Å$^5$)</td>
<td>1188.786</td>
</tr>
</tbody>
</table>

B. Comparison with DFT

Tables III and IV report the elastic constants and lattice parameters predicted by the new EAM potential. The DFT predictions used in the fitting are included for comparison. A reasonable agreement is achieved for all single crystal elastic constants with the exception of $C_{33}$ and $C_{13}$. However, this relates to the strain associated with the c lattice parameter, which, as can be seen in Table IV, is significantly overestimated by DFT compared to the experimental data used to fit the potential. It is important to note that there is no fitting to the DFT lattice parameters.

Comparison with a range of DFT data from the literature shows good agreement with the potential for all single crystal elastic constants. Furthermore, the lattice constants lie within the range of DFT values and the agreement with the experimental data is also good.

Although not used in the fitting procedure, the experimental values for the elastic constants of Ce-doped ZrO$_2$ by Kisi and Howard [65] are also included in Table III. However, it is unclear to what extent Ce-doping alters the elastic constants.
TABLE III: Elastic constants predicted by the potential alongside the DFT values used in fitting. Additional DFT data and experimental results for Ce-doped ZrO₂ are included for comparison.

<table>
<thead>
<tr>
<th>(GPa)</th>
<th>Fitting Data</th>
<th>Validation Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EAM Potential DFT (present study)</td>
<td>DFT [66–69] Exp. (Ce-doped) [65]</td>
</tr>
<tr>
<td>C₁₁</td>
<td>338</td>
<td>334.25</td>
</tr>
<tr>
<td>C₃₃</td>
<td>313</td>
<td>251</td>
</tr>
<tr>
<td>C₄₄</td>
<td>41.7</td>
<td>9.37</td>
</tr>
<tr>
<td>C₆₆</td>
<td>166</td>
<td>153</td>
</tr>
<tr>
<td>C₁₂</td>
<td>229</td>
<td>207</td>
</tr>
<tr>
<td>C₁₃</td>
<td>94.2</td>
<td>48.9</td>
</tr>
</tbody>
</table>

TABLE IV: Static lattice constants and comparison with DFT data used in fitting.

<table>
<thead>
<tr>
<th>(Å)</th>
<th>Fitting Data</th>
<th>Validation Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EAM Potential DFT (present study)</td>
<td>DFT [66–69] Exp. [70, 71]</td>
</tr>
<tr>
<td>a</td>
<td>3.60</td>
<td>3.62</td>
</tr>
<tr>
<td>c</td>
<td>5.19</td>
<td>5.28</td>
</tr>
</tbody>
</table>

C. Comparison with experimental thermal expansion

Figure 1 shows thermal expansion of the a and b lattice parameters as predicted using the new potential; there is a good agreement with the experimental values over a wide range of temperatures. Likewise, the agreement for the lattice parameter c is also good (see Figure 2).

The sudden change in behavior at ≈2000 K in Figures 1 and 2 seems to indicate a phase transition. If this is due to the high temperature fluorite phase of ZrO₂ (lattice parameter = a₉ubic) then the following relationship should be true:

\[ a_{\text{cubic}} = c = \sqrt{a^2 + b^2} = a\sqrt{2} \]

\[ \frac{a}{c} = \frac{\sqrt{2}}{2} = 0.7071 \]  

(10)

It can be seen in Figure 3 that the tetragonal to fluorite phase change occurs at 2000 K. This is significantly different than the value of 2650 K shown in the phase diagram [72].
The previous potential of Schelling et al. [42] also exhibits a phase transition at 2000 K. Additionally, it should be noted that in Figure 3 the experimental results seem to indicate that the phase transition is beginning to occur below the temperature given in the phase diagram [72].

![FIG. 1: The variation of the a and b lattice parameters of tetragonal ZrO$_2$ as a function of temperature using the new potential with comparison to experimental data [56–58].](image-url)

IV. FITTING UO$_{2+x}$ EAM POTENTIAL

Under hyper-stoichiometric conditions (UO$_{2+x}$), U$^{4+}$ becomes oxidized to U$^{5+}$. It is, therefore, necessary to derive suitable parameters for the description of U$^{5+}$-O$^{2-}$, U$^{5+}$-U$^{4+}$ and U$^{5+}$-U$^{5+}$ interactions. For the cation-cation interactions, the covalent Morse term was omitted, as was the dispersive interaction within the Buckingham term. The remaining $A$ and $\rho$ Buckingham parameters for the U$^{5+}$-U$^{5+}$ interactions were determined in a similar fashion to previous cation terms [63]; $A_{U^{5+}U^{5+}}$ was fixed at 18600 eV and $\rho_{U^{5+}U^{5+}}$ was scaled to the U$^{5+}$ ionic radius [64] giving 0.24287 Å. The mixed cation $\rho_{U^{5+}U^{4+}}$ parameter was determined using equation 9. The many-body EAM parameters for U$^{5+}$ remain unchanged from the U$^{4+}$ CRG case.

The U$^{5+}$-O$^{2-}$ pair interactions were fitted to the DFT structure for U$_4$O$_9$ reported previously by Andersson et al. [73] by adjusting the relevant potential parameters in order
The variation of the $c$ lattice parameter of tetragonal ZrO$_2$ as a function of temperature using the new potential with comparison to experimental data [56–58].

to minimize the interatomic forces for that structure. The DFT structure calculated by Andersson et al. [73] is shown in Figure 4a with U$^{5+}$ ions highlighted in blue. External pressure on the supercell was omitted from fitting as disagreement between the DFT and empirical potential lattice parameter for UO$_2$ makes this unreliable. Therefore, fitting was simultaneously carried out to the experimental change in lattice parameter as a function of hyper-stoichiometry, $x$, [74, 75] by equilibrating $5 \times 5 \times 5$ UO$_{2.1}$ fluorite supercells at 300 K over 20 ps and determining the lattice parameter over the final 10 ps. This equilibration was carried out on five different supercell configurations where IO anions and U$^{5+}$ cations were randomly distributed throughout the lattice.

The final parameter set for U$^{5+}$ derived by the fitting process is summarized in Table V. As for ZrO$_2$ potential fitting, the O$^{2-}$-O$^{2-}$ parameters are unchanged and $Z_{\text{eff}}^{U^{5+}} = 2.7760$.

The atomic forces were not completely minimized during fitting and the average atomic force is 0.147 eVÅ$^{-1}$ when using the parameter set in Table V in conjunction with the DFT structure [73] (see Figure 4a). This approach represents a reasonable agreement with the fitting data. However, the maximum force on a single atom was 2.78 eVÅ$^{-1}$ indicating that some atoms will move noticeably during relaxation. The fully relaxed structure predicted by the new potential is shown in Figure 4b, thus confirming differences compared to the
FIG. 3: The variation of $\frac{a}{c} = 0.7071$ for tetragonal ZrO$_2$ as a function of temperature using the new potential with comparison to experimental data [56–58]. When $\frac{a}{c} = 0.7071$ the tetragonal structure has changed to the fluorite structure (i.e. above 2000 K).

predicted DFT structure. However, this is not unexpected due to the far more complex interactions of a DFT calculation.

Figure 5 shows a favorable agreement with the change in experimental and DFT lattice parameters, $a$, as a function of hyper-stoichiometry, $x$, for UO$_{2+x}$. This is shown by the close agreement in the slope $\frac{da}{dx}$ and indicates that the new potential provides a good description of the U$^{5+}$ defect volume.

V. RESULTS

A. Pure UO$_2$

Figure 6 shows the results of fitting the Callaway model without spin scattering to the MD data for pure UO$_2$ (red lines) for a) the Busker potential and b) the CRG potential. The data for the Busker potential was calculated as a part of previous work [4], however, in this case MD data below 300 K was omitted due to inconsistencies between empirical potentials and the low temperature experimental specific heat [63, 80, 81]. The classical MD simulations cannot capture the very low temperature thermal conductivity where quantum
TABLE V: Potential parameters for U$^{5+}$ using the same potential form reported previously [35]. U$^{4+}$-O$^{2-}$, U$^{4+}$-U$^{4+}$ and O$^{2-}$-O$^{2-}$ parameters are kept the same as for the previous actinide oxide potential set [35].

<table>
<thead>
<tr>
<th>Pair parameters</th>
<th>U$^{5+}$-U$^{4+}$</th>
<th>U$^{5+}$-U$^{5+}$</th>
<th>U$^{5+}$-O$^{2-}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{\alpha\beta}$ (eV)</td>
<td>18600</td>
<td>18600</td>
<td>1155.631</td>
</tr>
<tr>
<td>$\rho_{\alpha\beta}$ (Å)</td>
<td>0.25829</td>
<td>0.24287</td>
<td>0.34648</td>
</tr>
<tr>
<td>$C_{\alpha\beta}$ (eVÅ$^6$)</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$D_{\alpha\beta}$ (eV)</td>
<td>-</td>
<td>-</td>
<td>1.9317</td>
</tr>
<tr>
<td>$\gamma_{\alpha\beta}$ (Å$^{-1}$)</td>
<td>-</td>
<td>-</td>
<td>1.4881</td>
</tr>
<tr>
<td>$r_{\alpha\beta}^0$ (Å)</td>
<td>-</td>
<td>-</td>
<td>2.0709</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>EAM parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_{U^{5+}}$ (eVÅ$^{1.5}$)</td>
<td>1.806</td>
</tr>
<tr>
<td>$n_{U^{5+}}$ (Å$^5$)</td>
<td>3450.995</td>
</tr>
</tbody>
</table>

effects dominate. Typically, a $T^3$ dependence of thermal conductivity would appear which is associated with the $T^3$ dependence of the specific heat. However, the MD results that have been fitted to the Callaway model do capture the $T^3$ dependence, as the correct low-temperature behavior is imposed by the form of the Callaway model. The fitted result at low temperature is inherently an extrapolation of the UO$_2$ properties at higher temperature.

A good agreement is obtained between the fitted Callaway model (parameters reported in Table VI) and the MD data. It can be seen that the thermal conductivity is predicted to be higher for the Busker potential than for the CRG potential, although both potentials predict a higher thermal conductivity than the experimental values, particularly at low temperatures where spin scattering is significant.

The $D_{\text{pure}}$, $B$, $U$ and $b$ parameters reported in Table VI for the Busker and CRG potentials are combined with the $C_1$, $C_2$, $\hbar\omega_{S,1}$ and $\hbar\omega_{S,2}$ parameters in Table I in order to account for the experimental spin scattering. Figure 6 shows that the modeling results adjusted for spin scattering (blue lines) are greatly improved for the CRG and Busker potentials. Furthermore, Figure 6b) shows that spin scattering accounts for virtually all discrepancy between the CRG potential and experiment above 300 K. It should be noted that some factors remain,
U$^{5+}$, U$^{4+}$ and O$^{2-}$ ions are indicated by blue, green and red spheres, respectively.

which may account for the differences below 300 K. For example, there could be defects in the experimental samples due to material processing or slight off-stoichiometry. Another potentially significant factor is that empirical potentials typically overestimate the specific heat capacity at low temperatures [63, 80, 81]. Finally, as suggested previously [17], the experimental boundary parameter $B$ may be accounting for some degree of spin scattering. Thus, by adjusting $B$ when fitting to the MD results the effect of spin scattering might be underestimated.

Despite the improvement achieved by including the experimental spin scattering components, the Busker potential remains higher than the experimental values. This is also true in the high temperature Umklapp dominated region [82] where magnetic effects are limited. It indicates that spin scattering is not sufficient to account for discrepancies between the Busker potential and experiment. This may be due to the dependence of the longitudinal and transverse phonon group velocities ($v_L$ and $v_T$) on the elastic constants [42]: $v_L = \sqrt{C_{11}/\rho}$ and $v_L = \sqrt{C_{44}/\rho}$. Thus, the Busker potential over-predicts the phonon group velocity by over-predicting the $C_{44}$ elastic constant (note that $C_{44} = C_{12}$ for the Busker potential since it contains only two-body potentials). Conversely, the CRG potential, which gives a much more accurate prediction of the single crystal elastic constants [35] is very close to the experimental thermal conductivity once it has been adjusted to include spin scattering.
FIG. 5: Lattice parameter of UO$_{2+x}$ predicted by the new potential compared to available experimental [74–78] and DFT [73] data.

This indicates that the CRG potential provides a better description of thermal transport in the classical lattice.

TABLE VI: Non-magnetic Callaway model parameters for pure UO$_2$ shown for both the Busker potential and the CRG potential.

<table>
<thead>
<tr>
<th></th>
<th>Busker potential</th>
<th>CRG potential</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{\text{bulk}}$</td>
<td>80.41 (K$^{-4}$s$^{-1}$)</td>
<td>154.9 (K$^{-4}$s$^{-1}$)</td>
</tr>
<tr>
<td>$B$</td>
<td>2.174 $\times$ 10$^8$</td>
<td>4.222 $\times$ 10$^7$</td>
</tr>
<tr>
<td>$U$</td>
<td>20540 (K$^{-3}$s$^{-1}$)</td>
<td>40910 (K$^{-3}$s$^{-1}$)</td>
</tr>
<tr>
<td>$b$</td>
<td>2.554</td>
<td>1.827</td>
</tr>
</tbody>
</table>

B. Fission products (Zr$^{4+}$, La$^{3+}$ and Xe$^0$) and a transmutation product (Pu$^{4+}$)

MD simulations of the thermal conductivity of UO$_2$ containing the fission products Zr, La, Xe and the transmutation product Pu are now reported. Zr and La atoms substitute
FIG. 6: (a) MD simulation of the UO$_2$ thermal conductivity employing the Busker Buckingham potential, both with and without correction for spin-phonon scattering. The spin-phonon scattering correction was derived by fitting a Callaway model to the experimental data [17, 79] and then adding the spin-phonon relaxation time to the MD results. (b) Similar to (a) but employing the CRG potential.

for a single uranium cation, whereas Xe is accommodated in a Schottky vacancy site, $V_{UO_2}$, based on earlier DFT+$U$ calculation results [83, 84]. The Schottky vacancy consists of one U vacancy and two O vacancies bound together. These are expected to be the energetically most favorable incorporation sites for the respective fission products. The substitution sites are randomly distributed using a pseudo random number generator. There is a charge imbalance of -1 when La$^{3+}$ is introduced at a U$^{4+}$ site, therefore, for every La$^{3+}$ ion one U$^{5+}$ ion is randomly substituted at a U$^{4+}$ site to ensure full charge compensation. Charge compensation of La$^{3+}$ by U$^{5+}$ is expected in UO$_{2+x}$ and UO$_2$ [85], although some charge compensation in UO$_2$ is predicted to also occur by oxygen vacancies [86, 87] (as will be addressed in section V F). The U$^{5+}$ cations are distributed independently of the La$^{3+}$ positions, according to the expected high temperature behavior.

Figures 7a (Busker) and 7c (CRG) show the MD results for the thermal conductivity of UO$_2$ with atomic concentrations of La, Zr, Xe and Pu ranging from 0.34% to 1.03%, which is a relevant range of expected fission product concentrations. Note that results for Xe are not included for the CRG potential as a suitable parameter set does not yet exist. For both
FIG. 7: (a) Thermal conductivity of UO$_2$ at different temperatures of 0.71 and 1.03 atomic percent Zr, 0.71 and 1.03 atomic percent La, 0.34, 0.71, and 1.03 atomic percent Xe and 1.03 atomic percent Pu. Thermal conductivity of UO$_2$ at different temperatures obtained using the Busker Buckingham potential is also plotted for comparison. (b) Thermal conductivities of UO$_2$ containing Xe, La, Zr and Pu, including correction for spin-phonon scattering. These results were obtained from the data in (a) by adding the spin-phonon scattering contribution derived from experimental data. (c) Thermal conductivity of UO$_2$ at different temperatures of 0.71 and 1.03 atomic percent Zr, and 1.03 atomic percent La and Pu employing the CRG potentials. Thermal conductivity of UO$_2$ at different temperatures obtained using the CRG potential is also plotted for comparison. (d) Thermal conductivity of UO$_2$ containing La and Zr including correction for spin-phonon scattering. These results were obtained from the data in (c).
potentials a greater degradation of the UO₂ thermal conductivity is predicted for La³⁺ than for Zr⁴⁺ despite the greater mismatch in ionic radii [64] between U⁴⁺ (1.00 Å) and Zr⁴⁺ (0.72 Å) compared to the mismatch with La³⁺ (1.16 Å). This apparent discrepancy is due to the additional introduction of U⁵⁺ cations, which have their own scattering contribution, necessitated by the charge imbalance of La³⁺ accommodation at the U⁴⁺ site. Furthermore, the transmutation product Pu⁴⁺ exhibits an even smaller effect than Zr⁴⁺ due to its isovalent accommodation in UO₂ as well as a similar ionic radius (0.96 Å) to that of U⁴⁺. It can be seen in Figure 7a that, compared to the other fission products, Xe severely reduces the thermal conductivity. For example, using the Busker potential at room temperature a concentration of just 0.34% Xe reduces the thermal conductivity from 28.1 WK⁻¹m⁻¹ to 11.5 WK⁻¹m⁻¹, whereas, Zr and La exhibit much weaker phonon scattering. For example, even with a comparatively high 1.03% concentration of La the room temperature value remains as high as 17.5 WK⁻¹m⁻¹.

For accurate prediction of the thermal conductivity of UO₂, including impact of fission product accumulation, it is important to adjust the MD results to include spin scattering. As for the pure UO₂ case, the Callaway model without spin scattering is fitted to the data reported in Figures 7a (Busker) and 7c (CRG). However, only the defect scattering parameter \( D' \), see equation 7) is adjusted, while \( D_{\text{pure}}, B, U \) and \( b \) are fixed from the fitting to pure UO₂ MD data. Unlike previous work where all Callaway parameters were readjusted [4], by allowing only \( D' \) to vary consistent comparison can be made between different defect types and concentrations (see Section V D). By then reintroducing the experimental spin scattering parameters, the MD results are adjusted accordingly and are reported as a function of temperature in Figures 7b and 7d for the Busker potential and the CRG potential, respectively. In all cases the reduction in thermal conductivity due to defects is less dramatic when spin scattering is included compared to the pure MD case. This difference is because spin scattering has already reduced the phonon relaxation time. Regardless, there is a very strong defect scattering strength associated with Xe. This may be in part due to the large Schottky defects that accommodate Xe. In the future, coupling of the diffusion of fission products [4, 88, 89] to thermal transport of such fission products will be considered. For example, the importance of Xe on thermal transport has been predicted by Tonks et al. [4] to depend greatly on how it is accommodated in the fuel, whereby, Xe in bubbles has a smaller effect compared to Xe dispersed throughout the UO₂ matrix. Similarly,
the distribution of other fission products in metallic or oxide precipitates [90–92] may alter their effects on the thermal conductivity of nuclear fuel. Alternatively, high temperatures resulting from low thermal conductivity will enhance fission gas release [93] and, thus, reduce the concentration of fission gas atoms dispersed within the UO₂ lattice. This may account for some degree of thermal conductivity recovery and is just one example of how coupling our results with other phenomenological models can help fuel performance codes capture these complex and inter-related processes.

C. Intrinsic oxygen and uranium defects

To account for radiation damage and non-stoichiometry, intrinsic defects must also be studied. Here we considered oxygen interstitials (I₀), oxygen vacancies (V₀), uranium interstitials (Iᵤ) and uranium vacancies (Vᵤ). In all cases U⁵⁺ and U³⁺ species were introduced by random distribution in appropriate proportions to achieve full charge compensation (e.g. I₀+2U⁵⁺ or V₀+2U³⁺). In both the stoichiometric and hyper-stoichiometric range where we are most interested, Vᵤ is primarily charge compensated by holes instead of by anion defects. In the hypo-stoichiometric range, charge compensation is predicted to also occur by oxygen vacancies (as will be discussed in section V F). Note that due to the lack of a U³⁺ parameter set for the CRG potential V₀ and Iᵤ were only investigated using the Busker potential. The role of background charge compensated intrinsic defects will be considered in section V F as well. All isolated interstitial species are located at the 4b Wyckoff positions.

Firstly, we investigated the effect of intrinsic oxygen defects on thermal conductivity. Figure 8a (Busker) shows the effect of I₀+2U⁵⁺ (x > 0) and V₀+2U³⁺ (x < 0) on the thermal conductivity of UO₂⁺ₓ as a function of concentration for several temperatures. These non-spin adjusted results for the Busker potential show a similar thermal conductivity degradation regardless of whether x < 0 or x > 0. Secondly, the effect of uranium defects, Vᵤ+4U⁵⁺ (x > 0) and Iᵤ+4U³⁺ (x < 0), on thermal conductivity is investigated; the results are shown in Figure 8c. Again the degradation in thermal conductivity is predicted to be symmetrical about x = 0, however the effect of non-stoichiometry is more significant for uranium defects.

Figure 9a shows the thermal conductivity of UO₂⁺ₓ determined by including I₀ or Vᵤ in MD simulations. As for the Busker potential, the CRG potential predicts a greater
FIG. 8: (a) The effect of I$_O$ and V$_O$ defects on the thermal conductivity of UO$_2$, at different temperatures. (b) Thermal conductivity of UO$_2$ containing oxygen defects, including correction for spin-phonon scattering. These results were obtained from the data in (a) by adding the spin-phonon scattering contribution derived from experimental data.

(c) The effect of I$_U$ and V$_U$ defects on the thermal conductivity of UO$_2$, at different temperatures. (d) Thermal conductivity of UO$_2$ containing uranium defects, including correction for spin-phonon scattering. All MD simulations employ the Busker potentials.
degradation in thermal conductivity due to uranium defects than oxygen defects. Although the trends for the thermal conductivity degradation are similar between the two potentials, the absolute values for the CRG potential are lower, which is in line with the predictions made for pure UO₂ (see Figure 6).

By fitting the Callaway $D'$ parameter to the data in Figures 8a, 8c and 9a and then introducing the experimentally determined spin scattering components, as was done for the fission products, a more accurate prediction of the thermal conductivity degradation due to intrinsic defects is made. Figures 8b, 8d (Busker) and 9b (CRG) show that the results are reduced to levels close to experiments by the incorporation of spin scattering. Furthermore, the degradation remains most significant for intrinsic defects when accounted for by uranium defects (see Figures 8d and 9b) compared to oxygen defects (see Figures 8b and 9b). For all results the effect of intrinsic defects is highly dependent on temperature, whereby very little degradation of thermal conductivity is predicted for high temperatures where the phonon mean free path is limited by Umklapp processes [82].

FIG. 9: (a) The effect of $I_O$ and $V_U$ defects on the thermal conductivity of UO₂, as a function of temperature. All MD simulations employ the CRG potential. (b) The UO₂ thermal conductivity including intrinsic point defects adjusted for spin-phonon scattering.
D. The Callaway defect scattering parameter \( D' \)

Figure 10a and Table VII show the \( D' \) parameters resulting from fitting to MD data for various fission products and intrinsic defects. For both potentials Pu exhibits the lowest scattering, while Zr has the lowest scattering of the fission products. The La \( D' \) parameter is noticeably greater than for Zr using the CRG potential, while a marginal increase is seen using the Busker potential. As discussed previously, although La is more similar in size to U, the effect of charge imbalance that is not present for Zr accounts for the greater scattering due to La. Nonetheless, the \( D' \) parameter for Xe is very high in comparison to those for other fission products, Zr and La. This is in line with the results of Tonks et al. [4], who also identify the proportion of gas that is in solution compared to that which forms bubbles as a very important parameter for realizing the true impact of Xe on nuclear fuel thermal conductivity. Their results indicate that the degradation in thermal conductivity of real nuclear fuel is largely accounted for by considering just the Xe contribution. As corroborated by our results, this implies that the other fission products are far less significant. In addition, using both potentials the \( D' \) values for uranium defects are notably greater than for oxygen vacancies and interstitials. In general, both the CRG and Busker potentials predict similar trends.

E. Simple analytical expression of defect scattering

As discussed in the methodology (see section II) many fuel performance codes use a simple high-temperature analytical expression for thermal conductivity (equation 8), whereby the scattering strength of a given species is defined by \( C \) and the temperature dependent behavior of pure UO\(_2\) is governed by \( A \) and \( B \). Firstly, \( A \) and \( B \) are fitted to the spin adjusted pure UO\(_2\) data above 500 K, shown in Figure 6. For the Busker potential \( A = 3.46 \times 10^{-2} \) mKW\(^{-1}\) and \( B = 1.01 \times 10^{-4} \) mW\(^{-1}\), while for the CRG potential \( A = 3.11 \times 10^{-2} \) mKW\(^{-1}\) and \( B = 2.08 \times 10^{-4} \) mW\(^{-1}\). The difference in \( A \) and \( B \) between the Busker potential and the CRG potential is due to their disagreement in the description of the pure UO\(_2\) lattice, as is clearly seen in Figure 6. Particularly, this is true for \( B \) (which describes phonon-phonon interactions), for which there is a factor of two difference between the potentials. Experimental \( A = 0.115 \) mKW\(^{-1}\) and \( B = 2.48 \times 10^{-4} \) mW\(^{-1}\) values from Wiesenack et
FIG. 10: The defect scattering parameters for a) the Callaway model, $D'$, and b) the simple analytical model, $C$. Parameters are reported for a variety defect species using the Busker potential (blue) the CRG potential (red). All defects are fully charge compensated with $U^{5+}$ or $U^{3+}$ within the simulation. Isolated $U^{5+}$ and $U^{3+}$ results are also given. The parameters are reported in Table VII.

$al. \ [94]$ show good agreement with the CRG potential for the $B$ term, while additional temperature independent factors may account for a larger $A$ term. Furthermore, previous work by Cooper et al. [26] for the CRG potential without adjustment for spin-scattering reported a similar value for the phonon-phonon scattering $B$ parameter and a lower $A$ parameter, thus confirming that $A$ accounts for the additional spin scattering process.

The resulting $C$ parameters from fitting to spin adjusted MD data above 500 K are reported in Figure 10b and Table VII showing the same trends as for the Callaway $D'$ parameters. Despite the disagreement between the potentials on the thermal conductivity of pure UO$_2$, there is a reasonable agreement for the defect scattering terms. These simple analytical parameters for defect scattering are readily implemented in a wide variety of fuel performance codes, following the example of Tonks et al. [4].

To understand the microscopic origins of the phonon scattering by defects, it is desirable to deconvolute the different terms that contribute to $C$. In the literature, it is commonly assumed that both the mass difference and the volume difference of defects are primarily
responsible for scattering strength, with the latter describing the misfit strain field in the neighborhood of the defect, formulated by Abeles for the phonon scattering cross section [95]. Following preliminary failures to account for our MD determined $C$ parameters by using such models, we propose that a more complex approach ought to be taken to remedy these differences. Although beyond the scope of this work, one ought to investigate, in addition to mass and volume differences, the effect of bond formation/breakage and deviations in the elastic constants [79] as bound or isolated defects are introduced to the system.

TABLE VII: Defect scattering parameters, $D'$ for the Callaway model (equation 7) and $C$ for the simple analytical model (equation 8), fitted to MD data with charge compensation by $U^{5+}$ or $U^{3+}$. These parameters are also reported in Figure 10.

<table>
<thead>
<tr>
<th></th>
<th>Analytical, $C$ (mKW$^{-1}$)</th>
<th>Callaway model, $D'$ (K$^{-4}$S$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Busker CRG</td>
<td>Busker CRG</td>
</tr>
<tr>
<td>Xe</td>
<td>33.9 -</td>
<td>235000 -</td>
</tr>
<tr>
<td>La</td>
<td>3.97 5.28</td>
<td>13500 22900</td>
</tr>
<tr>
<td>Zr</td>
<td>2.23 2.20</td>
<td>11800 9720</td>
</tr>
<tr>
<td>Pu</td>
<td>0.0777 0.156</td>
<td>563 953</td>
</tr>
<tr>
<td>$U^{5+}$</td>
<td>1.38 1.99</td>
<td>4850 8730</td>
</tr>
<tr>
<td>$U^{3+}$</td>
<td>1.68 -</td>
<td>5890 -</td>
</tr>
<tr>
<td>$I_U$</td>
<td>29.98 -</td>
<td>234000 -</td>
</tr>
<tr>
<td>$V_U$</td>
<td>23.78 32.74</td>
<td>172000 172000</td>
</tr>
<tr>
<td>$I_O$</td>
<td>12.63 18.94</td>
<td>77400 122000</td>
</tr>
<tr>
<td>$V_O$</td>
<td>12.74 -</td>
<td>79400 -</td>
</tr>
</tbody>
</table>

F. Charge compensation effect

So far we have only considered intrinsic defects in the context of non-stoichiometry, whereby full charge compensations by $U^{5+}$ and $U^{3+}$ are applicable. However, it is also useful to consider background charge compensated defects in the context of, e.g., radiation damage where Frenkel pair generation maintains charge neutrality. The background charge compensated values for intrinsic defects can be combined with the background charge compensated
values for fission products to give an estimate for the degradation of thermal conductivity due to fission products depending on the degree of non-stoichiometry and thus the mechanism for charge compensation (this is demonstrated below for La). Figure 11 reports $D'$ using the CRG potential for oxygen and uranium defects in the case of a) $V_O$, $I_O$, $V_U$ and $I_U$ defects only (with a charge neutralising background jellium), b) charge compensation of $I_O$ and $V_U$ by $U^{5+}$ within the simulation cell and c) a combination of $I_O$, $V_U$ and $U^{5+}$ $D'$ parameters from (a), for example by summing the $D'$ value for $I_O$ with $2D'$ for $U^{5+}$. Due to the unavailability of $U^{3+}$ with the CRG potential, the results for $V_O$ and $I_U$ are only reported for case (a). The data plotted in Figure 11 are also reported in Table VIII alongside the analytical $C$, parameters determined by fitting equation 8 to the spin-scattering adjusted MD data above 500 K. It is interesting to note that in the case of background charge compensated defects, oxygen interstitials exhibit greater scattering than uranium vacancies. However, the scattering parameters are increased significantly when accounting for charge compensation either b) within the simulation itself or c) by combining $D'(U^{5+})$ with $D'(V_U)$ or $D'(I_O)$. This effect is most significant for $V_U$ which requires twice as many $U^{5+}$ charge compensating defects as for $I_O$. Interestingly, when charge compensation of $V_U$ is included within the MD simulation cell there is a particularly drastic effect on $D'$. There are several possible reasons for this. By randomly distributing such a high concentration of $U^{5+}$ defects within the simulation cell, high energy unfavorable configurations may be formed that create a disproportionate scattering effect. Whether this effect is an accurate representation of real nuclear fuel is unclear. On the other hand, it is also possible that this effect is simply because of the difference in the scattering behavior of charge compensated and background charge compensated uranium vacancies due to the Coulombic interactions.

Figure 11 also reports $D'$ using the CRG potential for La in the case of a) $La^{3+}$ defects only, b) charge compensation of $La^{3+}$ by $U^{5+}$ within the simulation cell and c) a combination of $La^{3+}$ and $U^{5+}$ $D'$ parameters from (a), by summing the $D'$ values. The difference between charge compensated in the same box and the combination of individual scattering parameters is negligible for the La case. Furthermore, due to the mixed $U^{5+}$ and $V_O$ charge compensation mechanism for $La^{3+}$ in stoichiometric $UO_2$ [86, 87], we have also considered case by combining $D'$ for $La^{3+}$ with $\frac{1}{2}D'$ for $V_O$. Figure 11c) shows that if La is charge compensated by $V_O$ (solid light purple bar) then it has a greater impact on thermal conductivity than if it is compensated by $U^{5+}$ (solid purple bar). The proportion of $La^{3+}$ charge
compensated by a given defect is dependent on the degree of non-stoichiometry in the system. Our results can be combined with models that predict the appropriate proportions of charge compensating defects as a function of non-stoichiometry and temperature to derive the degradation of thermal conductivity.

In the previous discussion, we applied background charge compensated defects to obtain the total combined scattering effect. This is a valid approach to estimate the combined effect of scattering if the defects are randomly distributed and weakly interacting. As a benchmark, by comparing the results from combination of individual defects against results with charge compensating defects in the same cell (randomly distributed defects in the dilute limit), we found excellent agreement for both the $2\text{La}_U + \text{V}_O$ and $\text{V}_U + 2\text{V}_O$ cases within statistical and fitting errors. However, strongly interacting defects must be treated explicitly, since compact clusters of defects, such as the bound $2\text{La}_U:\text{V}_O$ or $\text{V}_U:2\text{V}_O$ defects, can have different scattering strengths than the combination of the results for individual defects, $2\text{La}_U + \text{V}_O$ or $\text{V}_U + 2\text{V}_O$, which models randomly distributed dilute defects. For the compact clusters, there is roughly only a third of the concentration of scattering centers compared to the randomly distributed defects, in a simplified view of counting one compact cluster as a single scattering center. To gain understanding of the effect of compact cluster defects, we performed additional MD simulations using the CRG potential for the two fully clustered $2\text{La}_U:\text{V}_O$ and $\text{V}_U:2\text{V}_O$ defects. The results for the scattering parameter $D'$ are reported in Figure 11b) while the summation of the $D'$ values from individual defects is reported in Figure 11c). Comparing the scattering from clusters of defects and combined results from individual defects, the former exhibits reduced total scattering as is expected from the lower concentration of defect scattering centers, with a 15% decrease in the $D'$ value for the $2\text{La}_U:\text{V}_O$ case, and a 33% decrease in the $D'$ value for the $\text{V}_U:2\text{V}_O$ case, as shown in Figure 11. We note that this is not equivalent to the difference in the concentration of scattering centers, as discussed above. In addition, the level of reduction is also different in the $2\text{La}_U:\text{V}_O$ than in the $\text{V}_U:2\text{V}_O$ case, thereby suggesting a more complicated mechanism involved than just the concentration of scattering centers.
FIG. 11: The defect scattering parameters for the Callaway model, $D'$, is shown for oxygen vacancies and interstitials, cation vacancies and interstitials, and La fission product. Results are shown for a) charge compensation by a uniform background charge, b) charge compensation by $U^{5+}$ species and anion defects in the same simulation cell and c) by combining the separate $D'$ parameters. See the text for details. The parameters are also reported in Table VIII.

VI. VALIDATION AGAINST EXPERIMENTAL MEASUREMENTS OF UO$_2$ AND UO$_{2+x}$ THERMAL CONDUCTIVITY

In order to validate the modeling results, comparison is made to experimental measurements on single crystal hyper-stoichiometric UO$_{2+x}$ samples and high-temperature literature data [79]. This establishes the extent of defect scattering by $I_O$ and $U^{5+}$ cations. These samples were prepared from the same bulk UO$_2$ single crystal as used for the stoichiometric UO$_2$ measurements in Ref. 17. The defect concentrations in UO$_{2+x}$ can be accurately determined by careful control of the oxygen stoichiometry [96]. The oxygen-to-metal (O/M) ratio of
TABLE VIII: Defect scattering parameters, $D'$ for the Callaway model (equation 7) and $C$ for the simple analytical model (equation 8), fitted to MD data of intrinsic defects with charge compensation by a uniform background jellium. These parameters are also reported in Figure 11a).

<table>
<thead>
<tr>
<th></th>
<th>Analytical, $C$ (mKW$^{-1}$)</th>
<th>Callaway model, $D'$ (K$^{-4}$S$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_U$</td>
<td>18.91</td>
<td>95000</td>
</tr>
<tr>
<td>$V_U$</td>
<td>16.11</td>
<td>80000</td>
</tr>
<tr>
<td>$I_O$</td>
<td>17.78</td>
<td>100700</td>
</tr>
<tr>
<td>$V_O$</td>
<td>21.38</td>
<td>126800</td>
</tr>
<tr>
<td>La</td>
<td>2.37</td>
<td>14500</td>
</tr>
</tbody>
</table>

FIG. 12: Comparison of the UO$_{2+x}$ thermal conductivity obtained from MD simulations and from experiments. The high temperature experimental data were taken from White and Nelson [79] and the low temperature data are from the present study (UO$_{2+x}$) or from Gofryk et al. [17] (UO$_2$). The low temperature experimental data were obtained by measurements on single crystals oriented in the [111] crystallographic direction.

the urania single crystals was set in a thermogravimetric analyzer (STA 409PG, Netzsch Instruments) by controlling the oxygen activity. O/M was initially set to 2.00 and then subsequently adjusted to the hyper-stoichiometric values by adjusting the partial pressure
of oxygen at 1000°C. Final stoichiometry was calculated from the sample weight change relative to the stoichiometric UO$_{2.00}$ reference state. The measurements were performed with a Physical Property Measurement System-9 from Quantum Design (continuous mode, 0.1 Kmin$^{-1}$) from 4 K to 300 K. Comparison is also made with higher temperature literature data for further validation and to avoid complications of UO$_2$-U$_4$O$_9$ phase transitions occurring at low temperatures [97].

The MD simulations for UO$_{2+x}$ (corrected for resonant spin–phonon scattering) employing the CRG potential are compared to experimental measurements in Figure 12. White and Nelson [79] reported the thermal conductivity for a range of UO$_{2+x}$ stoichiometries at high temperature. Above ∼800 K the MD simulations are in good agreement with the measured thermal conductivity, while it is substantially underestimated below this temperature. The change in thermal conductivity with increasing oxygen content is correctly reproduced in each temperature range. One complication in comparing the MD and experimental results is the strong tendency of UO$_{2+x}$ to phase separate into UO$_2$+U$_4$O$_9$. The transition to a single UO$_{2+x}$ phase occurs at ∼800 K and it is responsible for the kink in the experimental thermal conductivity measurements [12, 79]. The mixed UO$_2$+U$_4$O$_9$ phase has much higher thermal conductivity than the corresponding disordered UO$_{2+x}$ phase, which is understood in terms of the increased point defect scattering in UO$_{2+x}$ compared to UO$_2$. The MD simulations model perfectly disordered UO$_{2+x}$, which is only relevant well above 800 K. The UO$_2$+U$_4$O$_9$ phase separation explains why the MD thermal conductivity is lower than the experimental results below 800 K.

VII. CONCLUSIONS

Thermal transport in UO$_2$ with intrinsic defects and fission products has been investigated using non-equilibrium MD simulations. Two sets of empirical potentials are used to study the degradation of UO$_2$ thermal conductivity. One is based on the standard Buckingham type interatomic potential and the other on a recently developed potential that combines the many-body EAM potential with Morse-Buckingham pair potentials. New parameter sets for the U$^{5+}$ and Zr$^{4+}$ are developed for the many-body potential. Although we only use the Zr$^{4+}$ potential for the simulation of Zr in UO$_2$, it has also been successfully validated for the tetragonal ZrO$_2$ system. The thermal conductivity results from the MD simulations
are then fitted to the Callaway model. In order to improve the accuracy of the thermal conductivity predictions, these results are corrected for the spin-phonon scattering mechanism by adding the corresponding relaxation time derived from existing experimental data. Very high defect scattering is predicted for Xe compared to those of La and Zr. Intrinsic uranium defects reduce the thermal conductivity more than oxygen defects. For each defect and fission product, scattering parameters are derived for application in both a Callaway model and the corresponding high-temperature model typically used in nuclear fuel performance codes. The effect of charge compensation for intrinsic defects was also examined indicating that background charge compensated uranium vacancies scatters less than oxygen interstitials. However, the reverse was true when considering full charge compensation as this requires $4U^{5+}$ for uranium vacancies compared to just $2U^{5+}$ for oxygen interstitials. Finally, to validate the modeling results, comparisons were made with experimental measurements on single crystal hyper-stoichiometric $\text{UO}_2^{2+}$ samples and literature values. At high temperatures above $\sim 800$ K the MD simulations are in good agreement with the measured thermal conductivity, while it is substantially underestimated below this temperature, which is due to the mixed $\text{UO}_2$ and $\text{U}_4\text{O}_9$ phases. The change in thermal conductivity with increasing oxygen content is correctly reproduced in each temperature range.

In this work we have presented a modeling approach to de-convolute the effect of different fission products, transmutation products and intrinsic defects on the thermal conductivity of $\text{UO}_2$. Fuel performance codes [1–3], used extensively in the industry to underpin reactor operation and safety, can combine these parameters with models that predict radiation damage and fission product distribution [4] throughout the fuel. The comprehensive and consistent parameters derived here are readily applied in fuel performance codes to enhance their predictive capabilities and form part of greater body of work to improve thermal conductivity models for fuel [6].
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