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High-density InAs quantum-dot (QD) layers are extensively used for testing intermediate-band
solar cells based on two-step two-photon-absorption (TS-TPA) upconversion processes. Here, pho-
tocurrent (PC), photoluminescence and atomic force microscopy are used to clarify the limitation
of the high-density InAs QD approach. We measure two-color-beam PC spectra on InAs QD layers
with QD densities ranging from 0.5 to 4.6 × 1010/cm2. It is shown that the high-density QD layer
has a reduced PC generation efficiency, and that the TS-TPA PC is reduced by trapping, rather
than recombination.

PACS numbers: 88.40.fh, 72.40.+w, 78.66.Fd, 73.21.La

I. INTRODUCTION

As has been rigorously shown, the single-junction
solar cells obey the Shockley-Queisser (SQ) limit [1]. To
exceed classical limits, novel device design principles are
essential [2]. By understanding the physical limitations
of the current generation processes, more complex device
are able to outperform the simple structures, as has
been demonstrated with the tandem approach [3], and
is also prospected for radial junctions [4–6]. And still,
even in conventional structures, the current generation
processes have to be investigated further to reach the
limits [7–11].
The intermediate-band (IB) solar cells have been

proposed as another fascinating alternative approach to
reach high conversion efficiencies. They employ conver-
sion of subbandgap photons (mainly infrared; IR) into
current by upconversion [12]. The commonly considered
upconversion process is the two-step two-photon-
absorption (TS-TPA) process, where two photons are
sequentially absorbed to promote an electron from the
valance band to an IB, and then to the conduction band
of the bulk matrix [13].
Many structures have been proposed to realize the IB

solar cell [14]. One of the most anticipated approach
is the use of quantum dots (QDs) [15], which provide
wide-range subband photocurrent (PC) generation [16].
Unfortunately, the experimentally obtained efficiencies
are far from the predicted 63% [13, 17–24]. The problem
is that the observed PC induced by TS-TPA transitions
is too small to maintain a nonequilibrium condition, i.e.,
thermal excitation and trapping rates are much higher
than the TS-TPA rate [22, 24–29]. Therefore, improve-
ment of the IR absorption coefficient are required to
realize high efficiency devices.
To solve this problem, band formation, doping,

crystal quality, and dot densities have been investigated
theoretically and experimentally [18–21, 23, 30–33]. It is
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usually considered that an increase in absorption up to
104/cm in both visible and IR regions is only possible by
introducing high QD densities on the order of 1011/cm2.
Still, even in high quality samples, the trapping rates

are confirmed being too fast for significant TS-TPA PC
[28], suggesting an intrinsic problem. Independent of the
sample structure, it has been shown that a reduction in
the photocurrent (PC) upon additional IR illumination
can occur under certain excitation conditions [27, 34],
indicating that the TS-TPA upconversion efficiency
is limited by the intrinsic carrier extraction efficiency,
rather than absorption. It is the question if high QD
densities can compensate the low extraction efficiency
and if this is a simple problem of enhanced non-radiative
recombination or another physical effect. To clarify the
feasibility of the high-density InAs QD approach, the
PC generation mechanism has to be investigated with
a two-color-beam experiment combining variable QD
densities and excitation light sources.
In this work we reveal the influence of the QD density

on the TS-TPA upconversion efficiency. Using photolu-
minescence (PL) and atomic force microscopy (AFM)
the QD densities in three different samples are quantified
and an almost constant non-radiative recombination
rate for all samples is confirmed. To understand the
IB operating principle, we measure two-color-beam PC
spectra. By increasing the QD density from 5× 109/cm2

to 4.6× 1010/cm2, i.e., by a factor of ten, the single dot
PC contribution decreased superlinearly by a factor of
thirty. This proves that there exists a trade off between
absorption and current extraction efficiency, depending
on the QD density. The low TS-TPA efficiency in dense
QDs is a result of trap charging, rather than enhanced
non-radiative recombination. It is shown that the
low-density QD layer performs far better than the high
density layers. Therefore, we consider that the intrinsic
properties of the single QDs are excellent. However, the
implementation of the QD for realizing high efficiency IB
solar cells has to be reconsidered. Instead of increasing
QD densities, their location has to be controlled precisely.
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II. EXPERIMENTAL

The samples investigated in this work were grown by
molecular beam epitaxy (Veeco GEN II). The sample
structure is shown in Fig. 1 (a). A GaAs buffer with
150 nm thickness was grown on top of a semi-insulating
(SI) GaAs(001) substrate. Then the InAs QD layer was
grown and capped with a GaAs layer. Three different
InAs layers have been prepared: sample A has high
QD density (InAs deposition amount equivalent to 2
monolayer (ML) at 450oC), sample B intermediate QD
density (2 ML InAs at 500oC) and samples C low QD
density (1.4 ML InAs at 500oC).
To analyze the suitability of the different QD layers

for solar cell application, single and two-beam PC
spectra were measured. The single-beam PC baseline
data was taken with a tunable monochromatic light
source with a power of about 200 µW and spot size of
about 200 µm. To probe the carrier generation efficiency
via TS-TPA processes from the quantum structure to
the bands, we used a second IR beam at 1550 nm with
400 µW as additional excitation source and measured
the change in PC. For the electrical measurements, the
samples were cut into pieces of about 10x10 mm, and
attached on a Cu plate using a conducting Ag paste.
A rectangular 2x2 mm and about 300 nm thick Au
electrode was sputtered on the top of the samples. The
PC measurements were performed using various bias
voltages up to 1 V, which corresponds to an electric field
of 30 V/cm throughout the sample in the dark condition.
The contact characteristics have been investigated with
IV curves, and confirmed that there is no influence on
our results (details are shown in Appendix C).

III. QD DENSITIES

The PL spectra for excitation with 880 nm at 300 K
are shown in Fig. 1 (b). To remove the impurity PL
background the PL taken from a GaAs substrate was
subtracted. We observe strong QD PL from sample A,
intermediate QD PL from sample B and weak QD PL
from sample C. From the PL area we estimate the ra-
tio of the QD densities in the three samples to be about
A:B:C = 3.3 : 2 : 0.6. The validity of this estimation was
confirmed with AFM measurements on uncapped sam-
ples grown under the same conditions, explained below.

The AFM images are shown in Figs. 2 (a) to (c). The
upper half of the images is used to outline the ML step
features of the wetting layer (WL) and the thicker 2 and
3 ML structures [35]. Figure 2 (a) shows the high-density
QD layer, (b) the intermediate-density QD layer, and (c)
shows the low-density QD layer. The details of the AFM
analysis are given in Appendix A. The QD densities and
different ML areas are summarized in Table 1. Sample
A has about ten times higher QD density than sample
B. Sample C has no QDs. We note that the overall QDs
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FIG. 1. (a) Sample structure. The QD densities were changed
from high (sample A) to intermediate (sample B) and low
(sample C). (b) Room temperature InAs QD PL.

densities may be reduced due to surface migration and
the desorption of In and As from the surface during the
cooling process. To analyze the amount of evaporated
InAs of the uncapped samples, we calculated the equiva-
lent deposited amount of InAs from the QD volume, the
1ML WL, and the 2 and 3 ML islands volume. The total
volume of sample A is 1.98 ML, which is very close to
the nominal deposited 2 ML. No significant evaporation
occurred for this sample. The total volume of sample B
is 1.64 ML, which is significantly different from the nomi-
nal deposited 2 ML. This volume would correspond to 60
large QDs (as observed in sample B) or 225 small QDs (as
observed in sample A). We consider that the average is
suitable for discussion, and therefore, in sample B about
143 QDs have been lost during the cooling process. Also
for sample C a significant difference is observed. The loss
would correspond to about 53 QDs.
From AFM, we find a ratio of QD densities for the three

samples 4.6 : 1.9 : 0.5, which is in fair agreement with
the PL results. In the high density sample, PL seems to
be slightly quenched due to carrier transfer, but overall
it is confirmed that the non-radiative rates are almost
same for all samples.
The AFM images showed that the morphology of the

InAs layer is complex. As a result, the PL and PC spec-
tra of InAs layers are rather difficult to interpret due
to the coexistence of WL and QD structures. Therefore
we have investigated the energy levels and PC genera-
tion processes in InAs layers using spectroscopic meth-
ods [27, 36–42]. The results enabled a clear assignment
of the different energy levels to those of the WL and QD
structures, which is important for the next Section.

IV. PHOTOCURRENT SPECTRA

Now we compare the room-temperature PC spectra for
1 V bias, shown in Figs. 3 (a) to (c). The PC values were
converted to EQE by normalizing with the input photon
flux of the primary beam. The baseline for the high den-
sity QD sample A with single-beam excitation is shown
in Fig. 3 (a) with the black broken line. For excitation
below 880 nm (GaAs bandgap) we observe a constant re-
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FIG. 2. AFM images of (a) high, (b) intermediate, and (c) low QD density layers. The top half of the figures outlines the
monolayer steps and identification of wetting and multiple monolayers.

Sample A Sample B Sample C

QD density ≈456 µm−2 46 µm−2 0

QD height 4.6 nm 10.3 nm –

1ML WL area 83% 72% 72%

2ML area 7% 18% 26%

3ML area 10% 10% 1%

Equiv. QD vol. 0.71 ML 0.27 ML 0 ML

Equiv. WL vol. 1.27 ML 1.38 ML 1.27 ML

Total volume 1.98 ML 1.65 ML 1.27 ML

Deposited InAs 2 ML 2 ML 1.4ML

Volume difference 0.02 ML 0.35ML 0.13 ML

(143 QDs) (53 QDs)

TABLE I. Summary of QD, WL and 2 and 3 ML island prop-
erties determined by AFM.

sponse from GaAs. The GaAs PC is small since we use
a SI substrate, intentionally doped to increase the resis-
tivity of the sample. From 880 to 920 nm we observe
a strong increase in the PC, which is due the excitation
of 2 ML thick WL structures, which have a strong PC
response [37]. The dip-structure slightly above 880 nm is
a result of the weak absorption between the GaAs band
edge and the lower lying states. From 920 to 1100 nm,
a gradual decrease in the PC is observed. This region
corresponds to the QD region, and the decrease of the
PC for longer wavelengths is a result of the QD energy
distribution. For longer wavelengths the PC levels off
and is almost zero.
The PC for two-beam excitation of sample A is shown

with the red solid line in Fig. 3 (a). The additional IR
beam has low photon energy, which cannot excite the
GaAs and InAs quantum structures directly, but con-
tributes to PC via TS-TPA processes. Therefore, we see a
PC enhancement in the GaAs region due to re-activation
of trapped carriers via TS-TPA. For the 2 ML-thick WL
excitation, no change is observed, which is explained by
strong thermal activation from these shallow states. In
the QD region again a significant change of the PC level
due to the activation of carriers via TS-TPA is observed.

Under the present conditions, we observed a reduction in
the total PC. For longer excitation wavelengths the IR
beam leads again to a PC increase. The deep trap levels
in GaAs can contribute to PC due to additional carrier
activation under IR illumination [43]. The varying spec-
tral response of the IR beam proves that peculiar EQE
response in the QD region is not a simple result of exci-
tation of deep traps in GaAs.
The single-beam response of sample B is shown in

Fig. 3 (b). When compared to the results from sample
A, both the GaAs and WL PC levels decreased by about
a factor of two. The decrease of the GaAs and WL base-
line current is considered to be a result of a smaller num-
ber of shallow Shockley-Read-Hall recombination centers
provided by the WL for higher QD densities. For IB
solar cells it is important that the contribution of the
QDs to the PC increased relatively to sample A. In the
two-beam experiment, shown with the red solid line, we
confirm that the PC exhibits almost no change in the QD
region for additional IR excitation.
For the low density sample C, shown in Fig. 3 (c), the

QD PC contribution under single-beam excitation (black
broken line, about 1000 nm) is now very large compared
to the high-density QD layer. Additionally, the two-beam
excitation data (red solid line) shows significant enhance-
ment of the PC.
The dense QD layer is usually intended to improve the

absorption and enhance the TS-TPA PC response. How-
ever, the PC generation from the dense QD layer (sample
A) via the primary beam is 2.54 times weaker than that
of the almost ten times sparser layer (sample C). The PC
reduction for high densities is even larger when adding
the IR beam (3.33 times weaker). The absolute values of
the PC vary depending on the excitation geometry and
sample conditions. To understand the influence of the
QD density on the conversion efficiencies it is most ap-
propriate to discuss the results in comparison to the low
density sample C. We found that the relative tendency of
lower EQE for higher QD densities is same even for differ-
ent experimental conditions, as shown in Figs. 6(a) and
(b) in Appendix B. The reduction of the IR response has
important implications for design of QD IB solar cells.
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To clarify how we should proceed with the QD IB solar
cell, the physical origin of the PC reduction has to be
understood first.

V. QD TRAPPING

We consider that the lower PC EQE for higher QD
densities is a result of hole capture by traps of QDs, and
not by a difference in non-radiative rates as confirmed by
PL and AFM. The even more drastic PC reduction for
additional IR excitation is a result of eventual charging
of the QDs by removal of the electron by the IR beam.
This model is also supported by the experimental power
dependence, as shown in Figs. 4 (a) and (b). The
absolute values in Figs. 3 (a)-(c) and Figs. 4 (a)-(b)
cannot be compared directly, since the PC intensity
depends on excitation geometry and sample conditions.
However, the density dependence of the relative changes
was quite similar as confirmed below.
The power dependence of the two-beam PC response

of the QDs with respect to the IR beam is shown in
Fig. 4 (a). Compared to the EQE at high voltages (0.3
V, blue data), the conversion efficiency is lowered for
lower bias voltage (0.25 and 0.2 V), which means that
the electrical field plays a major role in the observed
phenomena. The saturation behavior of the IR PC
response for all voltages suggests that the reduction is a
result of the charging of a limited number of traps.
The power dependence of the two-beam PC response

with respect to the primary beam is shown in Fig. 4
(b). Compared to the PC EQE under low QD ground
state excitation, a significant reduction in the PC EQE
is observed for higher excitation powers. The same
reduction for higher QD population is observed for low
and high voltages (0.25 and 0.3 V), and a saturation
occurs at high powers.
The decrease of the conversion efficiency for higher

QD ground state excitation can be explained by charging
of traps. We consider that the IR beam can only excite
electrons from the QD state to the conduction band.
The probability of finding an electron in the QD is
proportional to the ground state excitation. Therefore,
the charging rate is direct proportional to the primary
beam. Consequently, efficiency improvement by IR
illumination is reduced for stronger QD excitation.
The charging of the traps results in a reduction of the

separation efficiency in bias direction due to Coulomb
force, which can become significantly large for high
QD densities. If the separation efficiency becomes very
small, this leads to a PC reduction upon additional IR
illumination, as has been already reported previously
and is also seen in Fig. 3 (a), where the two-beam
PC from the QD is lower than that for single-beam
excitation.[27, 34]. The power dependence shows that
the absolute value of the IR PC response can be con-
trolled by the electrical field. However, the charging

of the trap states always leads to a reduction in the
IR photon conversion efficiency, as is evident from the
curvature of the power dependence.
To support the trap-charging model with quantitative

numbers, we perform a self-consistent calculation in the
next section. The result of the self-consistent calculation
is shown with the red curve in Fig. 4 (b). To allow
for easy comparison of the trends, the curve has been
rescaled.The agreement of the efficiency reduction for
higher QD population means that the results from the
power dependence are consistent with the results shown
in Figs. 3 (a)-(c).
Instead of varying the QD ground state excitation, we

can also change the density of the QDs by exchanging
the samples, which should lead to a similar trend. The
experiment is performed with the 1550 nm IR beam,
only exciting deep traps in GaAs. According to our
model, a part of these carriers should be trapped in the
deep traps of the InAs layer, leading to band bending
and reduction of the PC.
The total PC was measured at 1 V bias for samples A,

B, C, and a reference GaAs substrate. The dark current
was about 30 nA for all samples. The experimental
conditions were same as for Fig. 3. The PC for the
reference GaAs was IGaAs = 46.9 nA. Compared to that,
the PC was reduced for the samples with InAs layers,
which is due to the higher number of traps (proportional
to the QD density). The data points for the PC are
given with the red dots in Fig. 5. Sample C had about
half of the GaAs PC, sample B one sixth, and sample A
showed a reduction of the current due to IR illumination
by about one tenth of the GaAs PC. The data points for
an experiment performed on an aged sample are given
with the open squares. We observe the same inclination
with a reduced PC for higher QD densities, showing
that this inclination is intrinsic to the QDs. Based on
the power dependence, we propose that the reduction of
the PC upon IR illumination is due to a change in the
band profiles as a result of charging of traps.

VI. THEORETICAL MODEL

The above data are compared with self-consistent
results from the one dimensional continuity equation.
The model considers a 30 µm thick GaAs layer with a
QD-trap layer buried 500 nm below the front side, a
bias voltage of 0.1 V and Ohmic contacts. Details are
given in Appendix D. The calculated curve shown with
the purple line in Fig. 5 is in good agreement with the
experimental data. By increasing the QD-trap density,
the current is reduced and eventually drops below the
dark-current level. The charged QD interface forces
a redistribution of electrons centered around the QD
layer, whose density profile induces a negative diffusion
current, which can overcome the drift velocity in the
high-field regime. We understand now that the EQE
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reduction is intrinsic to the charging of QD traps, but
the critical density for the PC sign change depends on
the QD location in the sample.

The experimental QD density dependence of the
PC spectra evidences that the traps which reduce the
IR beam response are due to the InAs QDs. However,
the trap itself may be localized in the GaAs matrix
surrounding the QD, which is supported by recent data
on a QD solar cell device [34]. Previously, the reduction
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of the PC upon IR illumination has been assigned to an
unknown state in GaAs [34], and our work clarified that
this state is actually induced by the QD growth. The QD
growth process is still an issue to the IB solar cell. The
relative reduction in PC upon IR illumination and QD
densities in the previous work are comparable with our
data. Therefore we believe that our results represent a
general issue in state-of-the-art InAs layers. We consider
that the relatively weak field in our samples simulates
the working condition of a device under concentrated
illumination.
Since the traps are inherently connected with the

QD growth procedure, even highly optimized designs
suffer from significant TS-TPA losses [18, 34]. Device
structures often use doping to control the absorption
and trapping properties. Although doping is a way to
improve the IR absorption [31, 33, 44, 45], doping is not
essential for the IB operation principle itself [46]. The
moderate doping of the IB states showed improved short-
circuit current and open-circuit voltage of the devices,
mainly due to reduction of non-radiative recombination
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[21, 23, 47], rather than improving the upconversion
efficiency. These results suggest that the effect of doping
is strongly sample dependent. However, with respect to
the IR upconversion efficiency, we consider that fixed
ionized donors behave similar to charged QDs. Another
point important for devices is stacking. While the QD
absorption increases with stacking of high-density QD
layers, the randomly located QDs should also lead to
strong re-trapping of electrons from other layers.
Considering these facts, the conventional implemen-

tation of high density QDs in IB solar cells is difficult.
A smart implementation of the QD in the IB solar cell
is required. As shown in Fig. 3 (c), the low-density
QD layer largely outperforms the high-density layers.
Even though the number of QDs in sample C is ten
times smaller than in A, the PC is three times higher.
Since the QD spacing in sample C is on the order
of few hundreds of nm, the single character of the
individual QDs is still preserved. The close spacing in
the high density layers introduces a superlinear trapping
effect, and lead to a reduction in PC upon additional
upconversion by IR. The high TS-TPA efficiency of the
single QD has to be made accessible to the IB solar
cell via new device designs, suppressing any charging
of traps by smart alignment of the QDs and reducing
Coulomb force by dilute stacking.
Our results should be relevant for upconversion

systems consisting of two or more intermediate levels,
where the IR beam selectively excites one carrier type
via TS-TPA. This is because in the upconversion process
(=ejection of electron), the hole stays in the intermedi-
ate state, and thus this state is being charged upon IR
illumination. For optimal IR upconversion efficiencies,
we require a design where no localized charges are
created due to IR illumination.

VII. CONCLUSION

In summary, we epitaxially grew InAs/GaAs layers
with different QD densities. Two-color-beam PC mea-
surements were used to analyze the QD density depen-
dence of the TS-TPA mechanism. We found that higher
QD densities lead to strongly reduced TS-TPA PC, in
contrary to the requirement for the IB solar cell. The
PC for QD ground state excitation in the dense layer
was reduced by 21 times, and the additional IR illumina-
tion lead to a PC reduced by 28 times, when compared
to the single QD performance of the low-density layer.
Our data proves that the TS-TPA PC reduction is due

to the InAs QD growth. We explained the weak PC
extraction efficiency in dense QDs quantitatively with
trapping and charging of traps in GaAs, induced by the
QD growth. On the other hand, we found excellent TS-
TPA properties for the low-density QD layer. To realize
highly efficient QD IB solar cells, the trade off between
high density and current extraction efficiency, reduced

by Coulomb force, has to be considered. The low-density
QD layer design shown here seems to be most suitable.
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Appendix A: Atomic force microscopy

The uncapped samples (Figs. 1,(a)-(c)) have been
prepared to investigate the InAs layer with atomic force
microscopy (AFM, Bruker AXS Dimension Icon) under
normal atmospheric conditions. Since AFM images
contain scanning artifacts due to scanner geometry,
thermal drift and vibrations, an appropriate image
flattening has to be performed [49]. In case of images
containing nanostructures, these regions have to be
excluded to effectively flatten the underlying substrate
[50]. The flattening procedure has been carefully
performed by excluding the QD areas, in order to reveal
the subtle ML step features of the wetting layer (WL)
and the thicker 2 and 3 ML structures [35]. Due to
the strain-driven growth mechanism, many QDs are
located at the edges of the layers. The most top island
structure is assigned to the 3 ML thick InAs layer, which
is situated on slightly larger 2 ML regions. Both of
these island structure grow on top of the 1 ML thick WL.

Appendix B: General trend of IR beam response

Figure 6 (a) shows the EQE enhancement due to the
IR beam for two different excitation conditions. The blue
squares are data for QD excitation extracted from Figs. 3
(a)-(c). The red circles are from another experiment on
aged samples. Both experiments use similar excitation
fluences, and resulted in the same rate of decrease for
higher QD densities, which means that this result is in-
trinsic to the QDs, and not a side-effect of the experi-
mental conditions. Figure 6 (b) shows the voltage de-
pendence of the TS-TPA response for the aged sample
C using different excitation wavelengths. We find that
the QD excitation (red data) results in a small TS-TPA
response for all voltages, and can even reverse its sign for
low voltages, similar to the case in Fig. 3 (a).

Appendix C: Current–Voltage (IV) curves

The influence of the electrical contact on the observed
trends has been investigated with I–V curves. A positive
voltage means that the hole flows to the top surface and
the electrons to the backside of the sample. The dark I–V
curves in Fig. 7 (a) show a weak Schottky behavior. We
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FIG. 6. (a) EQE improvement induced by the IR beam via
TS-TPA processes for different excitation conditions of the
QD. The circles and squares are results for different exper-
iments as explained in the text. (b) EQE improvement for
different voltages and excitation wavelengths using sample C.

find that the inclination of the data for positive voltages
corresponds to the electron mobility. While sample C
crosses 0 nA at 0 V, sample A requires a positive voltage
of about 0.1 V to stop the current flow. We consider that
the backside of the substrate is almost Ohmic. In this
case, the dark I–V curve of sample A can be explained
with a downward bending of the band at the surface due
to trapping of charges in the high density QDs in this
sample.
The I–V curves for excitation of GaAs are shown in

Figs. 7 (b) and (c) for sample C and A, respectively. In
order to compare the IR responses with the main text,
the current values were converted into an EQE value by
subtracting the dark current and normalize by the input
photon flux of the primary beam. In both cases a Schot-
tky behavior is observed. Upon excitation with IR, only
the 0 nA crossing of sample A shifts to higher voltages.
This is considered to be a result of larger band bending
upon IR excitation in sample A, which is possible due to
the enhanced ionization of the QD by the IR beam.
The I–V curves for excitation of 2ML WL structures

in sample A are shown in Fig. 7 (d). We observe an
almost Ohmic behavior. The same behavior was also ob-
served for sample C. Most important for the discussion
of our results are the I–V responses for the QD excita-
tion, as shown in Figs. 7 (e) and (f) for sample C and A,
respectively. All responses in the positive and negative
branches are almost perfectly linear, with a consequently
higher EQE for sample C. This means that our conclu-
sion of lower EQE for the high density QD sample is
independent of the contact type.

Appendix D: Calculation model

For simulating the effect of charging of the QD traps
on the IR PC, we numerically solved the 1-dimensional
(1D) continuity equation

dn(x, t)

dt
=µn

dE(x, t)n(x, t)

dx
+Dn

d2n(x, t)

dx2

+G(x, t)−R(x, t) .

(D1)

A similar equation was used for the hole density p(x).
The mobility for the electrons and holes was assumed
to be µn =2000 and µp =200 cm2/Vs, respectively. The
electric field is given with E(x) and the diffusion constant
Dn is taken as µnkBT (kB: Boltzmann constant, T=300
K). Generation G is assumed to be constant throughout
the sample and consists of thermal generationGth = n2

iB
(equal to the local equilibrium thermal PL) and light in-
duced excitation Gex. The bimolecular constant B was
1.1×10−10 cm3/s. The GaAs intrinsic carrier density was
ni = 2× 106 cm−3. For the light induced generation, we
applied the same total photon flux as in the experiment
(3.1× 1012/s), and assumed complete absorption within
the calculation volume. The recombination R consists of
SRH recombination RSRH (τSRH=40 ns) of free carriers
and the PL throughout the total volume. The number
of holes trapped in the QD induced trap sites was as-
sumed to be one sixth of the QD density measured by
AFM. The photoluminescence was assumed to be purely
bimolecular, i.e., PL = pnB.
For the electrical circuit we assumed an Ohmic contact.

The electron flow through the contact is proportional to
the difference to the equilibrium carrier density. The
voltage source was simulated by maintaining a constant
charge offset between both contacts, corresponding to a
voltage of 0.1 V. The sample thickness was set to 30 µm,
and we used a spatial resolution of 50 nm. The temporal
resolution was 100 fs. The effect of electron drift-velocity
saturation was implemented as a step function, occurring
at 500 V/cm, which is roughly 10 times smaller than in
reality. This was chosen in accordance with the roughly
10 times longer distance of the QDs from the surface,
in order to ensure small derivation errors for the present
spatial resolution.
The density profiles for electrons and holes for the same

excitation with and without filled QD traps are shown in
Figs. 8 (a) and (b), respectively. It is obvious that the
hole trap density (1010/cm2) drastically alters the carrier
density profiles. Without traps, the holes tend to the left
and electrons to the right as expected due to the electric
field (Fig. 8 (b)). However, the electrons will be centered
around the QD layer if these are positively charged with
holes. This induces a strong diffusion current towards
the surface, which can overcome the drift velocity and
induces a negative current component.
The correctness of the calculated density profiles was

confirmed by comparing the equilibrium (no contact) and
steady-state (with Ohmic contact) conditions in dark and
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under bias with the results from an industry standard 1D
solar cell device simulator (PC1D) as shown in Figs. 9 (a)
and (b) [48]. These results are for purely radiative recom-
bination. The open circuit condition in Fig. 9 (a) agrees
very well with the result from PC1D. The current for 0.1
V bias and connected circuit (Fig. 9 (b)) is almost the

same as that predicted from the theory (j = qµnE = 22
nA) in both cases. The small differences in the den-
sity between the steady-state solution of the continuum
equation and PC1D are partly explained with the finite
calculation time and the non-ideal contact properties in
the PC1D model.
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